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Abstract. General circulation models (GCMs) are routinely run undindspheric Modelling Intercomparison Project (AMIP)
conditions with prescribed sea surface temperatures (S8iissea ice concentrations (SICs) from observations.eTARHP
simulations are often used to evaluate the role of the ladébaatmosphere in causing the development of systematicsan
such GCMs. Extensions to the original AMIP experiment hdse been developed to evaluate the response of the global cli
mate to increased SSTs (prescribed) and carbon-dioxide)(&part of the Cloud Feedback Model Intercomparison Projec
(CEMIP). None of these international modelling initiatveas undertaken a set of experiments where the land comsldie
also prescribed, which is the focus of the work presenteligngaper. Experiments are performed initially with freegrying
land conditions (surface temperature and, soil temperand mositure) under five different configurations (AMIP, MV
with uniform 4 K added to SSTs, AMIP SST with quadrupledCAMIP SST and quadrupled GQvithout the plant stomata
response, and increasing the solar constant by 3.3%). Timetgnd surface temperatures from the free-land expetsrar
used to perform a set of “AMIP-prescribed land” (PL) simidas, which are evaluated against their free-land couatésp
The PL simulations agree well with the free-land experimmgmrhich indicates that the land surface is prescribed inyatiet

is consistent with the original free-land configurationrtRer experiments are also performed with different coratioms of
SSTs, CQ concentrations, solar constant and land conditions. Famgke, SST and land conditions are used from the AMIP
simulation with quadrupled CQOin order to simulate the atmospheric response to increa@gdcGncentrations without the
surface temperature changing. The results of all theseriexpets have been made publicly available for further asialyrhe
main aims of this paper are to provide a description of théhogttised and an initial validation of these AMIP-prescrilzed
experiments.

Copyright statement. The works published in this journal are distributed under @reative Commons Attribution 4.0 License. This li-
cence does not affect the Crown copyright work, which issable under the Open Government Licence (OGL). The Cre@idremons
Attribution 4.0 License and the OGL are interoperable andataconflict with, reduce or limit each other.
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1 Introduction

In order to evaluate the atmosphere and land modules of gletiezulation models (GCMs), simulations can be run under
“Atmospheric Model Intercomparison Project” (AMIP) spications (Gates, 1992; Gates et al., 1999). Typically, Isath
surface temperatures (SSTs) and sea ice concentratiods)(&le prescribed from observations over some referenazdpe
(e.g. 1979-2014 in the Coupled Model Intercomparison Btéjbase 6—CMIP6—experiment, see Eyring et al., 2016) with
the atmosphere and land allowed to respond freely to the 88TSEC field. Such AMIP simulations help to understand the
role of the atmosphere and/or land in the development of inerders. Further to the standard AMIP experiments, quadru-
pled CG (amip4xC0O2) and spatially uniform 4K SST increase (amipékperiments were incorporated as part of CMIP5
(see Taylor et al., 2012) by the Cloud Feedback Model Inteparison Project (CFMIP, Bony et al., 2011). The amip4xCO2
experiment was designed to identify the “rapid cloud resgdno increased COand the amip4K experiment was intended
to investigate the impact of the dynamical response of thrsgphere (to the higher SST) on cloud feedbacks (Bony et al.,
2011). The CFMIP experiments have also been used to exahenegional precipitation response to bothLf@rcing and
higher SSTs (e.g. Bony et al., 2013; Chadwick et al., 2014aikteSoden, 2015). The amip4xCO2 and amip4K experiments
are also included in CMIP6 (see Webb et al., 2017). While th#RAexperiments described above are designed to investigat
the response of the land and the atmosphere to the imposedr&5TQ conditions, there is scope to further isolate the re-
sponse of the atmosphere by prescribing the land conditiansSuch a method of prescribing the land has not been atiéeimp
(to our knowledge) as part of the CFMIP/CMIP initiative; hewer, there are several key issues from the CFMIP and CMIP6
experiments that could at least be partially addressed toyimg a set of AMIP simulations with prescribed land corudis,

for example:

(1) How does the Earth system respond to forcing and whatdsrdke of the land in that response? (Adapted from
Eyring et al., 2016)

(2) How can the understanding of circulation and regionales@recipitation (particularly over the land) be improved
(Adapted from Webb et al., 2017)

Prescribing global surface temperatures (including tinel)lan order to, for example, suppress the surface respanae t
radiative forcing is not a new idea. Such an approach hasqugly been used to understand the strength of couplingdstw
the land and atmosphere in GCMs (Koster et al., 2002). Inhem@xample, Shine et al. (2003) prescribed land tempestur
in order to estimate the climate sensitivity parameter ofrdermediate complexity GCM in a variety of greenhouse gas
and aerosol forcing experiments. Furthermore, a betténat of the radiative forcing from e.g. quadrupling £ay be
attained from GCMs by fixing land surface temperatures ashla@ges in land temperature can change the atmosphere (e.g.
circulation, clouds and precipitation) in a manner thatafiect the simulated global radiation balance (Andrews.ef@12a,
2015). Unfortunately, the method of prescribing land terapees (as well as SSTs) has not be developed widely forruse i
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multinational modelling efforts (such as CMIP) and has dmen used in one-off idealised modelling experiments ssch a
those described by Dommenget (2009) and Ackerley and Dorget€2016).

Work by Bayr and Dommenget (2013) used the prescribed langeeature experiments from Dommenget (2009) and data
from the CMIP3 experiment to show that higher land tempeeat(and specifically increasing the land-sea thermal ast)tr
is an important driver of circulation change under globatmiag. However, there are many different mechanisms/figrci
agents that can cause the land surface temperatures tasecfer decrease), which may also have an impact on the global
circulation. For example, land surface temperatures asgrdy more than 4 K in amip4k-type experiments (e.g. Josti,et
2008), which indicates that land temperatures can chargstastially in response to changes in SSTs. Land tempesaélso
increase directly in response to increased,@Oncentrations, which cause increased downwelling loagewadiation and
cloud adjustments (Dong et al., 2009; Cao et al., 2012; Fodoia Bjorn, 2014). This increase in land temperatures fpams
of the direct CQ effect, which drives both global (Allen and Ingram, 2002y aagional (Bony et al., 2013; Chadwick et al.,
2014; Merlis, 2015; He and Soden, 2017) precipitation rasps; however it is currently unclear how much of this efiedue
to increases in atmosphere or land temperatures. To caatgtitatters further over the land, the degree of land suwacming
and precipitation change are also sensitive to the phygitdbresponse of plant stomata, which close as C@hcentrations
increase and thereby reduce evapotranspiration and fiedicip locally (Doutriaux-Boucher et al., 2009; Bouchéak, 2009;
Andrews et al., 2011). Finally, land surface temperatuaed (herefore circulation and precipitation) also resgorathanges in
insolation (e.g. the “abrupt Solar-fixed SST” experiment€hadwick et al., 2014; Andrews et al., 2012b). All of thecfag
agents outlined above have different impacts on land teatpeys and both the global and regional climate. Theretore i
would be useful to quantify the separate contributions ef ldnd, the atmosphere (e.g. increased long-wave absoyptio
plant physiology and SSTs in the global and regional climasponse. Prescribed land experiments could achievertis a
the modelling framework developed by Ackerley and Dommeiigel6) for the Australian Community Climate and Earth
System Simulator (ACCESS) provides an opportunity to doréere is also scope to provide a platform to share the results
with the wider scientific community through the Australiaatidnal Computing Infrastructure (NCI) and the ARC Centire 0
Excellence for Climate System Science (ARCCSS).

The main aim of this study is to describe and validate a setMfFAsimulations against those with prescribed land con-
ditions. This study also presents an evaluation of experigiiat employ different combinations of land conditiorigwthe
different SST, C@ and insolation specifications. Finally (and most impotignthe study provides information on where
these data can be accessed for others to use.

The model used, experimental outline and reference datasetgiven in Section 2, including a description of how the
land datasets were generated. In Section 3, the AMIP sifookatvith prescribed land are then validated against thgrad
AMIP (freely varying land) simulations from which the landraditions were taken. The results of the AMIP simulationthwi
different combinations of land conditions, SSTs, {&ncentrations and the solar constant are described ilp8ekci. The
results of uniformly increasing the land surface tempeest@lone by 4 K and, raising both the land surface and seacsurf
temperatures by 4 K are discussed in Section 4.2. The sumatenrgiuding remarks and future work (e.g. further develepm
opportunities) are given in Section 5.
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2 Model, experiments and reference datasets
2.1 Model
2.1.1 General background

The GCM used in this study is the Australian Community Clienatd Earth System Simulator (primarily ACCESS1.0) in an
atmosphere-only configuration, which is identical to tregdiin Ackerley and Dommenget (2016). The version of ACCE®S1
used here has a horizontal grid spacing of 3.{éngitude) x 2.5 (latitude) and 38 vertical levels. Parameterized processe
include precipitation, cloud, convection, radiative s#t, boundary layer processes and aerosols. The repateertf the
land surface and soil processes is of primary relevancesasthidy, which is simulated by the Met Office Surface Excleang
Scheme (MOSES, Cox et al., 1999; Essery et al., 2001). Sidbsgale surface heterogeneity is represented by splittiag
grid box into smaller tiles’ of which there are nine differtetypes specified. Tiles may be vegetated (e.g. grassegmr n
vegetated (e.g. bare soil) and the tiles within a grid boxa@nprise any fractional combination of the surface typesfege
variables (such as temperature, long-wave and short-vealation, and latent and sensible heat fluxes) are calclilateach

tile individually and then summed to give a representatitd gox mean value, which is passed back into the main model.
Also of relevance is the representation of soil properties §oil moisture and temperature), which is simulated doar
vertical layers (0.1, 0.25, 0.65 and 2 m deep). The model deailable by following the instructions in ti&ode and data
availability Section.

2.1.2 Prescribing land temperatures

The land surface temperatures are prescribed using the seatied described in Ackerley and Dommenget (2016)—the
reader is directed there for more in-depth discussion. Nlegkess, the calculation of the surface temperature irfirdeeland
simulations (i.e. land surface temperature and, soil mmsand temperature are allowed to vary freely) and the cbdeges
made to prescribe it are discussed here.

In the free land experiments, an initial estimate of the landace temperature is calculated from the existing sarfac
conditions using:

1 C.
T.=Ts+— |Rs— H—\E+ =5 (TP — T, 1
TR + A ) 1)

where the temperature of the first soil layer from the presitimme step is denoted as TK), A. is the coefficient for
converting fluxes into temperature in this instance (W2rk —1), R, is the net radiation into the surface (both long-wave and
short-wave, W m?2), H is the surface sensible heat flux (W), AE is the latent heat flux (W m?), C. is the aereal heat
capacity of the surface (J™ K1), At is the length of the time step (s) and"T* is the surface temperature from the time
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step before the current time (K). The value qfffom Eq. 1 is then adjusted implicitly within the model dederg upon the
moisture availability and changes of state such that:

AH+ ANE
AT*EVAP = _+ (2)
T, = T*Eq.l + AT*EVAP (3)

A land surface temperature increment due to evaporationEe\ T K) is calculated from the adjustments to the sen-

*EV AP
sible heat flux AH, W m~2) and the latent heat fluxY(\E), W m~2) that are made after diagnosing the moisture availability.
The temperature increment is then simply added to the vdlUe @alculated in Eq. 1 (i.e..l,, ,, K) via Eq. 3. If there is

no snow present then,Tis unchanged for the rest of the time step at that land pdihbwever, snow is present on the land
surface then the temperature is adjusted further to acdouany snow meltAT,,,, ., K) and is again simply added to the

value calculated in Eq. 3 by the following:
T =Tip,s + AT pir (4)

More details on these equations (i.e. Egs. 1-4) can be fautidei relevant papers that describe the MOSES module (i.e.
Essery et al., 2001; Cox et al., 1999).
When the surface temperatures are prescribed, Eg. 1 isysehphged to be:

T. =TpRrESs (5)

Where Tpres is the input, prescribed temperature (K) field (discusseBdation 2.2.2, below). Furthermore, the increments
calculated in Eqgs. 2—4 are set to zero so that the surfacestatope cannot change implicitly within the time step. Thdace
radiation budget therefore only depends upen;Es.

It is also worth noting here that the existing ACCESS modelechas the option for prescribing deep soil temperatures and
soil moisture content. When the soil temperatures and o@isire prescribed (as stated in the experiments belovi)yptian
is switched on in the code and soil moisture and deep soiléeatpres are set from an input field as outlined in the expeaTi
below.

2.2 AMIP simulations

All experiments undertaken in this study are summarisedainlel'l for ease of reference. More details on these simoktio
are given in Sections 2.2.1, 2.2.3, 2.2.4 and 2.2.5, below.

2.2.1 "Free land" simulations

The following simulations are undertaken with freely vayland conditions ("land conditions" refers to surfacepenature,
soil temperature and soil moisture from here on), i.e. Eg4.dre used by the model.



Table 1. A summary of the experimental specifications. In the seasarfemperature (SST) column, A refers to SSTs from the AMIP r
and A4K to those of the AMIP+4K (A4K) run. 'FREE’ refers to &y varying land temperatures and soil moisture. Plant iphygy is
set to 'ON’ when vegetation responds to £€€hanges and 'OFF’ when it uses the default value (346 ppravpinly atmospheric radiation
responds to higher COExperiments are ordered following the descriptions inti®as 2.2.1, 2.2.3, 2.2.4 and 2.2.5.

Run 1.D. [run length: years] SST Land Conditions  £fppmv]  Plant Physiology ~ Solar Constant [WTH

Free land simulations
(Section 2.2.1).

A[30] A FREE 346 ON 1365
A4K [30] A4K (i.e. AMIP+4K) FREE 346 ON 1365
A4x [30] A FREE 1384 ON 1365

Arad4x [30] A FREE 1384 OFF 1365
Asc [30] A FREE 346 ON 1410.7

Prescribed land simulations
(Section 2.2.3).

Apr [29] A A 346 ON 1365
AdK prak [29] A4K A4K 346 ON 1365
A4dXp L4z [29)] A Adx 1384 ON 1365
Arad4xp 1, radaz [29] A Arad4x 1384 OFF 1365
AsCprsc [29] A Asc 346 ON 1410.7
Single forcing experiments
(Section 2.2.4).
A4K pr, [29] A4K A 346 ON 1365
Aprark [29] A A4K 346 ON 1365
Adxpy, [29] A A 1384 ON 1365
Apric [29] A Adx 346 ON 1365
Araddxp, [29] A A 1384 OFF 1365
APpLradss [29] A Arad4x 346 OFF 1365
Ascpr, [29] A A 346 ON 1410.7
ApLsc [29] A Asc 346 ON 1365
Uniform surface temperature
experiments (Section 2.2.5).
AdK pruax [29] A4K A+4K 346 ON 1365
Apruax [29] A A+4K 346 ON 1365




10

15

20

25

30

(1) AMIP run: An AMIP run using prescribed, observationalflS8&nd sea ice concentrations from 1979 to 2008 (30 years
long). CQ, concentrations are set to 346 ppmv and, sulphur dioxidd, &b biomass burning aerosol emissions are
representative of those for the year 2000 C.E. Land conwitioe allowed to vary freely. The experiment is denoted as
A from here on.

(2) AMIP4K run: The same as A but a uniform 4 K added to the SSd@ {denoted a®\dK from here on).
(3) AMIP4xCGQO, run: The same as A but GOs quadrupled to 1384 ppmv (denotedfedx from here on).

(4) AMIP4xCGO, no plant physiological response i.e. radiative (rad) oilllge same as A4x but the plant physiological
response to CQis switched off (as described in Andrews et al., 2011; Bouehal., 2009; Doutriaux-Boucher et al.,
2009, and denoted a#sad4x from here on). This is done by setting the £E&bncentration used in the photosynthesis
calculation in the vegetation scheme to 346 ppmv but allgwire radiation scheme to ‘see’ the quadrupled value (i.e.
1384 ppmv).

(5) AMIP +3.3% solar constant: The same as A except the solar constiactéased by3.3% to 1410.7 W m? as done
by Andrews et al. (2012b), which gives a similar sized raggsfiorcing to the 4xCQ experiments (denoted Asc from
here on).

All AMIP simulations were initialised with conditions frort®* October 1978 and run until the end of December 2008.
2.2.2 Specifications for generating the prescribed land cdalitions

In order to generate the necessary fields to prescribe thetarditions, instantaneous values of the surface temperan each
tile and, soil temperature and moisture (on each soil lewreoutput every three hours from experiments (1)—(5) abouvee
“prescribed land” simulations, the land conditions aralrieaby the model every 3 hours and updated (by interpolageajy
hour (two time steps). Furthermore, land conditions fromfitst 15 months of the AMIP free land simulations are not used
(i.e. the prescribed land simualtions are run from Janu@®p1o December 2008, inclusive) to ensure that no impaats fhe
land scheme “spinning up” are included in the prescribed.rlihe surface temperature, soil moisture and soil tememt
are all prescribed every 3 hours for the whole period 1980826 minimise the differences between free and prescrioedi |
simulations. The interpolated, 3-hourly data are usecatsof time step (30 minute) data due to limitations of regdim
such large datasets in the current ACCESS1.0 frameworkpiémscribed land conditions experiments will therefore ot
identical to the free land simulations. Nevertheless i@awork by Ackerley and Dommenget (2016) note that a sintat
with temperatures updated each time step is “almost clilogitwally indistinguishable” from another using 3-houdsta.
Therefore, corresponding free and prescribed land simakshould be climatologically alike, which is evaluatadiection

3. Finally, land surface temperatures are not prescribedtmath the permanent ice sheets (Antarctica and Greertaadoid
the development of negative temperature biases that azessisd in Ackerley and Dommenget, 2016) and within/on sea ic
The impact of not specifying the temperatures over the ieetshor sea ice temperature is likely to be negligible (set@e
3). The input data fields are available by following the instions in theCode and data availability Section.



2.2.3 AMIP prescribed land simulations

All simulations that have prescribed land conditions ameaded with a "PL". The AMIP prescribed land simulations use &
insetad of Eq. 1, botiAT..,,, ., andAT,,,, . setto zero and, the following boundary conditions are used:

(6) AMIP prescribed land run: The same as A except land cmditare also prescribed from A. Experiment is denoted as

5 Apr, from now.

(7) AMIP4K prescribed land run: As A4K except land condiscare prescribed using the output from A4K. Experiment
denoted a®\4K pr4x from now.

(8) AMIP4xCQ, prescribed land run: As Adx except land conditions are pifesd using the output from A4x. Experiment
is denoted ad\4xpr,4x from now.

10 (9) AMIP4xCGO, no plant physiological response prescribed land run: AsdAxaexcept land conditions are prescribed
using the output from Arad4x. Experiment is denoted\esd4X py,ragax from now.

(10) AMIP +3.3% solar constant prescribed land run: As Asc except landitons are prescribed using the output from
Asc. Experiment is denoted &Scpy,sc from now.

2.2.4 Combinations of AMIP land and ocean conditions (“comimed” experiments)

15 Inthese experiments, different combinations of land, $38hpspheric C@and solar irradiance boundary conditions are used.
These experiments were designed to single out the impabedand response to a forcing on the atmosphere or the impact

of that forcing agent without the land responding. Againi(eSection 2.2.3), Eq. 5 instead of Eqg. 1 and, baAfh and

*EVAP

AT.,, .. are setto zero for these simulations. The boundary conudised in these experiments are:
(11) SST field from A4K and land conditions from A. From nowndéed asf4K py,.
20 (12) SST field from A and land conditions from A4K. From nowndéed aApr.4k.
(13) SST and land conditions from A with G@oncentrations the same as in A4x. From now, denotédasy,.
(14) SST and C@concentrations the same as A and land conditions from AdbmRrow, denoted a8 py,4x.

(15) SST and C@ concentrations (no plant response) from Arad4x and landlitions from A. From now, denoted as
Arad4xpr..

25 (16) SST and C@Qconcentrations the same as A and land conditions from Ardedyn now, denoted &Sprradax-
(17) SST and land conditions from A and solar constant as @ Aiom now, denoted a&scpr,.

(18) SST and land conditions from Asc and solar constant As ifrom now, denoted a&py.sc-
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2.2.5 Uniform surface temperature perturbation (“uniform ” experiments)

An extra two experiments are undertaken to identify the ichp& applying a uniform increase in temperature over the lan
only (analogous to the AMIP4K SST experiment but for the Jaauad a uniform global increase in surface temperature (i.e.
global warming with minimal land-sea contrast). As in Sexsi 2.2.3 and 2.2.4, Eq. 5 is used instead of Eq. 1 and, both

AT andAT,,,, . setto zero for these simulations. The boundary conditisesl in these experiments are:

*EVAP

(19) Uniformincrease in land surface temperatures from A Kyand SST field from A4K. From now, denotedAK pr,u4k -
(20) Uniform increase in land surface temperatures from AKynd SST field from A. From now, denotedAsy,uaxk -

In both experiments (19) and (20), soil temperatures andt@ are prescribed from the A experiment.
2.3 Reference datasets

ERA-Interim (ERAI) data are taken from 1980—2008 (Dee et24l11) for both the surface air temperature (TAS) and pressu
at mean sea level (PSL) for comparison with the A ang Aimulations. ERAI reanalysis data have been used to eealded
globally for the 3" Coupled Model Intercomparison Project (Flato et al., 20ERAI data provide a globally complete (unlike
surface observations which are heterogeneously sprelashnationally constrained (as is PSL) dataset for corapartivith
the simulations in this study. Furthermore, there is goage@gent between reanalysis-derived TAS and gridded daa fr
station-based estimates (Simmons et al., 2010), whichesiigithe ERAI derived TAS is a reliable dataset.

For precipitation, the Climate Prediction Centre Mergedalmis of Precipitation (CPC CMAP Xie and Arkin, 1997;
Arkin et al., 2018) data, for the years 1980—2008 inclusase, used. The CMAP data are derived from a combination of
satellite-based instruments. It is important to note tvaile there are biases in any reference dataset and othéislw® used
(e.g. GPCP or CMORPH for rainfall, see Adler et al., 2003;céost al., 2004, respectively), the focus of the paper ismot t
explore the model biases themselves. The reference datasesimply used to show that there is no negative impacten th
simulated climate (relative to the free land simulationsew the land conditions are prescribed.

3 \Verification of the AMIP prescribed land runs
3.1 Surface air temperature: TAS

The difference (A minus ERAI) in grid-point mean (average@rall simulated years) TAS is plotted in Fig. 1(a). Positiv
anomalies 0.5 K) are visible over many ocean basins but the largestraifices are over the land (L K magnitude over
North Africa, Antarctica and the Himalaya). Nevertheldgbg, temperature biases in Fig. 1(a) are consistent withetpos-
sented in Flato et al. (2013) from the CMIP5 multi-model m@heir Fig. 9.2(b)) and the global mean RMSD of 1.68 K (Table
2) is also comparable to the mean absolute grid-point eafots-3 K also given in Flato et al. (2013) (their Fig. 9.2(dhe
largest model errors primarily occur in the regions thatehte largest uncertainties in the ERAI TAS dataset (e.gthiNor
Africa, Antarctica and the Himalaya— Flato et al., 2013,ithg@g. 9.2(d)). Finally, the pattern correlation betweeraAd
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ERAI fields is approximately 1 (Table 2), which indicatestthelatively low and high surface temperatures are simdlate
the correct geographical locations. Overall therefore,AS field in the ACCESS1.0 AMIP simulation (and the biases) a
consistent with those of other models.

The difference in TAS for A, relative to A is ploted in Fig. 1(b). It is immediately obviethat the differences in TAS
between A-;, and A are much smaller than those between A and ERAI (Fig).ITagre are also very few places where the
differences are statistically significant in Fig. 1(b) ahd targest changes are at high-latitudes where sea icedtetb(sea ice
temperatures are not prescribed). Furthermore, the RM8iich larger between A and ERAI than betwees;fand A (1.69
Kand 0.13 K, respectively in Table 2). Overall, in terms ofSAhe A and A-;, simulations are climatologically very similar
such that the inter-model differences are much smallertiimodel-reanalysis differences.

Each of the "prescribed land" (PL) simulations (AdKix, A4Xpr 4., AraddXp,qq4. @and AsG,, described in Section 2.2.3)
are compared with their corresponding free land simulat{@#K, A4x, Arad4x and Asc, respectively, Section 2.2.1pider
to validate them. The differences in TAS are non-significar the vast majority of the globe for the prescribed vefsers
land simulations (Figs. 1(c)—(f)). Moreover, the RMSD beén each experiment pair is 0.11 K with pattern correlatafns
unity or close to unity (see Table 2). Therefore, the valdeBAS in the AdKp 4k, AdXpras, AraddXp g4 @Nd ASG L .
runs are almost climatologically indistinguishable frdmse of A4K, Adx, Arad4x and Asc, respectively (as intended)

In order to validate whether the climate responses in thecpiteed land simulations are consistent with their freallan
counterparts for a given boundary forcing (i.e. SST+4K, @x@nd +3.3% insolation), the differences in TAS between cor-
responding free and prescribed land pairs (e.g. [Adl« minus Ap;] minus [A4K minus A]) are plotted in Figs. 2(a)—(d).
Furthermore, the RMSD and pattern correlations for theediifices in TAS between those corresponding prescribedead f
land pairs are given in Table 3. Pattern correlations araiprately 1 for all experiment pairs (Table 3). Furthermdres
RMSD values are<0.1 K, which is a similar magnitude to the differences pldite Fig. 1(c)—(f) and smaller than the differ-
ences in TAS associated with each change in boundary cond#ée Figs. S1(a)—(d) and S2(a)—(d), Supplementary MBter
Therefore, the changes in TAS for A4 45, AdXpr 4., AraddXpr,qq4. aNd ASG . relative to Apy, are almost identical to
those of A4K, Adx, Arad4x and Asc relative to A (compare Fi§%(a)—(d) and S2(a)—(d), Supplementary Material). Oljeral
the responses of TAS to the perturbed SSTy @6d insolation in the prescribed land simulations are vemjlar to those in
the free land simulations.

3.2 Precipitation: PR
3.2.1 Prescribed vs free land experiment pairs

Differences between the A simulation and CMAP precipitafields are plotted in Fig. 1(g). Precipitation is too higteothe
western Indian Ocean, the northern Tropical Pacific andimvitte mid-latitudes of both hemispheres. Conversely,ipittion
is too low over the south-western Maritime Continent, califrica, Amazonia and over the Antarctic. The precipgatbiases

INote: the calculation of TAS is performed by interpolatirgieen the surface temperature and that of the lowest medglih ACCESS1.0, therefore
changes in the temperature at level 1 may also change TASfemgrfiace temperatures are unchanged.

10
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Table 2. The area-weighted root-mean-squared-differences (RM@&D pattern correlations (PC) for surface air temperafllAS), precip-
itation (PR) and mean sea level presure (PSL) for the A apd simulations relative to the "obervational" (OBS) referedatasets (rows 2
and 3). Rows 4-8: the RMSDs and PCs for each "prescribed Enmudilation relaitive to its counterpart "free land" sintida (experiment
names defined in Section 2.

Difference between RMSD TAS (K) PCTAS RMSDPR(mmday PCPR RMSDPSL (hPa) PCPSL
A minus OBS 1.68 ~1 1.25 0.92 2.40 ~1
Apr minus OBS 1.69 ~1 1.26 0.92 2.48 ~1
Apr minus A 0.13 1.00 0.28 ~1 0.45 1.00
A4K prarx minus A4K 0.11 ~1 0.27 ~1 0.31 ~1
A4Xp 14, Minus Adx 0.11 1.00 0.30 0.99 0.44 1.00
Arad4Xp 1, qq4. MiNUS Arad4x 0.11 ~1 0.27 ~1 0.31 ~1
AsCprsc minus Asc 0.11 1.00 0.28 ~1 0.47 1.00

"~1" implies that the correlation coefficient is not unity, lbatinds to unity when only two decimal places are considered.

over the western Indian Ocean and Amazonia are also visititeel CMIP5 multi-model mean (see Fig. 9.4(b) in Flato et al.,
2013). The rainfall biases in the remaining regions (ligtbdve) are consistent with those presented in Walters @Cidl1) for
HadGEM2-A (the model from which ACCESS1.0 is derived, seetRil., 2013). The RMSD is 1.25 mm day(Table 2) for

A relative to CMAP, which is consistent with the values prasd for HadGEM2-A by Walters et al. (2011) (2.02 mm day
for JJA and 1.54 mm day for DJF, relative to GPCP data). Overall, the precipitab@ses in the A simulation are consistent
with those in other GCMs.

The differences in precipitation betweernpAand A are plotted in Fig. 1(h) and (as with TAS) it is clear talhost none
of the differences in precipitation are significant. Furthere, the RMSD between#, and CMAP is almost identical to that
of A relative to CMAP and, the RMSD for Ay, relative to A is smaller by almost a factor of five (see Tabléh2) relative
to CMAP. The pattern correlations betweep Aand A are also approximately equal to one, which shows tiggdme with
relatively high and low precipitation (climatologicallgye almost identical in the two respective simulations.réfaee, the
differences in PR between# and A are small in terms of the climatological mean.

As with TAS, the differences in PR between other prescrilaed Isimulations (Adl&kr 4k, A4Xpra., AraddXpr,qq4. @and
Asc,.) and their respective free land runs (AKix, A4Xpraz, Araddxpr .44, @and AsG.) are plotted in Figs. 1(i)—(l). Very
few of the differences in PR are statistically significardwever, there is an increase in precipitation over Amazonal of
the prescribed land runs relative to their free land coypatess. A similar region of higher precipitation over Amaimbetween
prescribed and free land simulations is also seen in Ackaried Dommenget (2016). Given that there is no change incairfa
temperature or soil moisture (both prescribed) it may bé thiawater is accumulating in the vegetation canopy anddei
re-evaporated (see Cox et al., 1999). Indeed, there is ageise in the latent heat flux over the region with higher pitation
in all of the prescribed land simulations relative to thefiend simulations (see Fig. S3 and Fig. S4—which shows thegsh
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in canopy water loading for A;, relative to A—in the Supplementary Material). This is a sysétic bias in the prescribed
land simulations relative to their free land counterpatsyever, the precipitation is approximately 1-2 mm daypigher
in the prescribed land runs, which almost exactly offse¢és~tB mm day ! dry bias for the A simulation relative to CMAP
(Fig. 1(q)). Therefore, the prescribed land simulationléser to the observed estimate than the free land simulationore
detailed investigation into Amazonian rainfall is beyohd scope of this current general overview and evaluatioepapt
such a study may be useful to understand the dry bias overrtiezdn in the free land simulations.

As with TAS, the RMSD and pattern correlations for the difieces in PR between corresponding prescribed and free land
pairs (e.g. [A4Ko 4 minus Apr ] minus [A4K minus A]) are given in Table 3. The pattern coatens lie between 0.8 and
0.95 (Table 3) for the change in PR between the perturbed®llations (A4Kp 4k, AdXpraz, AraddXprada: aNd ASGsc)
and their free land counterparts (A4K, A4dx, Arad4x and Aseative to their respecitve control simulationsg{Aand A).
Furthermore, the RMSD values lie in the range 0.22—-0.38 mym Hawhich is a similar magnitude to the differences plotted
in Fig. 1(c)—(f) and Figs. 2(e)—-(h). Therefore, the differes between corresponding prescribed and free land gionda
(e.g. AdKpr4x and A4K) are much smaller than the PR differences causedéypdilindary condition changes (see Figs.
S1(e)—(h) and S2(e)—(h), Supplementary Material). Theskquattern correlation values and higher RMSDs for PR redat
TAS are likely to be due to TAS being more highly constraingdh®e prescribed surface temperatures than PR (i.e. TAS is
diagnostically calculated from the surface temperatucetha temperature of the lowest model level).

For further verification, the changes in global, ocean and faean precipitation are presented in Table 4. The diffeem
precipitation between the free land and PL experiment pa@sll the same sign (i.e. corresponding positive or neg)edind
lie within +0.08 mm day* (i.e. small). The largest difference occurs over land in A4l experiment where the increase
in precipitation (relative to A;) is statistically significant whereas, for A4K relative tq iAis not. The higher precipitation
over the Amazon (Fig. 2(e)) is likely to be contributing te thigher land-mean precipitation in A4K 4 relative to A4K.
Conversely, the dry bias over the Amazon in the free land kitimns may equally be a factor for the muted response of the
mean precipitation over land in the A4K experimentrelativA4K p 14 i . Again, a more detailed investigation into Amazonian
rainfall biases is beyond the scope of this study; howewegnghe sensitivity of this region to model configuratiomatimate
change (see Good et al., 2013) the prescribed land simulietay be a useful tool to investigate Amazon precipitatiathier.
Another point of note is that precipitation increases gigantly in the runs without plant physiological response€0, but
does not change in those without (Table 4). In the Ad4x and Adgxperiments, plant stomata respond to increasing CO
by narrowing and thereby reducing moisture availability foecipitation from transpiration. In Arad4x and Arad4x.qq4.
however, the stomatal response is switched off and so enayspiiration can increase in response to land surface wgrmi
as can precipitation. These results are consistent witkettod Doutriaux-Boucher et al. (2009), Boucher et al. (208%)
Andrews et al. (2011).
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Table 3. The area-weighted root-mean-squared-differences (RMBId)pattern correlations (PC) for the response in the cin@athe
perturbed boundary conditions (SST+4K, 4x£&hd +3.3% solar constant (Section 2) for each "prescribed!’ [pair relative to the corre-

sponding "free land" pair.

Difference between RMSD TAS (K) PCTAS RMSDPR(mmdady PCPR RMSDPSL (hPa) PCPSL
(A4K prax - App) - (A4K - A) 0.08 ~1 0.38 0.92 0.45 0.96
(AdXpris - ApL) - (AdX - A) 0.09 ~1 0.27 0.89 0.38 0.92
(Arad4xp 1,y qais - Apr) - (Aradax - A) 0.08 0.99 0.22 0.88 0.35 0.91
(ASCpLsc - Apr) - (ASC - A) 0.08 0.99 0.25 0.83 0.33 0.91

"~1" implies that the correlation coefficient is not unity, botinds to unity when only two decimal places are considered.

3.3 Pressure at mean sea level: PSL
3.3.1 Prescribed vs free land experiment pairs

The difference in PSL for A relative to ERAI is plotted in Fiym) in order to provide a surface-based indication of cleang
in the atmospheric circulation (as also done in Collins €28113). The RMSD for A relative to ERAI is 2.4 hPa; howevke t
pattern correlation is almost unity (see Table 2) and indE#hat regions with relatively high and low PSL correspuoedl.
There are several biases in the PSL field, nonethelessied3&L anomalies are visible in A relative to ERAI over theta
(largest anomaly around 9B), the north Pacific, northern Africa and the Mediterranaad, between 3GB—60S in each
ocean basin (see Fig. 1(m)). There are negative anomalescentral and southern Africa, South America, North Angeric
and Antarctica. The PSL anomalies though, are consisteéhtthose presented in Martin et al. (2006) (their Fig. 6), wked

a higher-resolution (half the grid spacing of ACCESS1.G¥sk® of HadGEM2 (from which ACCESSL1.0 is developed—see
Bietal., 2013).

The RMSD (2.48 hPa) and pattern correlationd ) for the Ap;, simulation are almost identical to those of A relative to
ERAI. Furthermore, the RMSD between-A and A is 0.45 hPa and the pattern correlation is unity (Taple/Bich indicates
that the PSL field is reproduced well in the-A simulation relative to A. The main difference in the PSL fieltbtween A,
and A occurs over the Arctic (Fig. 1(n)), which is consisteith the lower temperatures there (see Fig. 1(b)). Nevértseover
the vast majority of the globe, the differences in the siradd@SL field between Ay, and A are not statistically significant.

The RMSDs for each of the other corresponding PL and freddanulations (e.g. Adl&r 4 versus A4K) lie between 0.3—
0.5 hPa with pattern correlations of close to unity (seedapl The magnitudes and distribution of PSL in the PL siniorhest
therefore compare well with their free land counterparssieh Ap;, versus A). In terms of grid-point PSL values, the largest
differences occur in the northern and southern polar reggisee Figs. 1(0)—(r)); however, the differences in PSL arte n
statistically significant over the vast majority of grid ptd. Overall, the small differences in the PSL fields betwibenPL
and free land simulations suggest that the simulated, tdilmgical global circulations are very similar.
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Table 4. The difference in global, land points and sea points meacigitation, mm day ! [%] for each of the specified simulations in

rows 1, 5, 9 and 13 (details of each simulation are given irti@2®). Numbers in italics and marked with an asterisk artestetistically

significant using the Student’s t-test{p.05).

Region A4K minus A AdKp 14 Minus Apr,
Global mean 0.38[12.33] 0.38[12.32]
Land mean 0.01[0.33]* 0.09 [4.04]
Sea mean 0.53[15.16] 0.50[14.37]
Region A4dx minus A Ad¥or,4,, MINUS Apr,
Global mean -0.19 [-6.11] -0.18 [-5.94]
Land mean 0.00 [-0.14]* 0.02[0.86]*
Sea mean -0.27 [-7.52] -0.27 [-7.63]
Region Arad4x minus A Arad4x;,.qd44> MiNUS Apr,
Global mean -0.13[-4.31] -0.14 [-4.40]
Land mean 0.10[4.80] 0.11 [4.97]
Sea mean -0.23[-6.47] -0.24[-6.72]
Region Asc minus A ASErsc minus Apr,
Global mean -0.05[-1.61] -0.05 [-1.66]
Land mean 0.15[7.58] 0.16 [7.51]
Sea mean -0.13[-3.78] -0.14 [-3.93]

Again (as with TAS and pr), the RMSD and pattern correlatfonshe differences in PSL between corresponding presdribe

and free land pairs (e.g. [Ad#. 4 minus Apz] minus [A4K minus A]) are given in Table 3. The RMSD betweea tthange

in PSL associated with each boundary condition perturhdtiothe PL simulations relative to their free land coungetp lie

between 0.33 and 0.45 hPa (Table 3). The largest RMSD for IR&hges (0.45 hPa) occurs in the SST+4K experiments (i.e.
5 [A4K pr4x minus App ] relative to [A4K minus A]); however, the changes in PSL asated with increasing global SSTs are

much larger (approximateh3.5 hPa, see Fig. S2(i), Supplementary Material) than th&BNM he changes in PSL associated
with quadrupling CQ@ are+2.5 hPa (Figs. S2(j) and (k)) are larger than the RMSD betwleeigorresponding prescribed and
free land simulations (0.38 hPa and 0.35 hPa, see Table 8)sihllest changes in PSL occur in the increased solar ecdnsta
simulations (around-1.5 hPa, Fig. S2(I)) and likewise, the lowest RMSD betweenRh and free land simulations (0.33

10 hPa, see Table 3). Finally, the pattern correlations bettlee PL and free land simulations are ald.9 (column 7, Table 3),
which shows that the spatial changes in PSL associated aath leoundary condition change are also very similar. Tiyekr
grid-point differences in PSL primarily occur in polar regs, where surface temperatures are not prescribed (Figs()3;
however, the differences in PSL are not statistically sigaint over the majority of the globe.

14



10

15

20

25

30

3.4 \Vertical profiles: Global, ocean-only and land-only meas

As a final validation, the vertical changes in mean air terapee (ta) associated with the SST+4K, 4xC@xCO,rad and
+3.3% insolation are plotted for the PL (red lines) and faa®l (black lines) in Fig. 3. Furthermore, the ta profile défeces
are compared with results from other studies (where aveildbr further validation of these simulations.

The global, ocean and land mean changes in ta for A4K minussAabmost identical to those of Adig . minus Apy,
(values lie within approximately-0.1 K, see Figs. 3(a)—(c)). Furthermore, ta values are highall levels from 1000 hPa to
100 hPa, with the largest increase around 300 hPa. Overalbspheric dry stability increases as a result of increpgiabal
SST by 4 K both globally and over the ocean with a slight desséia dry stability over land between approximately 1000 to
500 hPa. The changes to the ta profiles in both the PL (#4#& minus Ap;) and free simulations (A4K minus A) agree with
those described in Dong et al. (2009) and He and Soden (2015).

The differences in ta between the prescribed (red linesjraedblack lines) land for the 4xCxperiments (both with and
without plant physiology) are plotted in Figs. 3(d)—(i). #ih the SST+4K experiments, the differences between teequibed
and free land simulations are small (-0.1 K) and primarily restricted to the land in the Adx,, and Adx experiments. The
largest increases in ta from quadrupling atmospherig 6€zur around 850 hPa for the global and ocean mean regaadless
whether the plant physiological response to,G©included or not (Figs. 3(d), (e), (g) and (h)) in agreenveitih Dong et al.
(2009), Kamae and Wanatabe (2013), Richardson et al. (20ib)ian et al. (2017).

Finally, the ta profiles for the 3.3% increase in insolationidations (Asc and Asg; . relative to A and Ay, respectively)
are plotted in Figs. 3(j)—(I). Again, the differences betnwehe free and prescribed land simulations are smatt(.1 K) and
the vertical distribution of ta changes are almost idehtisinospheric dry stability increases globally and over titean, with
the largest increases in ta around 300 hPa (Figs. 3(j) apdykjch compares well with the model results of Cao et al1@0
Conversely, air temperatures increase uniformly by agprately 0.8 K from 950-500 hPa in both the Asc and Asg¢.
simulations (Fig. 3(I)) over the land; however, dry statedslity increases around 300 hPa (again in agreement véthet al.,
2012).

Overall, the differences in ta between the prescribed agel laind simulations are small relative to the changes agsdci
with each boundary condition change. Furthermore, the gd&im ta in both the prescribed and free land simulations are
consistent with those in other studies.

4 Surface air temperature changes in the “combined” and “unform” experiments

Only the changes in surface air temperature are discusded lber each of the “combined” and “uniform” temperature
perturbation experiments (outlined in Sections 2.2.4 a@db2respectively) to verify that the temperature repsasisonsistent
with the imposed boundary conditions. The changes in pitatipn and circulation associated with these experimarggo
be discussed in a future piece of work (Chadwick et al., ippre
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4.1 *“Combined” experiments

Changes in TAS over the land can be seen in the experimeritsighdand conditions from the AMIP runs with changed
boundary conditions i.e. A4K;,, Adxpr, Araddxy;, and Asg ., (Figs. 4(a)—(d)). As the calculation of TAS is performed by
interpolating between the surface temperature and thaedbivest model level in ACCESSL1.0, changes in the temperatu
level 1 will change TAS even if surface temperatures are angbd. This explains why TAS increases over the land in AdK
as the global atmosphere will warm from increased SST (Fag) 4T here are also positive TAS anomalies over high-ldgisu
in all the experiments plotted in Fig. 4 relative tg-A, which is unsurprising as the snow cover and surface teriyresaare
not prescribed there. The changes in TAS are also highertlogarcean than the land (land/sea confrissd.25).

The changes in TAS for Adx;,, Arad4xe;, and Asg, are not statistically significant over the majority of thadssurface
and may be related to adjustments in the surface sensibléaterd heat fluxes as the atmosphere responds to the increase
in CO, concentrations or insolation (Figs. 4(b)—(d)). Conversile changes in TAS over the land are statistically sigaific
and positive in all runs with perturbed land surface coodgi(Figs. 4(e)—(h)). Overall, relative top4, the changes in TAS
for the simulations described in Section 2.2.4 (plottedign B) are consistent with the land surface and boundaryitond
perturbations imparted upon them.

4.2 “Uniform” experiments

The spatial differences in TAS are plotted in Fig. 5(a) fag 8Kp 4k Simulation relative to A. The changes in TAS
over the land and the sea are very similar with a land-seatderontrast of 0.9. The main difference in TAS between thd la
and the ocean is over Antarctica and Greenland where thacgutémperatures not prescribed and the temperature clsange
muted.

In the Aprarc experiment (relative to Ar), TAS increases over all land points by 1.5-4.5 K (statilycsignificant)
except over Antarctica and Greenland where temperatueesarprescribed (Fig. 5(b)). Another interesting featuréhcs
simulation is that the land-sea thermal contrast is veryddwith a value of 40); however, the large contrast is unssing

given the large temperature increase is only applied toathe. |

5 Summary, conclusions and future work

This paper has outlined the results of a novel set of AMIRtymdel simulations that use prescribed SSTs and land surfac
fields (surface temperature, soil temperature and soiltomas The main results of this study are:

(1) The differences in climate between the simulations vrigely varying land conditions and their prescribed landreo
terparts (e.g. A vs Ar) are much smaller than the underlying systematic erroedivel to the observational datasets
(i.e. Avs OBS). Therefore, prescribing the land conditoossinot degrade the model-simulated climate.

2The global mean change in TAS over land divided by the glolsamthange in TAS over the ocean as done by Sutton et al. (2007)
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(2) The changesin global mean precipitation and verticapterature profiles in the A4K, Adx, Arad4x and Asc experimsent
are almost identical to those of their corresponding pileedrland simulations—A4K 4 i, A4Xp 14z, AraddXprradaz
and AsG ..

(3) The changes in TAS associated with holding the land fixadleanchanging a forcing agent (e.g. A4x) or fixing the
forcing agent and using the land response to that agentXe.gs.) are consistent with imposed state and are therefore
applied correctly.

(4) The “U4K” experiments (results described in Section) 4@vide a novel extension to the A4K experiment where the
land-sea thermal contrast is suppressed; however, the dggnse is very similar to that of the A4, experiment.

(5) Likewise, the Aor 74 Simulation resembles the TAS response in the/Age experiment, except the magnitude of the
climatic changes are larger infApax .

Overall, this study has presented a set of experiments théd ©e used to answer questions about the separate roles of t
land, ocean and atmosphere under climate change. Whilsttitg evaluates those simulations, it does not provide-alepth
scientific analysis of all the model simulations undertalnproviding those data for others to download, it is theimiton
of this paper to provide a background analysis for validaparposes and to provide information on how to acquire these
data. These simulations may also help to answer some of thguestions arising from the CFMIP and CMIP initiatives (see
Eyring et al., 2016; Webb et al., 2017, respectively) giveisection 1 and to provide a better understanding of the medjio
drivers of precipitation over the land.

Code and data availability. The model source code for ACCESS is not publicly availabdeyéver, more information can be found through
the ACCESS-wiki at https://accessdev.nci.org.au/trad/access. Any registered ACCESS users who wish to gaiessco the source code
described in this paper can do so from the following:

For A, A4K and A4x

https : / /access — svn.nci.org.au/svn/um/branches/dev/cx f565/r3909_my_vn7.3Q4793

For Arad4x

https : / /access — svn.nci.org.au/svn/um/branches/dev/dxa565/src_plant_co2/src@10276

For Asc

https : / /access — svn.nci.org.au/svn/um/branches/dev/dxa565/src_solenst/src@10274

ForApr, A4Kprar, AdXpraz, A4Kpr, Aprar, A4Xpr, ApLas, APLradaz, APLsc, A4Kpruarx and Apruax

hitps : [ /access — svn.nci.org.au/svn/um/branches/dev/dxa565/src_presT_reg/src@9826

For Arad4X prrqd4o and Arad4xpr,

hitps : | /access — svn.nci.org.au/svn/um/branches/dev/dxa565/src_presT _reg_np/src@10269

For Ascprsc and Ascpr,

hitps : [ /access — svn.nci.org.au/svn/um/branches/dev/dxa565/src_presT_reg_sc/src@10272
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Data are publicly available from the National Computatidnérastructure (NCI) (see Ackerley, 2017). Input surfaeeperature, soil
moisture and deep soil temperatures are also availabletfretNCI upon request (also refer to Ackerley, 2017). Theveeiedoi (and other
metadata) for each of the individual experiments can bedauthe supplementary file attached to this papéifuip_expts_doi_list.xlsx).
Use of these data in any publications requires both a citatighis article and an appropriate acknowledgement to &te ksource page

(see Ackerley, 2017, for more details on acknowledging titagkt)
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Figure 1. Differences in surface air temperature (TAS, K) for (a) A o8rERAI, (b) A>, minus A, (€) AdKp 4k minus A4K, (d) AdXe 44

minus A4x, (e) Araddxr,.q4> Minus Araddx and (f) Asgrs. minus Asc. Equivalent differences between observationslations are

given in (g)—(I) and (m)—(r) for pecipitation (PR, mm ddy, CMAP data used in (g)) and mean sea level pressure (PSLEfR?d,data used

in (m)), respectively. The points labelled with an "x" indie the differences are statistically significant usingShedent’s t-test (§0.05).
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Figure 2. Differences in surface air temperature (TAS, K) for (a) [Ad#x minus Ap ] minus [A4K minus A] (b) [AdXp 4, Minus Apr]
minus [A4x minus A], (c) [Arad4¥ ,,qd44. MiNUS Ap] minus [Arad4x minus A] and (d) [Asers. minus Ap] minus [Asc minus A].
Equivalent differences between simulations are given)in(tg and (i)—(l) for pecipitation (PR, mm day) and mean sea level pressure (PSL,

hPa), respectively. The points labelled with an "x" indéctite differences are statistically significant using thed8it’s t-test (g£0.05).
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Figure 3. Differences (relative to A or A;—see key for each row) in global mean (column 1), ocean-ordgm(column 2) and land-only
mean (column 3) air temperature (K) for (a2)—(c) the A4K expents, (d)—(f) the Adx experiments, (g)—(i) Arad4x expeents and (j)—(I)
the Asc experiments, respectively.
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Figure 4. Differences in surface air temperature (TAS, K) for (a) A4Kminus Apr,, (b) Adxpr, minus Apy, (C) Araddxer, minus Apy,
(d) Ascpr, minus Apy,, (€) Aprax minus Apr, (f) Apraz Minus Apr, (9) ApLrada: MiNUS Apr, and (h) Aprsc Mminus Apr,. The points

labelled with an "x" indicate the differences are stataticsignificant using the Student’s t-test{f.05)
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27



