Response to the referee 1 for “The ESCAPE project:
Energy-efficient Scalable Algorithms for Weather
Prediction at Exascale”

(grey background: text of the reviewer comment, white background: our response)

Overall impression

The manuscript under consideration was submitted to GMD as a "development and technical
paper". The paper topically spans mathematical formulation, numerical integration techniques,
parallelization strategies, language-specific aspects of implementation, hardware-specific
optimizations, hardware construction, and operational considerations in the context of both
global-circulation and limited-area models.

As the main conclusion from the hereby review, | propose to significantly shorten the article
(currently 50-pages and 30 figures) and change its type to a "Review and perspective paper"
to match the stated intention of the authors to create “the flagship publication for the EU
project ESCAPE ... introduce the concept of weather & climate dwarfs and discuss first results
in terms of optimization and performance portability”. This path seems to me as much more
reasonable than working towards matching the requirements for a “development and technical
paper” as defined by GMD guidelines.

The authors aim at: (i) providing a technical report touching upon current-hardwarespecific
performance measures, (ii) structuring the work as a research paper, and (iii) presenting a
project-promoting overview article. These aims are incompatible in my opinion, and trying to
achieve all of them at once results in unclear target audience and an apparent lack of a
storyline, despite high potential for strong conclusions to be based on the presented results.

Notwithstanding, | do see a point in publishing such a “perspective” paper with the aim of
promoting the project results and giving due credit to participating parties. | expect such a
shorter “perspective” paper to achieve a higher impact and | encourage the editorial team to
offer this option to the authors.

We would like to thank the reviewer for this advice. Our first submission attempted to describe all
the work that was done in the ESCAPE project. We agree that this was too much material and
distracted from the main message of the paper. We have significantly shortened the paper and
focus now on properly motivating the dwarf concept and to demonstrate this concept by
describing the work for one of the dwarfs in detail.

Code availability

The “Code availability” section on page 42 is derisory. The standard that GMD is fostering
among the community is to enable readers and reviewers to reproduce results presented in
GMD papers. Here, the reader is only given a link to project website where one may not even
find a properly defined software license — just a statement that it "permits free of charge use
for educational and/or non-commercial research". The final sentence of the referenced website
reads: “If you wish to access any of the implementations, please contact us via the contact
form and we will provide further information on the process of obtaining a license”. This stands
in clear opposition to the anonymous public access recommendations of GMD. Basing on an
educated guess (the most one can anonymously base on given the above), | consider the
results presented in the paper as not independently reproducible for reasons including
software and hardware availability, as well as lack of availability of the details of the test cases.

As outlined above, a solution would be to move much of the technical details to another
publication (a technical report issued by one of the participating institutions — several of those
are already cited) and present a “perspective” paper for which GMD does offer an exception in



terms of reproducibility level (see https://www.geoscientific-model-development.net/about/
manuscript types.html).

The rules in terms of code availability and reproducibility for a development and technical paper
are according to the link given by the reviewer the same as for a model description paper. The
website of GMD states that "When copyright or licensing restrictions prevent the public release of
model code, or in the cases where there is some other good reason for not allowing public access
to the code, topical editors must still be given access to the model code. Access must also be
granted to the reviewers whilst preserving their anonymity, if this is legally possible." We are
happy to offer the editor and the reviewers a license to access the code and test cases used in
our work. There is no need to make an exception for this paper in terms of reproducibility.

Nevertheless, the code availability section should contain comprehensive information, and
clearly inform about the code availability, not license availability. Please point to repositories,
state precisely the licenses or clearly indicate if the code is not publicly available or its reuse is
constrained. In case of lack of public availability, GMD requires to state the reasons for it.
Please include information for all the software that was essential in obtaining the presented
results, including the participating weather prediction models: IFS, ALARO, COSMO-EULAG
as well as the described tools such as GRASS, CLAW and GridTools (the https://github.com/
eth-cscs/gridtools repository linked from the GridTools website does not exist as of time of
writing this review).

We have changed the license statement and added information about all software used in the
ESCAPE project.

Code availability for hardware-specific tools such as those essential in GPU code
development should also be included in the section (see doi:10.1002/2016WR020190 for a
recent discussion in the context of hydrological modelling), and in my opinion should also be
included in the discussion if a proper “perspective” is to be given. The paper gives an
overview of several paths forward in NWP systems development and aims at discussing
longer-term strategies. Such discussion calls for mentioning which optimisation strategies are
prone to the vendor lock-in threat.

We have added information about the compilers and tools that we used and their versions. As
described in the paper we explore vendor specific strategies but we also aim at avoiding vendor
lock-in through the use of domain specific languages.

The dwarf nomenclature and technicalities

The authors highlight throughout the paper the concept of separation of concerns in software
engineering using the notion of a “dwarf” which the paper introduces in the context of weather
and climate models. The reason to introduce a new term is not given. What does the new
concept replace (monoliths)? The adopted term is seemingly wrongly attributed (Colella as
opposed to Asanovic et al.?) and, in my understanding, used in a misleading way. The reason
why the 7 dwarfs of Colella, and later the 13 Berkeley dwarfs, the 7 dwarfs of Symbolic
Computation, the 13 Parallel Dwarfs (and likely others) were introduced is that the concept
they generalize does not easily fit into existing encapsulation nomenclature of: components,
frameworks, layers, substystems, libraries, kernels, modules, services, drivers, plug-ins,
controllers, etc. Why dynamical core layers, physics modules and numerical libraries are to be
renamed? In principle, why not — let us embrace the introduced notion of Weather & Climate
Dwarfs, but please do clarify in the paper the reasons to introduce the new nomenclature and
clearly differentiate it from existing solutions.

We referred to Asanovié et al. because we could not find a good reference for Colella's
presentation. We have revised the motivation section for the dwarf concept and we have added
new references.
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Moreover, among the community, dwarfs are being defined as computation/communication
idioms (e.g., OpenDwarfs project) or (design) patterns of high performance computing (e.g.,
the mentioned work of Asanovic) - is it not misleading to refer to the “components of an Earth
system model” borrowing the term that was introduced to define idioms/patterns?

Our goal is to identify patterns in terms of computation and communication that are characteristic
for weather and climate models. Each of our dwarfs possesses very characteristic patterns of
high performance computing. We have added a column to Table 1 describing the characteristics
of each dwarf in terms of communication and computation.

In the conclusions section, the authors note that “... the entire NWP community has a strong
interest in pursuing the creation of dwarfs”. Such community-wide initiatives are, in my
opinion, only feasible if backed by interface standardization and “liberation” of the software in
question. Please do elaborate on how (technically and legally) the reusability of the envisaged
community “dwarfs” is to be assured? Furthermore, the dwarfs’ interfaces will determine if the
sought after capability of overlapping computations will be feasible.

We have revised the quoted part of the conclusions. We agree from a technical point on clean
interfaces, but scientifically disagree that standard interfaces are useful (i.e. plug and play
concepts of specific parametrisations or physics and dynamics). In our view standardisation of
interfaces in operational NWP software, despite being a very attractive technical concept, it is
often detrimental to forecast quality and computational efficiency. It is not the aim of ESCAPE to
develop standardised interfaces, even if we explore overlapping concepts. In fact bespoke
interfacing may become more important with increasing resolution.

Other remarks

+ Optimization is the leitmotif of the paper, and is exemplified with detailed results obtained
with current hardware and described in zealous detail (a somehow anecdotal example:
replace division by constant with multiplication by the reciprocal calculated in advance).
Yet at the same time, the paper aims at providing “strategy to evolve weather and climate
prediction models to next-generation computing technologies”, exascale is mentioned in
the title. Please extend the conclusions section by indicating which of the employed
optimizations have the chance to offer “software sustainability” over the years (also in the
context of software maintainability tradeoffs), and where, e.g., indirection would be the key
to performance (DSLs)?

We have added new results about running the spectral transform dwarf on the supercomputer
Summit (currently the fastest supercomputer in the world) and we have added a discussion about
the sustainability of the chosen techniques.

+ There is an abundance of arcane nomenclature in the paper used without introduction and

spanning a broad range of domains, e.g.: “loop fusion optimization”, “generic reduced
Gaussian grid”, “parallelogram”, “a perturbative method which determines the
(constrained) optical phase”, “Spherical Harmonics TCo639 test case”, “baroclinic
instability benchmark”, “weighted line Jacobi method”, “V-cycle configuration”, “major
generation and destruction processes, including cloud formation by detrainment from

cumulus convection”;

We would like to thank the reviewer for identifying these issues. Many of these statements have
been removed by shortening the paper. We have revised the remaining statements.

+ There is an imbalance in the level of detail of different sections of the paper, e.g. the well-
established MPDATA is introduced with an outline touching upon numerical analysis, while
the “created” “global shallow-water model named GRASS” is presented with just a



reference to a pair of submitted papers; there is a two-pagelong introduction to the
application of spectral transform methods in NWP, while less than that is devoted to the
entire discussion of physics dwarfs; authors do admit that this was intentional (p. 5 last
paragraph) for some of the work has not been published elsewhere — this however rather
supports publishing it elsewhere than sneaking into an overview paper.

It was never our goal to cover every dwarf in detail. Our goal was to demonstrate our optimisation
workflow for a small selection and briefly describe the others. To make this clearer we have now
removed the dedicated subsections for the dwarfs which we did not cover in detail. Instead we
refer to the corresponding publications in the dwarf table.

+ Some of the tools mentioned target Fortran development (e.g., CLAW DSL) while other
cater to a wider set of technologies (e.g., Atlas), this is not mentioned explicitly and the
reader is left without a clear statement if the proposed directions of development deviate
or not from the Fortran ecosystem;

All of the work presented is compatible with Fortran. Even the GPU optimisation is mostly done
with OpenACC in Fortran. Gridtools requires currently C++ but we plan to provide Fortran support
in future DSLs. We have added a statement about this in the paper.

+ The conclusions section contains statements of overly contrasting time horizons: on the
one hand, the authors mention “adding a large number of zero operations” what is
explained in the text to be caused simply by lack of support for a particular feature in the
current version of a third-party library; on the other hand, prerequisites and challenges for
subkilometer global simulations are mentioned. Please reconsider what are the main
project conclusions worth to be listed in the concluding section and abstract.

We have revised the conclusions section.

+ That the great majority of referenced works is [co]authored by the manuscript authors
amplifies the feeling of some of the methodology, design or vendor choices being given
without a proper context on the alternatives:

— How representative is the chosen set of models (IFS, ALARO, ALADIN and COSMO-
EULAG) among the “competition” and how the considered speedup techniques
compare with what has been explored recently (see, e.g., doi:10.1175/BAMS-
D-15-00278.1 and references therein)?

— How the proprietary software and hardware solutions like cuBLAS/cuFFT and NVLink/
NVSwitch compare to those provided by other vendors?

— Overlapping CPU-GPU computation strategy for dynamics/physics has been recently
discussed in GMD in context of cloud-resolving simulations (doi:10.5194/
gmd-2018-281, e.g. fig. Fig. 1), could the discussion here be supported with
references to existing solutions from other domains?

- mentions of GPU-resident weather forecasting call for citing other recent works (e.g.,
doi:10.1175/BAMS-D-14-00114.1)

— What are the alternatives for the used radiation and cloud-physics schemes, are the
chosen ones representative of what the community envisages for the mentioned global
subkilometer-scale future simulations?

— Are the CLAW and GridTools DSLs the sole solution available in this context?

We have added some references to the papers mentioned by the reviewer. A comparison
with solutions by vendors not involved in the project is outside the scope of this paper. We



are not able and it is not our goal to provide an exhaustive discussion of all available
strategies. The goal of the paper is to present the dwarf concept to the weather and
climate community and to demonstrate through a few examples how it can be used to
enable close collaboration between NWP centres and hardware vendors.

The word “code” is used in a somehow casual way, e.g. “redesign of the algorithms and
codes”, “our work on optimising codes”, “code used for data assimilation”, “models from
which the dwarf code originated”; let me suggest to consider employing more cross-
domain notions of implementation, software, etc; similar nomenclature issue: restructure

vs. refactor;

We followed the reviewers advice, checked every instance of the word "code" and replaced the
nomenclature where suitable.

Please remove any mentions of internal labels within the code - this information is
unneeded for a research paper audience: “halo_exchange subroutine”,
“compute_fluxzdiv”, “this%egeom%node2edge_sign”.

We have removed the internal labels.

Please limit the use of acronyms/short-forms, and remove those clearly unneeded: PSNC
in Fig. 3, EBTI on page 24, GP_dynamics/SP_transforms/Sl_solver/RAD in caption of Fig.
5, semi-Lagrange in Fig. 6; Some references are listed with DOI number, some without -
please be consistent; FORTRAN/Fortran, TRAP2/Trap2 spelling - please be consistent;
Among the affiliations listed, some are given with detailed street addresses, some without -
please be consistent.

We have removed the mentioned acronyms and made the text and affiliations consistent. The DOI
numbers are given whenever they are available.

The title of the paper reads “The ESCAPE project: Energy-efficient Scalable Algorithms for
Weather Prediction at Exascale”. Exascale is not discussed or defined and barely
mentioned only in the conclusions, while the phrase “weather & climate” is used
throughout the paper.

We have added recent results on Summit and a discussion which is more targeted at exascale.
The title of the paper is the name of the project.

Statements such as “ECMWEF is world leading in terms of track forecast”, “extreme
computational capabilities typically required in operational forecast production”, “[IFS
code] has been continuously optimized over multiple decades”, “Feedback from the
European and international community at our dissemination workshops and at
international conferences has shown that this work was well received” are, in my opinion,
good candidates for removal when shortening the paper — please avoid promotional
language and statements which are not falsifiable; another candidates for removal are
numerous vague statements: “most speedup seems to be due to avoiding some of the
temporary arrays”, “some more fundamental changes which are more difficult to apply”,
“whole cycle might employ some form of smoother/solver”, “has to be wisely chosen
according to the cluster hardware”, “we do not know if there will be a clear winner”, “The
first results of this effort look promising”.

Many of these statements were removed in the process of shortening the paper as suggested by
all reviewers. We have revised the remaining statements.



Response to the referee 2 for “The ESCAPE project:
Energy-efficient Scalable Algorithms for Weather
Prediction at Exascale”

(grey background: text of the reviewer comment, white background: our response)

The paper presents a review of the work done in the Escape project. This reviewer is familiar
with some of this work and reporting the work done as part of the project is certainly of
interest to the community. Unfortunately, the paper is not well written, if is full of mistakes,
informal language and confusing or unclear explanations. | have read and documented
changes as far as page 17, but this has taken a long time as the paper has not been properly
proof read before submission. Referee #1 calls for a substantial revision, and a possible
change of paper type, therefore there doesn’t seem much point in fully detailing necessary
changes beyond this point. A shorter, more focused article as a review and perspective paper
would improve the readability and is probably more appropriate for the content.

We would like to thank reviewer 2 for his advice. We have significantly shortened the paper. The
main purpose of the paper is to present the dwarf concept to the weather & climate community
and to demonstrate it with a detailed example.

| include the detailed points below, which need to be addressed.

Page 2 line 7 Weather prediction (models?)
We have changed the sentence.

Line 20, sentence reads as if heavy precipitation patterns could lead to tropical cyclones,
modify

We have revised the introduction.
Line 21 being satisfying “being”
We have changed this sentence.

Intro 1st paragraph is rather clumsy, there are plenty of reasons improved forecasts in general
would have economic and societal benefit besides heavy precipitation. The need to improve
resolution is given as the main motivation for improved forecasts but then Climate is thrown
into the following sentence. Improved resolution versus complexity for improved climate is a
matter of debate. There is no mention of current resolutions for the reader to compare 1km.
What does global resolution range mean? The last sentence is also confusingly written. This
paragraph needs re-rewriting with proper thought on what is the motivation for improving
resolution of weather and climate simulations. There are plenty of justifications.

We have revised the introduction.

Line 27 “guarantee the continued efficiency” is probably a bit strong. “Enable efficient
implementations of “ or similar is probably more realistic.



We have made the suggested replacement.
Line 33 “The authors there” is rather informal language.
We have changed this sentence.

Page 3. Line 7 Citation needed to back authors claim that ECMWEF is world leading in terms of
track forecast. It would be quite odd for a higher resolution forecast to “compromise the
accuracy” of a lower resolution, especially as this is the motivation for escape.

We have revised this part of the introduction.

The paragraph on supercomputers is also rather clumsily written and there should be a
reference. An obvious one would be “Crossing the Chasm : how to develop weather and
climate models for next generation computers?”. Some of the authors of this paper are also
authors of the chasm paper. Other references would also be beneficial.

We have revised the introduction and we have added the suggested reference.

Section 2, line 18, The use of “at once” suggests either “immediately” or “at the same time”
but “too big” implies neither. This sentence needs re-writing.

We have changed this sentence.
Page 4 The text in figure 1 is far too small to read.

The small text in figure 1 contained only license terms of material that was used to create the
figure. We tried to minimise the distraction from the message of the figure by making the text very
small. We have now made the text larger to enable everyone to read the text.

Figure 2a “halo’s" has no apostrophe.
We removed this figure from the paper in order to shorten the paper.
Page 5 figure 3 What does the vertical line denote? Line 5 what does “released dwarf” mean?
We have added an explanation of the vertical line to the caption and we have revised the text.
Page 7 line 5 “use 3D var like the “ is too informal language, use for example or e.g.
We have removed this text in order to shorten the paper.
Page 7 line 23 “need” -> “needs”
We have removed this text in order to shorten the paper.

Page 8 Figure 8. The figures are not very well explained. A careful reading of a technical
appendix is required and even then it is not clear how they illustrate the point that overlapping



the comms of data transfer is necessary. The main constraint for NWP is time to completion, it
is not obvious that the assumptions (necessarily) made to express the scaling in terms of
energy are sufficiently universal to infer the point the authors wish to make. Whilst using less
energy reduces the cost, the run-time constraint is the primary motivation for NWP. This
section needs to be re-worked to describe the performance model and explain how any
figures used enable the authors draw the conclusions that they do.

We have removed the cost model in the process of shortening the paper. Just for clarification: all
the curves in the plots of the cost model were created under the constraint that the forecast
needs to finish within the required runtime. The cost model attempted to answer the question:
under the given runtime constraint how much code needs to run on an accelerator to make the
use of accelerators financially beneficial. As mentioned in the first version of the paper this cost
model requires many assumptions and should only be used as a motivation to port as much of
the model as possible to the accelerator. It may not be used as a basis for management
decisions.

Page 9 section 3 line 23 Last sentence. What does this mean?

The inverse transform uses first an inverse Legendre transform to compute Fourier coefficients
and applies then an FFT to obtain grid point values. The direct transform uses the opposite order:
first an FFT to compute Fourier coefficients and then a direct Legendre transform to compute the
spectral coefficients. We agree that the term "opposite direction" to describe this difference was
misleading. We have revised this part of the text.

Page 10, refers to figure 5 which is on page 11. How are the profiles produced? What machine
are they produced from, especially the node count etc would change the profile? The
“Anticipated” future are these profiled from data or some performance model? The 1.25km run
may well have a different profile on a different machine?

All of these profiles have been measured with the actual model on the Cray XC40 supercomputer
of ECMWEF. The number of nodes has been chosen such that the model run would be suitable for
operational requirements. We agree that different machines will produce different profiles. These
profiles are highly relevant for ECMWF because they represent the situation on the machine that is
currently used for the operational forecast.

Page 11 refers to figure 7 which appears on page 13, the text “like on the left” is rather
informal and inappropriate for a scientific paper.

We have changed the figure accordingly.

Page 12 refers to figure 8 which appears on page 14. In the figure, there is no open diamond
referred to in the legend and the caption, the open rectangle referred to in the caption doesn’t
appear but a dash or line does which isn’t referred to in the caption.

The open diamond of the legend is half covered by the filled circle in the plot. The open rectangle
of the legend was an oversight and should have been the dash. We have made the filled circle
open and changed the colour to make the overlapping points easier to recognise.

Pages 12 and 13 there is a complicated discussion of code changes. This would be
illuminated by some code fragments as examples.

We have added code examples in section 3.3.



Figure 10. Page 16 The data points are connected with a line (something spreadsheet
application does readily), however, the horizontal access is Number of GPUs, which is a
discrete variable, so a line graph is wrong. Whilst it not unusual to see such a plot, the authors
are not predicting the speed up on 16.5 GPUs so why the line? The plot should be re-drawn
appropriately.

We agree with the reviewer that the connecting line between the data points is not supposed to
provide a scientific message. We believe that the connecting line makes the plot more readable.
We have reduced the thickness of the line by 50% to make it less prominent and we added a
statement to the caption describing that the data points were connected with lines purely for the
purpose of improving readability.

Page17 lines 6-15 the paragraph discusses the pack-unpack operation. The sentence sender
and receiver share their memory layout as the may differ is confusing. How can they share a
memory layout if they are different? What was the change that made the performance
improvement? Were the pack and unpack scanning memory unnecessarily?

We have replaced "share" with "exchange" in the sense that sender and receiver exchange their
own layout among each other. The performance improvement came from reordering the loops for
both pack and unpack following the memory layout of the scattered buffer. This optimisation
decreased the number of tests (i.e. copy or not copy) and avoids scanning memory multiple
times. Scanning the memory multiple times was unnecessary.

The final paragraph on page 17 is a discussion of implementing some of the GPUs on CPUs.
Again some code fragments here would be helpful. If the GPU optimisations are two intensive,
how can they be used elsewhere for other architectures? The stated goal of Escape is to re-
assemble the models from optimised dwarfs. How is this managed? If there are conflicting
optimisations how are they resolved? Is single source code possible?

The GPU optimisation required a major redesign of the code which allowed to avoid
transpositions of small temporary arrays. This optimisation can be applied as well to the CPU
version. As a first step we applied it to a serial version of the spectral transform on CPU which is
now used operationally at ECMWF and provides a major speedup as shown in the paper.
Applying the same idea to the parallel CPU code requires more work that is planned in the future.

There is of course some risk that different optimisations are conflicting. We have not encountered
this issue in ESCAPE so far. In the end we take whichever optimisation gives us the best
performance in the full model. We currently have different source codes for CPUs and GPUs. We
try to achieve a single source code through the use of the DSL except for highly specialised low
level libraries like the spectral transforms.

Figure 11, the “barrier” optimisation is not clearly explained. Again, line plots of noncontinuous
variable should be changed.

In the original code, some MPI barriers were present to profile the MPI communications at low
level. By disabling these barriers (as allowed and documented in the code), a performance gain
was identified. The main lesson learnt by this removal is the following: these barriers imply useless
synchronisations which have the following consequences:

1. The application suffers from imbalance (as reported in D3.3 section 4.3.1.3 on a single node
run). Thus, adding non mandatory synchronisation via barriers decreased the global performance
(as each barrier implies to wait for the slowest process);

2. Moreover, these synchronisations created contention;



3. Last but not least, due to the two first points which change the behaviour of the application,
there is a bias in the communications profiling. In other words, this profiling change the
application behaviour.

As in the response to the comment on figure 10 we made the line thinner and added a statement
to the caption.

Response to the referee 3 for “The ESCAPE project:
Energy-efficient Scalable Algorithms for Weather
Prediction at Exascale”

(grey background: text of the reviewer comment, white background: our response)

General comment:

In this manuscript an overview about the achievements in the ESCAPE project is given. The
main concept is explained, some of the developments are explained in details and finally some
tests are mentioned.

Although | think that this manuscript is a valuable contribution for GMD, | cannot recommend
to accept the manuscript in the actual state. The manuscript must be revised in a substantial
way before it can be considered again. Therefore | recommend major revision of the
manuscript. In the following | will explain my concerns.

Major issues

1. Balance of the manuscript: The manuscript is very long and not really balanced. Some parts
are explained in details, as e.g. the development of the MPDATA dwarf, but some parts are
just mentioned. Especially for the very shortly explained parts, there are very often references
to technical reports, i.e. documentation which is generally not peer reviewed. Although there
are some performance tests, there is only one figure showing a test for atmospheric flows,
and also this test is only marginally described.

The purpose of the paper is to present the concept of the dwarfs and to describe our work with a
few detailed examples. Following the suggestions by reviewers 1 and 2 we have significantly
shortened the paper. Having all of the details from the technical reports inside this paper would
make it too long and would distract from the main message of the paper. To our knowledge GMD
allows references to non peer reviewed technical reports if no peer reviewed reference is
available.

The optimisations performed in the ESCAPE project do not affect the accuracy of the result. The
figure which showed a comparison between finite volume and spectral transform method was an
additional information. We removed this figure in our effort to shorten the paper.

| would recommend to significantly reorganize the manuscript, maybe also considering to split
the manuscript into three parts: First, an overview part, where mostly the concept and the new
architecture can be explained in a concise way. Second, a model description part, i.e. a
detailed description of the different parts of the model, especially of the parts, which are
contained in the technical memoranda but not described in peer-reviewed literature. Third, a
part dedicated to test cases for atmospheric flows - and maybe also clouds and radiation,
since these parts are also included into the model.

The suggested structure of the paper does not fit to the intended purpose of the paper to
introduce the dwarf concept and illustrate the workflow with a detailed example. According to the



advice from reviewer 1 and 2 we have significantly shortened the paper with the goal to make the
intended message clearer. As stated before the results of test cases for atmospheric flows can be
found in the literature given in the references. In this paper we allowed optimisations only if they
did not affect the results in any significant way. Under this constraint a description of the
optimisation and the performance analysis are sufficient to present our results.

Especially test cases of atmospheric flows would be very interesting, since it is not clear if all
the new models represent the atmospheric flow and other atmospheric phenomena in a
physically consistent way. Therefore | highly recommend to use well-documented test cases
for atmospheric flows, as e.g. Jablonowski & Williamson (2006). It would be interesting to see
also tests for clouds and radiation, although | am not really aware of large scale tests, beyond
the standard tests as e.g. Weismann & Klemp (1982).

As stated before our work on optimising code does not affect the accuracy of the results. Test
cases for the underlying methods can be found in the literature referenced throughout the paper.

2. Selection of the dwarfs: It is not really clear how and why the different dwarfs were chosen.
Although I think that this is a well chosen sample of possible models, it should be justified
much better. Especially, the choice of the shallow water model is not really clear, because no
real results of this model are shown in the manuscript. Therefore, | recommend to describe the
choice of the models is a clearer way.

We have revised our conclusions section to make it clearer that we intend this paper to be a
starting point and with a hope that the community will join our efforts and identify characteristic
patterns in terms of computation and communication (dwarfs) and implement prototypes which
can be used to work on optimising the key building blocks of weather & climate models.

Minor issues:

Cost model: The benefit of the cost model is not really clear to me. It is introduced in a
comparable length as the dwarfs, but it is not really clear why this is so important for the whole
manuscript, justifying a large part in the appendix.

The cost model was meant to illustrate the importance of porting as much of the model to the
accelerator as possible. We have removed the cost model in order to shorten the paper as
requested by reviewers 1 and 2.
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Abstract. In the simulation of complex multi-scale flow-problems;such-as-these-flows arising in weather and climate mod-
elling, one of the biggest challenges is to satisfy operationalstrict service requirements in terms of time-to-solution and energy-
to-solutionyet-, without compromising the accuracy and stability of the calculation. These competing factors require the devel-
opment of state-of-the-artrobust algorithms that can optimally exploit the targeted underlying hardware and efficiently deliver
the extreme computational eapabilities-efforts typically required in operational forecast production. These algorithms should:
(1) minimise the energy footprint along with the time required to produce a solutions; (ii) maintain a-satisfying-the scientifically

required level of accuracy;-; and (iii) be numerically stableand-resilient, and resilient in case of hardware or software failure.
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The European Centre for Medium Range Weather Forecasts (ECMWF) is leading a project called ESCAPE (Energy-efficient
SCalable Algorithms for weather Prediction on Exascale supercomputers) which is funded by Horizon 2020 (H2020) under
initiative Future and Emerging Technologies in High Performance Computing (FET-HPC). The goal of the ESCAPE project
is to develop a sustainable strategy to evolve weather and climate prediction models to next-generation computing technolo-
gies. The project partners incorporate the expertise of leading European regional forecasting consortia, university research,

experienced high-performance computing centres and hardware vendors.

This paper presents an overview of res

dewn-into—smaller-building-blocks—ecalled-dwarfsthis ESCAPE strategy: (i) identify domain-specific key algorithmic motifs
in weather prediction and climate models (Weather & Climate dwarfs), (ii) categorise them in terms of computational and
communication patterns, while (iii) adapting them to different hardware architectures with alternative programming models

iv) analyse the challenges in optimising and (v) finding alternative algorithms for the same scheme. The participating weather
prediction models are: IFS (Integrated Forecasting System);-AEARO—; ALARO, a combination of AROME (Application de

la Recherche a I’Opérationnel a Meso-Echelle) and ALADIN (Aire Limitée Adaptation Dynamique Développement Interna-
tional); and COSMO-EULAG—, a combination of COSMO (Consortium for Small-scale Modehng) and EULAG (Eulerian/semi-
Lagrangian fluid solver). i i

Weather & Climate dwarfs ESCAPE provides prototype implementations on different hardware architectures (malnly Intel
Skylake CPUs, NVIDIA GPUs, Intel Xeon Phi) -

of-computing-technelogies—with different programming models. The spectral transform dwarf represents a detailed example of
the co-design cycle of an ESCAPE dwarf.

1 Introduction

Numerical weather prediction(INWP)-has—made-significant-progress-over—the-and climate prediction capabilities represent
substantial socio-economic value in nearly all sectors of human society, namely for the mitigation of the impact of extremes,
in_food production, renewable energy and water management, infrastructure planning, and for finance and insurance where
weather sensitive goods and services are traded. Despite significant progress achieved over past decades (Bauer et al., 2015)

and-societal-benefit—there are substantial shortcomings in our ability to predict, for example, weather extremes with sufficient
lead time and the impact of climate change at regional or national level. Extreme weather events caused over 500 thousand
casualties and over 2 trillion $US economic damages in the past 20 years (Wallemacq et al., 2018). Another example is the
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gediction of climate change mitigation and adaptation targets. Failure to meet these targets is ranked among the leadin
threats to global society (World Economic Forum, 2019).

One of the main-sources oferrorsin NWP-is-insufflicien

sources of model error is limited spatial (and temporal) resolution (Palmer, 2014) which implies that key physical processes that
drive global circulation, like deep convection in the tropics and mesoscale eddies in the ocean, are only crudely represented in
models by so-called parameterisations. In addition, deficiencies in the representation of process interactions between atmosphere
and ocean/sea-ice, as well as atmosphere and land, including a time-varying biosphere, are highly relevant strategic targets
to improve the representation of the internal variability of the Earth system in models (Katzav and Parker, 2015). However,
better_spatial resolution and enhanced model complexity translate immediately into significant computational challenges
(Schulthess et al., 2019), whereby spatial resolution is the most demanding because a doubling of resolution roughly translates
into eight times more computations (doubling the horizontal resolution in both directions and a corresponding decrease in the
time step). The critical resolution threshold at which global weather & climate models may eventually be able to overcome the
bulk of the limiting deficiencies is unclear; however, O(1kmglobat-resolutionrange—Asaresult-asubstantial-part-of-the-cost

of-a-mod p-is-tsed-inphysical-para atio at-d b ofd olved-pro S olved-seale;

intermediate target (Shukla et al., 2010; Neumann et al., 2019).
__ Beside-The ESCAPE project has been motivated by the need for

>

(o noraacad raco on CONW oo soal-h

improvementin the foreeastofrunning Barth-system models at much higher resolution and complexity than presently available,
but within the same time-critical path of daily production for weather forecasts and with the same production throughput
Hpeded for decadal/centennial climate projections as used today. This translates to computing one simulated year per wallclock
day. Energy efficiency is a key requirement as power envelopes for HPC systems cannot be scaled up at the same rate as
the computing demand. Obviously, this presents a substantial challenge to all aspects of computing, namely the choice and
implementation of numerical methods and algorithms, and the programming models to map memory access and communication
patterns onto specific hardware (Wehner et al., 2011).



76The ECMWE specific strategic target is to provide skilful predictions of high-impact weather up to two weeks ahead
by 2025 based on a global 5 km-scale Earth-system model ensemble, complemented by the corresponding, high-resolution
data assimilation system for creating the initial conditions. This system needs sufficient model complexity in the atmosphere
tphysics and chemistry), oceans, sea-ice and land to represent all processes acting on such scales, and a sufficiently large
ensemble size so that complex probability distributions of extreme forecast features can be sampled well enough. In terms
80 computational demand this is comparable to the wind-intensi h on '

—ECMWEF is world leading in terms of track forecast accuracy and increasing the resolution to Skm does not compromise the

aecuracy of the track forecast.

_.above 1-km resolution target for a single forecast.

85Fhe supercomputers used for NWP-numerical weather prediction (NWP) have changed dramatically over the past decades-
levels of sustained performance ranging from 40-50% on the parallel vector-processor Cray-XMP, YMP and C90 architectures
S6stained performance declining, overall FLOP performance increased exponentially thanks to Moore’s law, Dennard scaling
and processor pricing (e.g. Flamm, 2018) so_that significant upgrades of model resolution, complexity and ensemble size
new concepts for designing algorithms and for mapping the associated computational patterns onto the available architectures -
mMmy of the algorlthms used in NWP were designed well

Bbfore the multi-core era started-

The . but even though they contain highly-tuned shared and distributed memory parallelisation they only achieve such
limited sustained performance because of poor arithmetic density (ratio of data communication / computations) in some of
the highly varying kernels, sequential tasking due to strong scientific dependencies, and rather complex algorithms required to
$0lve a multi-scale and multi-phase fluid dynamics problem on a rotating sphere with sufficient accuracy.

__If the envisioned increase in

mueh-model fidelity is constrained by only marginally growing power envelopes and decelerating general purpose processor
speed, then performance issues need to be addressed at the root, and a more radical redesign of the basic algorithms and
codes used for weather prediction —needs to be considered. This is why ESCAPE investigates both HPC adaptation and
abbrnative numerical formulations in scientifically and computationally well defined model components, the Weather &
Climate dwarfs, followed by a detailed analysis of their respective computational bottlenecks, and subsequent hardware and

We#s%&ﬁ—w&hﬁmtfeéiemg{h&eeﬂeep%eﬁThe Weather & Climate Bwaff&g/\yggflw(ig%wtro(hlcedm Section 2. In Sec-
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parameterisations3 we illustrate the usefuleness of the dwarf concept with the example of the spectral transform dwarf. The

paper ends with a-comparison-between-different-methods-in-Seetion-?>-and-conelusions-conclusions and outlook in Section 4.

2 ‘FhedwarfeoneeptWeather & Climate dwarfs

2.1 Motivation

In 2004 Philli
These were later extended to the 13 Berkeley dwarfs (Asanovi¢ et al., 2006, 2009) which are meant to represent characteristic

atterns of computation and communicationpa

These dwarfs were created to cover the characteristic computational properties of a broad range of scientific applications. These

Colella introduced the seven dwarfs of algorithms for high-end simulation in the physical sciences (Colella

dwarfs are the basis for the OpenDwarfs benchmark suite (Feng et al., 2012; Krommydas et al., 2015; Johnston and Milthorpe, 2018) and

were also applied to benchmark cloud computing in Phillips et al. (2011). In a similar fashion Kaltofen (2011) introduced the
seven dwarfs of symbolic computation.

Following this idea, we categorise key algorithmic motives specific to weather prediction and climate models and identify
their specific computational and communication patterns, which in return are crucial for the everat-medel—n-entire model

erformance. The dwarfs thus represent domain specific mini-applications (Messer et al., 2016) which include direct input

from the domain scientist, documentation, timers for profiling purposes as well as error estimates for verification purposes. In
this way the dwarfs facilitate communication of weather domain specific knowledge and algorithmic motifs with specialists in
other domains. Different implementations of the dwarfs can be used as a first step towards optimising and adapting weather
prediction and climate models to new hardware architectures and to benchmark current and future supercomputers with these
simple but relevant applications. Identifying these key algorithms also allows better collaboration between operational weather
prediction centres, hardware vendors and academia because they are much simpler to understand than the full models. The
concept of dwarfs is different from the existing separation of weather and climate models into different model components,
such as atmosphere, land-surface and ocean for which separate dynamical core and physical parameterisation packages already.
exist, Instead, dwarfs define a runnable and more manageable sub-component in a hierarchy of model complexity for specific
targets such as adaptation to GPUs, exploring alternative programming models, and developing performance portable domain
specific languages. But dwarfs can also be used by domain scientists for developing alternative algorithms.

The fundamental starting point of the E ' i




... hardware
adaptation ...

Extract model
dwarfs ... ... explore alternative
numerical algorithms... ... Teassemble

model

Earth illustration: used under license from GraphicsRF /Shutterstock.com.
Dwarf illustrations: used under license from Teguh Mujiono/Shutterstock.com

Figure 1. Illustration of the main idea behind the ESCAPE project. The entire model is broken down into smaller building blocks called
dwarfs. These are adapted to different hardware architectures. Based on the feedback from hardware vendors and high performance comput-

ing centres alternative numerical algorithms are explored. These improvements are eventually built into the operational model.

roject is to identify the dwarfs in the participating weather and climate models (Figure 1) and to adapt them to different

hardware architectures. The knowledge gained in this adaptation is used to research alternative numerical algorithms which are
better suited for those new architectures, and experiment with alternative programming models, towards improving the overall

energy-efficiency of weather prediction applications.

5 2.2 ThedatastruetureframeworkAtlas

10
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2.2 List of dwarfs created in ESCAPE

Table 1 gives an overview of the dwarfs defined in the ESCAPE project. These dwarfs have been chosen because they have

a-significant-contribution-to-the-overall-runtime-of-many-represent key algorithms that are representative of any weather and

climate model, or because their computational and communication patterns represent one of the most runtime consumin
parts of weather forecasting systems (Figure 2). it i

For many of the dwarfs we created
so called prototypes. Each prototype implementation for a specific hardware (by default CPU) comes with documentation

Mengaldo, 2016; Miiller et al., 2017), error measures which allow us to quickly see if optimisations affect the results and

timers to see the speedup obtained through optimisations. Eaeh
can-have-differentimplementations—Table 1 also lists the models from-which-the-dwarf-code-in_which we identified the

dwarf and from which the prototype implementations originated. The models include the speetral-HES—-the HES-finite-volume
modute-IFS with the spectral transform method (IFS-ST), the Finite-Volume Module of the IFS (IFS-FVM), ALARO/AROME
and COSMO-EULAG. As-part-of-the- ESCAPEprojeet-In order to explore alternative discretizations in ESCAPE, we cre-
ated a new global shallow water model called GRASS (Global Reduced A-grid Spherical-coordinate System). This-medel
is-introdueced-in-Seetion-27—Table—1-Table 1 further shows which dwarfs are-using-Atlasfor-handling-the-mesh—This-table
have prototypes that are based on the data structure framework Atlas. We use Atlas to ease adaptation to future architectures
and avoid code duplication across prototypes. Atlas handles both the mesh generation and parallel communication aspects

rids and adding support for accelerators through GridTools (Deconinck, 2017a, b). Table 1 also shows the programming model
adopted for each dwarfof the dwarf prototypes. In particular, we used MPI for distributed-memory parallelism, OpenMP and

OpenACC for shared-memory parallelism, and DSL, that stands for domain-specific language and uses GridTools. Alse-nete

In addition to identifying computational and communication patterns in existing models we also performed research on new
algorithms and approaches which have the potential to reduce runtime and energy consumption significantly in the future.
We developed a multigrid preconditioner for the Krylov-subspace solver employed in the semi-implicit time integration in

IFS-FVM (Miiller et al., 2017) to reduce the number of iterations in iterative solves, a HEVI time-integration scheme with
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IFS 9km ALARO-EPS COSMO-EULAG
(ECMWF) 2.5km (RMI) 2.2km (PSNC)

55% 55%
@ spectral transform @ semi-Lagrangian @® GCR solver
@ radiation @ cloudsc (IFS, est.) @ MPDATA

non-ESCAPE dwarf non-ESCAPE dwarf Porti  thef et i ESCAPE 5

Figure 2. Portion of the forecast runtime spent in ESCAPE dwarfs for the three different models IFS (left), ALARO ensemble prediction
system (EPS) (middle) and COSMO-EULAG (right). The measurements for IFS were taken during an operational run on 352 nodes (1408
MPI processes, 18 OpenMP threads per process). The limited area models ALARO-EPS and COSMO-EULAG used each 576 MPI processes

for the simulations shown here. IFS and ALARO-EPS are both based on the spectral transform method with latter employing 2D FETs. For

this reason the two left pie charts share one legend. COSMO-EULAG uses different methods and the pie chart has its own legend. The
vertical line separates the two different legends.

significantly improved stability (Colavolpe et al.. 2017) to avoid some of the global communication patterns, and connected
to_this, explored alternative finite difference methods on the sphere (Bénard and Glinton, 2019; Glinton and Bénard, 2019).
Einally, we explored FFTs and spherical harmonics on optical (co-)processors (Macfaden et al., 2017) to potentially scale these
transforms towards higher resolutions at a fixed energy cost. An overview of the work with the optical processor can be found
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temt As an example of the cycle involved in identifying, dwarfing, testin

adapting, optimising, and considering alternative solution procedures for a specific algorithmic motif in the ESCAPE project.
we shall illustrate in the next section the work on the 4DVAR-data-assimilation-at ECMWE-spectral transform dwarf in detail.
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3 Dwarf example: spectral transform
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€b)we-assume an-aceelerator-speedup-of 8x;short description of the (domain-specific) spectral transform and continue with
a subsection discussing computational challenges with a particular focus on the data structures and data access patterns used
in IFS. After that we present the work that has been done on adapting and optimising the dwarf for GPUs, CPUs and optical
processors. We finish with a comparison between the results obtained for the different architectures and a discussion on the
sustainability of the chosen technigues.

a

11

a
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3.1 SpeetraltransformBackground
3.1.1 Baekgroeund

Each time-step of IFS is split between computations in grid-peintspace-and-computations-in-speetral-space—physical space (i.e.
a grid point representation) and computations with respect to spectral space (i.e. spectral coefficients at different wavenumbers).

Semi-Lagrangian advection, physical parameterisations and products of terms are computed most efficiently in grid point space
while horizontal gradients, semi-implicit calculations and horizontal diffusion are computed more efficiently in spectral space.
The transform between these two spaces is performed on the sphere with spherical harmonics, that is computing these results
along longitudes in a Fast Fourier transform (FFT) and a Legendre transform (LT) along latitudes. Limited area models replace
the Legendre transform with another FFT which leads to the name biFFT.

In spectral transform methods such as the one used in IFS (Wedi et al., 2013), the specific form of the semi-implicit system
facilitating large time-steps (and thus time-to-solution efficiency) is derived from subtracting a system of equations, linearised
around a horizontally homogeneous reference state. The solution of this linear system is greatly accelerated by the separation
of the horizontal and the vertical part, which matches the large anisotropy of horizontal to vertical grid dimensions prevalent
in atmospheric and oceanic models. In spectral transform methods one uses the special property of the horizontal Laplacian

operator in spectral space on the sphere

nn+1) o,

VAt = — s (1)

a2
where 1) symbolises a prognostic variable, a is the Earth radius, and (n,m) are the total and zonal wavenumbers of the
spectral discretisation (Wedi et al., 2013). This conveniently transforms the 3D Helmholtz problem into an array (for each
zonal wavenumber) of 2D matrix operator inversions with the dimension of the vertical levels square, or in the case of treating
the Coriolis term implicitly, vertical levels times the maximum truncation, resulting in a very cheap direct solve.

In this paper we focus on the computational aspects and especially on the data layout. We illustrate here the inverse spectral

transform on the sphere which goes from spectral space to grid point space. The direct transform adds one numerical integra-

tion. Otherwise it-works-in-the-same-way butin-oppesite-direetionthe only change between inverse and direct transform is that
the direct transform starts with the Fourier transformation and applies the Legendre transformation afterwards.

The inverse spectral transform begins with the spectral data D( f,i,7,m) which is a function of field index f (for the variables
pressure—-variable surface pressure at a single level and for wind vorticity, wind divergence and temperature at each height
level), real and imaginary part i and wave numbers (zonal wave number m = 0, ..., Ny and total wave number n =0,..., Np—
m where N is the spectral truncation). Please note that we deviate here from the usual notation where total wavenumber
goes from m to Np because this simplifies the separation between even and odd n. We use here column-major order like in
FortranFORTRAN, i.e. the field index f is the fastest moving index and the zonal wave number m is the slowest moving index.
Typical dimensions can be seen in the operational high resolution (9km) forecast run at ECMWEF: the number of fields is in this

case 412 and-the-for the direct transform and 688 for the inverse transform and the number of zonal wave numbers is given by

12
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the truncation Np = 1279. The number of latitudes is 2N 4 2 = 2560 and the number of longitudes increases linearly from
20 next to the poles to 4Nt + 20 = 5136 next to the equator.

We take advantage of the symmetry of the Legendre polynomials for even n and anti-symmetry for odd n. The coefficients
of the Legendre polynomials are pre-computed and stored in P, ,,, (n,¢) for even n and P, ,,, (1, ¢) for odd n, where ¢ stands
for the latitudes of our Gaussian mesh. Only latitudes on the northern hemisphere are computed. Latitudes on the southern
hemisphere are reconstructed from the northern latitudes as we will show later. In the same way we split the spectral data
for each m into even part D, ,,(f,i,n) and odd part D, ,,(f,i,n). We write variables over which we can parallelise our
computations as indices. The inverse Legendre transform is performed by computing the following matrix multiplications

using BLAS:

f’ 7¢ ZDETI’L f’17n em(n7¢)7

(2
fa 7¢ ZDom f,l,n om(na¢)~

The resulting array for the symmetric and antisymmetric parts are now combined into the Fourier coefficients on the northern

and southern hemisphere:

¢>0:F(@i,m, ¢, f) =Sn(f.1,0) + Am(f.1,9),
¢ <0:F(@i,m, ¢, f) =Sn(f.i,¢) — Am(f.1,9).

These Fourier coefficients are finally used to compute the fields in grid point space at each longitude A via FFT:
Gy, r(A) =FFT(Fg £ (i,m)). 3)
3.1.1 <Computational-challenges

3.2 Computational challenges

The computations in grid point space and spectral space require all the fields f to be on the same computational node. The
summation over the total wavenumber n in the Legendre transform (2) makes it most efficient to have all total wavenumbers
on the same node and the Fourier transform (3) over (i,7) makes it most efficient to have all of the zonal wavenumbers m
with real and imaginary part on the same node. This is only possible if the data is transposed before and after the spectral
transform as well as in between Legendre and Fourier transform. These transpositions produce substantial communication
which increases the contribution of the spectral transform to the overall runtime for future resolutions (Figure 3).

Simplified simulations of the MPI communications performed in ESCAPE show that the strong scalability of the communi-

cation time for the spectral transform transpositions is better than for halo communication required by semi-Lagrangian advec-

tion and global norm computatlon commonly used in semi-implicit methods GFigﬁfe—‘L‘L}—Sfmﬁl—&&efre%{he*tfef@%c—almgﬁf

13
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(operational) (goal for 2025) (no ocean)

3%

spectral transform @ semi-implicit solver ~ @ grid point dynamics
@ physicsfradiation ©® wave model ® ocean model

Figure 3. Cost profiles of the significant components of the IFS NWP model in percent of CPU time, at the operational 9km horizontal
resolution with 137 vertical levels (left), the anticipated future horizontal resolution of Skm with 137 vertical levels (middle) and an ex-
perimental resolution of +251.45km with 62 vertical levels (right). The GP—grid point dynamics represents the advection and gridpoint
computations related to the dynamical core, St-semi-implicit solver represents the computations and communications internal to spectral
space, SP—transforms-spectral transform relates to the communications and computations in the transpositions from gridpoint to spectral and
reverse as well as the FFT and DGEMM computations (see also spectral transform schematic below), PHYSIESphysics+RAB-radiation
relates to the cost of physical parametrisations including radiation, and finally accounting for the additional components of the wave and the
ocean model. The simulation at +:251.45km is without ocean and waves. All of these profiles have been obtained through measurements on
the Cray XC40 supercomputer of ECMWE.
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Figure 4. Overall communication volume comparing spectral element (SEM) from Miiller et al. (2018) and the global spectral transform
methods. The SEM requires a substantially lower amount of communication at the same number of cores, but due to the smaller timestep
requires a much higher frequency of repeated communications for the given 2-day simulation. Increasing the number of MPI processes to
achieve the same time to solution results in a larger amount of communication for the SEM. Here we assume SEM At = 4s; IFS At = 240s;
communication volume is calculated for a 48 hour forecast SEM as 290.4kBytes per MPI task and At; IFS as 216mBytes per MPI task and
At; HFS-SEM time-to-solution = 20 x SEM-IFS based on the performance results in Michalakes et al. (2015).

as costly as the transpositions in the spectral transform method if we use a very large number of MPI processes. An alternative
which avoids transpositions and halo communication is given by the spectral element method shown in Miiller et al. (2018)
with explicit time integration in the horizontal direction. This leads to a very small amount of data that is communicated in each
time-step because this method only communicates the values that are located along the interface between different processor
domains. This method, however, requires much smaller time-steps which leads overall to an even larger communication volume
(Figure 4). Figure 4 is based on the model comparison presented in Michalakes et al. (2015) and does not include all of the
optimisations for the spectral element method presented in Miiller et al. (2018). The spectral transform results are based on

the operational version of IFS and do not contain the optimisations presented in this paper. Both models have significant

potential for optimisation and it is not obvious 1

which method will have the lowest communication volume when fully optimised. The only true solution to avoid waiting time
during communication is to overlap different parts of the model such that useful computation can be done while the data is

communicated (Mozdzynski-et-al;2045)(Mozdzynski et al., 2015; Dziekan et al., 2019).
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3.2.1 GPU-eptimisation

33 GPU optimisation

For the GPU version, we restructure the eede-prototype to: allow the grid-based parallelism to be fully exposed to the GPU in
a flexible manner; ensure that memory coalescing is achieved; and optimise data management. We will now describe each of
these in some more detail.

The grid is a two-dimensional sphere, with a third altitude dimension represented by multiple fields at each point on the
sphere. The updates are inherently parallel across this grid, so all this parallelism should be exposed to the GPU to get maximal
performance. However, the original implementation had a sequential loop over one of the spherical dimensions (at a high level
in the call tree of the application). We re-structured the code such that, for each operation, the loops over the three dimensions
became tightly nested, and when mapping these to the GPU via OpenACC directives we used the “collapse” clause to instruct
the compiler to collapse these to a single loop, such that it can map all inherent parallelism to hardware in an efficient manner.

We re-structured the code as follows:

Code example 1

$!ACC parallel loop collapse(3)

loop over Ist dimension

~Joop over 2nd dimension
loop over fields

o Operation

Similarly, for library calls it is important to m

exposure of parallelism through batching computations using provided interfaces. On the GPU we perform all of matrix mul-
tiplications in the Legendre transform (2) with a single batched call of the cuBlasDgemm library. The different matrices in (2)

have different sizes because the total wavenumber goes from 0 to NT. To use the fully batched matrix multiplication we pad
each matrix with zeroes up to the largest size, since the library currently does not support differing sizes within a batch. This
step increases the overall number of floating point operations by almost a factor 10 but still improves the overall performance
(Figure 5). We perform the FFT in equation (3) with the cuFFT library, where we batch over the altitude-vertical dimension
but multiple calls are still needed over the spherical dimension (noting FFTs cannot be padded in a similar way to matrix
multiplications). Therefore the eode-implementation remains suboptimal here: we are still not fully exposing parallelism and
there would be scope for further improvements if a FFT batching interface supporting differing sizes were to become available.

We restructured array layouts to ensure that multiple threads on the GPU can cooperate to load chunks of data from memory
in a "coalesced" manner. This would allow a high percentage of available memory throughput. This is achieved when the fastest
moving index in the multidimensional array corresponds to the OpenACC loop index occurring at the innermost level in the

collapsed loop nest deseribed-above:as follows:
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Figure 5. Roofline plot for the spectral transform dwarf at FE=4+59-125km resolution (N7 = 159) on the NVIDIA Tesla P100 GPU. The full
time-step of the original eede-prototype is represented by the solid red triangle. The corresponding time-step for the optimised eede-prototype
is represented by the setid-red circle. Also included are partial results for kernels only (open green diamond) and matrix multiplication only
(epen-reetanglegreen dash). Each point is positioned in the plot according to its operational intensity: points under the sloping region of the

roofline are limited by available memory bandwidth, and points under the horizontal region are limited by peak computational performance.

Code example 2

$!ACC parallel loop collapse(3)

dok=l, ...

AR

In FORTRAN, arrays are structured such that elements accessed by consecutive innermost indices (i in this example) are
consecutive in memory. Since i is used as the innermost loop index in this collapsed loop nest, then memory coalescing is

achieved.

Sometimes matrix transposes are necessary, but where possible these were pushed into the DGEMM library calls, which
have much higher-performing implementations of transposed data accesses. There remain transpose patterns within kernels
involved in transposing grid point data from column structure to latitudinal (and inverse) operations, which naturally involve
transposes and are thus harder to fix through restructuring. However, we optimised these using the “tile” OpenACC clause,
which instructs the compiler to stage the operation through multiple relatively small tiles which can perform the transpose

operations within fast on-chip memory spaces, such that the accesses to global memory are much more regular.
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Data allocation on the GPU is expensive, as is data movement between the CPU and GPU. We structured the code such that
the fields stay resident on the GPU for the whole timestep loop: all allocations/frees have been moved outside the timestep loop
with re-use of temporary arrays, and thus all data transfer has been minimized.

The restructured algorithm achieves an overall speedup factor of 23x compared to the initial version which also used cuBlas
and cuFFT but followed the CPU version more closely. Matrix multiplication performance is higher than the overall perfor-
mance (in flops) and the operational intensity is increased into the compute-bound regime. Note that matrix multiplication is
associated with O(N?3) computational complexity for O(/N?) memory accesses. The extra padding operations lead to larger N
and therefore also to increased operational intensity. More details about the single GPU optimisations can be found in Mazauric
et al. (2017b).

Geing-beyond-Beyond a single GPUte-multiple-, with multiple interconnected GPUs we see a massive-large benefit by using
the modern NVLink interconnect and the recently announced NVSwitch due to the high importance of communication for
the transpositions described in section 3.2. Each GPU features multiple ports of high-bandwidth NVlink connections, each
providing 50 GB/s of bi-directional bandwidth when using the Volta GPUs. For full bandwidth connectivity when using more
than 4 GPUs we use the NVSwitch interconnect on the DGX-2 server. The DGX-2 server has 16 Volta V100 GPUs: each with
six 50 GB/s NVLink connections into the switch with routing to any of the other GPUs in the system. This allows 300 GB/s
communications between any pair of GPUs in the system, or equivalently 2.4 TB/s total throughput.

When running a single application across multiple GPUs, it is necessary to transfer data between the distinct memory spaces.
Traditionally, such transfers needed to be realised via host memory and required the participation of the host CPU. Not only did
this introduce additional latency, but also limited the overall bandwidth to the bandwidth offered by the PCle bus connecting
CPU and GPUs. However, modern MPI implementations are CUDA-aware. This means that pointers to GPU memory can
be passed directly into the MPI calls, avoiding unnecessary transfers (both in the application and in the underlying MPI
implementation). This is particularly useful when using a server that features high-bandwidth NVLink connections between
GPUs, in which case CUDA-aware MPI will use these links automatically. Moving our dwarf to CUDA-aware MPI gave
us a speedup of 12x (Figure 6). However, even with this optimisation the all-to-all operations remained inefficient because
communication between different GPUs was not exchanged concurrently. Perfect overlap was achieved by implementing an
optimised version of the all-to-all communication phase directly in CUDA using the Inter Process Communication (IPC) API.
Using memory handles, rather than pointers, CUDA IPC allows to share memory spaces between multiple processes, thus
allowing one GPU to directly access memory on another GPU. This allowed another speedup of about 30% (Figure 6).

In Figure 7 we demonstrate how the use of DGX-2 with NVSwitch allows significantly better scaling than the use of DGX-
1 for the-Spherical- Harmonies T€o639-test-easea spectral transform at 18km resolution (Np = 639). Note that we tune the
number of MPI tasks in use: we use the NVIDIA Multi Process Service to allow oversubscription of GPUs such that, e.g. the 8
GPU result on DGX-2 uses 16 MPI tasks across the 8 GPUs (i.e. 2 operating per GPU). This is because such oversubscription
can sometimes be beneficial to spread out any load imbalance resulting from the spherical grid decomposition (see below) and

hide latencies. We chose the best performing number of MPI tasks per GPU in each case.
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As we increase the number of GPUs, the scaling on DGX-1V is limited: This is because we no longer retain full connectivity
and some messages must go through the lower-bandwidth PCIe and QPI links and/or Infiniband when scaling across multiple
servers. But on DGX-2 with NVSwitch, all 16 GPUs have full connectivity: that is we have maximum peak bandwidth of 300
GB/s between each pair of GPUs in use. The performance is seen to scale well out to the full 16 GPUs on DGX-2, where the
difference with the 16 GPU (2-server) DGX-1V result is 2.4x. It can also be seen that the speedup going from 4 to 16 GPUs
on DGX-2 is 3.2x, whereas the ideal speedup would be 4x. However, initial investigations reveal that this deviation from ideal
scaling is not primarily due to communication overhead but instead to load imbalance between the MPI tasks from the spherical

grid decomposition that is chosen by the application in each case, which would indicate that better scaling would be observed

with a more balanced decomposition. More details about the multi-node optimisation of the spectral transform dwarf can be
found in Douriez et al. (2018).

3.3.1 CPU-optimisation

“Fhe First results on the supercomputer Summit of the Oak Ridge National Laboratory are shown in Figure 8. At this large scale
we observe a speedup of about 2x when comparing the optimised GPU version with the initial CPU version of the spectral
transform dwarf, These simulations were run at 2.5km resolution (N7 = 3999) and use 240 fields. In operational application
the number of fields should be larger (see Section 3.1). We still need to optimise the memory consumption and the initialisation
to test our prototype for more realistic numbers. Also there is still room for improving the setup of the environment on Summit,
and exploring alternative programming models. The important message is that the GPU optimised dwarf from ESCAPE was
capable of running on a huge number of GPUs on Summit and first results suggest that we achieve a significant speedup. We
will do more analysis of these simulations in the future.

3.4 CPU optimisation

The spectral transform dwarf is based on the operational eede-implementation used in IFS and-that has been continuously
optimised over multiple decades. According to profiling results, it clearly appeared that the main computational intensive ker-
nels are the FFT and matrix multiplication executed by a dedicated highly tuned library (as Intel Mathematics Kernel Library,
called MKL). In support of this work we looked into different data scope analysis tools. A comparison of the different tools
is available in Mazauric et al. (2017a). The first optimisation strategy concentrated the effort on non-intrusive optimisations
which have the advantage of being portable and maintainable. Among these optimisations, the use of extensions to the x86
instruction set architecture (ISA) as SSE, AVX, AVX2, AVX-512 is interestingnotable, because it indicates how much of the
source code can be vectorised by the compiler. When the compiler failed at vectorising some loops or loop nests, a deeper
investigation of how to use compiler directives followed. As the different instruction sets are not supported by all processors,
the study proposed an intra node scalability comparison study among several available systems (at the time of benchmarking).

System tuning using Turbo frequency (TUR), Transparent Huge Page (THP), memory allocator (MAP) can be done without

modifying the source code. This exposes both performance gains and interesting information on dwarf behaviour. Indeed,

on ATOS BullSequana x400 supercomputer with Intel® Xeon Broadwell E5S-2690v4 processors, enabling turbo offers a gain
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Figure 8. Strong scaling comparison between GPU optimised version and initial CPU version of the spectral transform dwarf on Summit
= 3999) with 240 fields. The GPU version

at the Oak Ridge National Laboratory. All of these simulations are using 2.5km resolution (N¢

uses 6 V100 GPUs per node which leads to a maximum number of 11520 GPUs. The perfect scaling was chosen such that it goes through

the GPU result at 480 nodes to illustrate the scaling efficiency of the GPU version. The points were connected with lines for the purpose of
improving the readability of the plot.

equal to 11%, enabling THP gives 22%, MAP 27%, and finally the best performance (35% of performance gain) is achieved
by the combination of MAP and TUR. This shows that memory management is a key point. More details about the single-node
CPU optimisation can be found in Mazauric et al. (2017b).

Multi-node optimisation for CPUs focused on improving the MPI communication. The largest potential for optimisations
was found to be in the preparation phase of point-to-point communications. During the preparation phase the sender side
gathers the local data into a contiguous buffer (Pack operation) and hands it off to the MPI library. On the receiver side,
data is then scattered from a contiguous user buffer to its correct location (Unpack operation). Pack and Unpack are nearly
inevitable with scattered data because Remote Direct Memory Access (RDMA) with no gather-scatter operations are known

to be often less effective, notably due to the memory pinning latency (Wu et al., 2004). It also means that sender and receiver

must share-exchange their memory layout as they may differ. In-the-speetral-transform-dwarf-the- Pack-and-Unpack-algorithms
were-The performance improvement came from reordering the loops for both pack and unpack following the memory layout

of the scattered buffer. This optimisation decreased the number of tests (i.e. copy or not copy) and avoids scanning memory

multiple times which was unnecessary. We reduced this with a global performance gain on the whole dwarf of about 20%

(Figure 9a). A few percent of improvement came also from disabling MPI barriers which existed in the code to profile the

MPI communications at low level. These barriers produced imbalance, the necessary synchronisations created contention
and overall created a bias in the communications profile. The computational performance up to 30 nedes-orn-Skylake-ATOS

BullSequana x400 nodes equipped with Intel® Xeon Skylake 6148 processors is shown in Figure 9b. This work has been
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Figure 9. Performance measurements on up to 30 Skylake-Xeon(SKX)Intel® Xeon Skylake 6148 nodes. Subpanel (a) shows the speed-up
at 18km resolution FCe639-(+8km-ensemble-member N7 = 639) with regards to different optimisations of the communication preparation
phase. Subpanel (b) shows the computational performance for three different resolutions of FE6639-¢18km ensemble-member( Ny = 639),
FEot279-(9km (N = 1279) and FEot9995km (N = 1999) representative of current and future operational requirements. Note the use
of log-scale. The points were connected with lines for the purpose of improving readability. All of these results have been obtained through
measurements on the ATOS BullSequana x400 supercomputer of ATOS internal HPC resources.

erformed on ATOS internal HPC resources. This optimisation can be immediately applied to the operational model IFS due
to its non-intrusiveness. More details about the multi-node optimisation on CPUs can be found in Douriez et al. (2018).

fundamental-ehanges—which-are-morediffieult-to—apply-The speedup of the GPU optimisations came from using highly
optimised GPU libraries for batched DGEMM and FFT and avoiding the transposition of temporary arrays which was not
necessary. On the CPU we can apply these improvements in the handling of temporary arrays as well. We used these optimisations
1n the-tully-parallelised-verston-ot-the-dwart—-We-w ontinte-to-work-onapplyingthemto-the-parallel-version-of the-dwarf-As
afirst-step-towards-this-gealweused-them-in-a newly developed serial spectral transform inside Atlas which will-seen-beused
operationally-is used operationally at ECMWF for post-processing purposes —since the beginning of 2019. Post-processing is

run in serial mode due to the large number of concurrent post-processing jobs. Compared to the eurrent-previous operational

serial transform used for post-processing we find a speedup of about 3x (Figure 10). Most-of-the-speedup-seems-to-be-due-to

3.4.1 Optiealproeessors

3.5 Optical processors

Optalysys have been investigating an optical implementation of the spectral transform dwarf (biFFT for limited area models as
well as spherical harmonics for global models). The fundamental idea behind optical processors is to encode information into

a laser beam by adjusting the magnitude and phase in each point of the beam. This information becomes the Fourier transform
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Figure 10. Speedup of the spectral transform by porting optimisations introduced in the GPU version back to the CPUs. The base line
for this comparison is the current operational post-processing library used at ECMWE. This version of the spectral transform allows the
computation on limited area domains. The speedup is given here for the global transform and three examples of limited domains (Europe,

UK and Hungary).

of the initial information in the focal plane of a lens. The information can be encoded into the optical beam by using spatial
light modulators (SLMs) as illustrated in Figure 11. The result of the Fourier transform can be recorded by placing a camera
in the focal plane of a lens. A photo of an early prototype is shown in Figure 12.

SLM:s are optical devices with an array of pixels which can modulate an optical field as it propagates through (or is reflected
by) the device. These pixels can modulate the phase (essentially applying a variable optical delay) or polarisation state of the
light. Often they modulate a combination of the two. When combined with polarisers, this polarisation modulation can be
converted into an amplitude modulation. Hence the modulation capability of a given SLM as a function of ‘grey level’ can be
expressed by a complex vector, which describes an operating curve on the complex plane. Each pixel of the SLM is generally a
1-parameter device; arbitrary complex modulation is not offered by the SLM, only some sub-set. This is one of the key issues
with regards to exploiting the optical Fourier transform.

Sensor arrays - essentially common camera sensors - are used to digitise the optical field. They are in general sensitive to
the intensity of the light, which is the magnitude of the amplitude squared. This poses a difficulty to sensitively measuring the

amplitude. Moreover, they are not sensitive to optical phase. We overcome-overcame this with a perturbative-method-which

determines-the{(constrained)-optical-phasefrom-method that allowed the optical phase to be derived from the intensity-only
measurements. This was done by introducing known terms into the functions and measuring the resulting change in the output.

Each pixel of the SLM is addressable with an 8-bit value (256 levels). The SLM is not capable of independently modulating
the magnitude and phase of the optical field. In the Optalysys processing system, the SLMs are configured to modulate both
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Figure 11. Tllustration of the fundamental idea behind the optical processor. The laser beam is emitted on the bottom left. Two spatial light
modulators (SLM) are used together to input the complex function. The system uses beamsplitters (BS) and an optical relay to image one
reflective SLM onto another, followed by a lens assembly which approximates an ideal thin lens and renders the optical Fourier transform on
a camera sensor. The half-waveplate (WP) before the second SLM is used to rotate linearly polarised light onto the axis of SLM action (the

direction in which the refractive index switches), thus causing it to act as a phase modulator.

Figure 12. Photo of the first prototype of the optical processor. The final product is built into an enclosure of similar size like a GPU.
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the amplitude and phase in a coupled manner, such that optimal correlation performance is achieved. The optical Fourier
transform and all of the functions are inherently two dimensional. The propagating light beam can be thought of as a 2D
function propagating and transforming along a third direction. The system is most naturally applied to 2D datasets, and many
problems can be mapped to an appropriate representation.

A critical aspect to realizing the potential of optical processing systems is the interface to a traditional computing platform.
Bridging this gap has been a significant undertaking for Optalysys, and has resulted in the development of a custom PCle drive
board. This board interfaces to a host machine over PCle and has direct memory access (DMA) to the system memory (RAM).
It provides an interface to 4 SLMs and 2 cameras. The cameras are 4K (4096x3072). Initially, they operate at 100 Hz, but a
future firmware upgrade will unlock 300 Hz operation, and 600 Hz half-frame operation, dramatically increasing the potential
data throughput.

There are currently two options for the SLMs. One option is using high speed binary SLMs which operate at 2.4kHz. This
offers correlation at binary precision. The second option is greyscale SLMs which operate at 120 Hz. This is currently the only
option to reach more than binary precision. The performance of the entire processor is determined by the part with the lowest
frequency. The main bottleneck with multiple bit precision is the operating frequency of the greyscale SLM. There is currently
no easy solution to increase the frequency of greyscale SLMs.

Optical processing is more appropriately applied to cases where high-throughput relatively-complex operations are the prior-
ity, with less of an emphasis on numerical precision. The inherent ability of optical correlators to rapidly process convolutions
naturally leads to the formation of convolution neural nets and machine learning technologies. More details about the Optalysys

optical processor have been published in Macfaden et al. (2017) and Mazauric et al. (2017b).

3.5.1

3.6 Comparison between processors in terms of runtime and energy consumption

As-explained-in-Seetion—22-we-We will loose a lot of the speedup achieved by running the spectral transform on accelerators
if the CPUs are idle during the computation on the accelerators. Also we need to take the cost of data transfer between CPU
and accelerator into account which has not been included in the speedup numbers in this section. To take full advantage of the
NVLink and NVSwitch we would need to run the entire simulation on a single node which requires at the currently operational
resolutions more work on optimising the memory footprint of the model.

For the CPUs and GPUs used in this paper the overall cost is dominated by the cost of the hardware and therefore by the
number of sockets/devices required to reach the desired runtime(see-also-Seetion—22-and-the-Appendix—2?). In addition to the
number of devices we also compare the energy consumption. The large number of zero operations caused in the optimised
GPU version by the padding of the matrices in the Legendre transform makes it impossible to do a fair comparison between
CPU and GPU by comparing metrics based on floating point operations including comparing roofline plots.

In the full operational model the FEo639-ensemble-member-18km resolution ensemble member (N7 = 639) using 30 nodes

on the Cray XC40 takes about 1.4s per time-step and the spectral transform component is about 15 percent (0.21s). Measure-
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Figure 13. Log-log plot of the energy consumption vs. wall-clock time for the BiFFT dwarf and corresponding to the combination of one
direct and one inverse transformation for 525 fields. Each data point is the result of averaging the outcome of two separate runs. Grey lines
connect runs with the same number of OpenMP threads (1 resp. 4). Added are lines of constant power (light blue lines), including the power
delivered by a node in the idle state (orange line). Indices next to each data point denote the number of MPI tasks. The black dot represents
the estimate of the Optalysys optical processor when using a greyscale SLM. The performance of the optical processor at binary precision is

much higher (not shown).

ments with the dwarf on the Cray XC40 at reselutionTCo639-18km resolution (Np = 639) resulted in 4.35s per timestep on a
single node (4 MPI tasks, 18 threads per task), and 1.77s on 2 nodes. The energy consumption was measured at around 0.3Wh
on the Cray XC40, which compares to 0.026 Wh measured on 4 V100 GPUs on a DGX1 which take 0.12s per time-step. The
energy measurement on the €ray-XC40 is based on Cray-proprietary power management counters. The measurement on the
V100 GPUs uses the nvidia-smi monitoring tool.

Tests in ESCAPE on the latest generation of Intel Skylake CPUs have shown 0.12s per timestep using 13 SK2X-Intel® Xeon
Skylake 6148 nodes (connected via a fat-tree EDR network) as shown in Figure 9. This parallel CPU version has not seen the
more radical changes which have been used in redesigning the algorithm for the parallel GPU and serial CPU version. There
might still be potential for more substantial optimisations in the parallel CPU version which we will explore in future research.

A comparison between CPUs and optical processor with greyscale SLM is shown in Figure 13. The energy consumption of
the optical processor is much lower than for the CPU. The runtime of the optical processor is larger due to the relatively slow
performance of the grayscale SLM which is currently necessary to reach the precision necessary for NWP applications. More

details about the comparison between CPU and optical processor can be found in Van Bever et al. (2018a).
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3.7 ElliptiesolverSustainability of code optimisation techniques

3.7.1 Baekground
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one of the dwarfs. Similar improvements have been achieved for the advection scheme MPDATA (Douriez et al., 2018) and
the radiation scheme ACRANEB2 (Poulsen and Berg, 2017). These optimisations are hardware specific and will be difficult to
maintain on upcoming new architectures. As a strategy towards performance portability and sustainability we have worked in
the ESCAPE project on domain specific languages through the GridTools framework. The main goal of the GridTools library

is to provide a solution for weather and climate models to run one code base on many different architectures (portability)
and achieve good performance (performance portability). However, the main operational product of GridTools so far focused
on solutions for lat-lon grid models like COSMO. The work developed in the ESCAPE project aimed at extending the DSL

support for irregular grids and the efficient generation of backends for multiple architectures.
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These DSL developments have been used to implement a portable version of the MPDATA dwarf. The DSL version hides
such details as the nested loops and the OpenACC directives used to specify properties of the GPU kernel and data layouts
of the FORTRAN arrays. Furthermore, the DSL allows to compose several of these operators together, which is used by the

library to apply advanced performance optimisations like loop fusion or software managed caches.
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an-Comparing the FORTRAN OpenACC
kernel with the DSL version gives us a speedup of 2.1x for the DSL version. This speedup could also be achieved by hand-tuned

optimisation. The DSL prevents the repeated manual effort of tuning the code for multiple architectures. At the same time the

DSL allows to perform optimisations which would otherwise make the code unreadable. More details about this work including

code examples on how to use the new backend to GridTools can be found in Osuna (2018). More work on sustainability through
domain specific languages will follow through the ESCAPE-2 project which started in October 2018.
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The-work-on-CEOUDSC-in-ESCAPE focused-on—using-GridTools we also worked on using domain specific languages
via the CLAW DSL (Clement et al., 2018) for the cloud microphysics dwarf. In particular the use of the Single Column

Abstraction (SCA), where physical parameterisations are defined solely in terms of a single horizontal column, enables domain
scientists to define physics equations purely in terms of vertical dependencies without needing to account for parallelisation
issues. The CLAW DSL then inserts loops over the data-parallel horizontal dimension specific to the hardware architecture
and programming model (OpenMP, OpenACC) via source-to-source translation, allowing multiple architectures to be targeted
from a single source code. A GPU implementation of the CLOUDSC dwarf generated by automated source translation tools has
been used to generate similar performance results to the ones presented by Xiao et al. (2017) on K80 GPUs via the OpenACC
backend of the CLAW DSL.

4 Comparisonbetween-different-diseretisation-methodsConclusions and outlook

‘The ESCAPE project has
introduced the concept of Weather & Climate dwarfs as fundamental domain-specific building blocks into the weather and
climate community. Their categorisation of computational and communication patterns has been extremely useful in further
breaking down the complexity of weather prediction and climate models, and advancing their adaptation to future hardware.
Prototype implementations of these dwarfs have been used to work on optimising them and using them for the purpose of
benchmarking new computers. These included measures for verifying their scientific correctness, documentation and input
from domain scientists. Our dwarfs are very well suited for optimisation and benchmarking, they are small enough to be fairly
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easy to understand, and at the same time represent a significant part of the severerestrictions-in-terms-of runtime-and-energy

O A de had-beforethefore EEZPaN o a a A O ha rac ad
a a a a ad a t

and-runtime-is-therefore-eruetal—performance of the whole weather prediction model.

5 Conclusions

TFhis-The paper gives an overview of the work-done-dwarfs that were identified in the ESCAPE project—TFheproject-aims

e-, while illustrating with the spectral transform dwarf
a detailed example of the optimisation cycle within ESCAPE. In ESCAPE-2 we further identify dwarfs in other Earth System
components such as sea-ice and ocean models, that are crucial for the performance of these-smaller-and-self-containedportions

of-code-Another-important-developmentis-a-commeon-coupled applications.
To avoid code duplication we used the data structure and mesh handling framework as-giver-provided by Atlas. Atlas has

been extended in ESCAPE to support limited area grids and DSL with GridTools.

The participating models and most prototype implementations are based on FORTRAN and all our optimisations can be
have started to incorporate the obtained code optimisations into operations —The-firstresults-of-thiseffortlook-promising-which
gives us a significant speedup in the spectral transform used for postprocessing. Besides optimisations of the existing code,

improved algorithms have been developed which are specifically targeted at improving performance on large scale systems—We
developed-, which include a multigrid preconditioner for the elliptic solver ;feund-to reduce iteration counts in iterative solvers,

a HEVI time-integration scheme with significantly improved stability -explored-and alternative finite difference methods on the

sphere and-explered-in the context of reducing global communications across large processor counts, and alternative solution
rocedures for spectral transforms at fixed energy cost, with FFTs and spherical harmonics realised on optical processors.
Code optimisations performed in the ESCAPE project targeted Intel CPUs, Intel Xeon Phi processors, NVIDIA GPUs

and Optalysys optical processors. In NWP applications, the bottleneck in terms of performance is usually the memory band-
width between processor and main memory. Having fast interconnect like NVLink and NVSwitch can provide a massive
speedup. Having all of the processing units used by the simulation connected with such a fast interconnect is still a chal-
lenge. Using accelerators only for a small part of the code destroys a lot of the benefit in terms of overall cost if the CPUs

are idle while the accelerators perform their computations. We either need to move a large part of the code to the accelerator
like in Fuhrer et al., 2018; Schalkwijk et al., 2015) or we need to overlap computations on the CPU with computations on the
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accelerator —Beth-ofthese-options—still-require—(like in Dziekan et al., 2019). Applying this to the participating models still
requires more work.

*-Most of the work done in the ESCAPE project in terms of
code optimisation focused on hardware specific optimisations. This makes the optimisations difficult to maintain on upcoming
new hardware architectures. As an approach towards performance portability we implemented a DSL prototype for advection
with MPDATA by using the GridTools framework, and a prototype of the proeessor.-

performance on multiple architectures while stil-having-ene-maintaining a single code base. However, designing a domain

specific language that is user friendly and at the same time close to hand tuned performance on each architecture is stitt

challengingand-further-werkneedsto-be-done—challenging. This work will continue in the ESCAPE-2 project which started in

Comparing different methods requires to include all costs. Spectral transform with semi-implicit, semi-Lagrangian time-integration

has always been considered as being poorly suited for large supercomputers due to the large-ameunt-of-communieationper
time-step-and-fairly Jarge-communicatorshigh volume of communication. Our work indicates that thanks to much larger time-
steps and-better—strong-scaling-thanfer-halo-communieation—the overall communication cost is not necessarily worse than
for other methods. Again overlapping different parts of the model such that useful computation can be done while data is
communicated is a way forward and needs to be high priority in future research.

When moving towards very high resolution global simulations of O(1km) or less and considering exascale computations on
a variety of emerging HPC architectures, there is a continued interest and need in pursuing fundamentally different algorithmic

approaches that simply do not communicate beyond a certain halo size while retaining all other favourable propertiesef-, such as

removing time-step size restrictions as in the semi-Lagrangian advection and-with semi-implicit time-stepping (SISL)approach,
and such approaches are to-be-further investigated in ESCAPE2--
ESCAPE-2.

Code availability. The data structure framework Atlas is available at https://github.com/ecmwf/atlas under an Apache License 2.0. The Grid-
Tools framework used as a domain specific language approach for MPDATA is available at https://github.com/GridTools/gridtools under a
BSD-3-Clause license. The CLAW DSL used for the cloud microphysics dwarf is available at https://github.com/claw-project/claw-compiler
under a BSD-2-Clause license. Model codes developed at ECMWF are the intellectual property of ECMWF and its member states, and
therefore the IFS code and the IFS-FVM code are not publicly available. Access to a reduced version of the IFS code may be obtained from

ECMWEF under an OpenlFS license (see http://www.ecmwf.int/en/research/projects/openifs for further information, last access: 28 May
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2019). The ALARO and ALADIN codes, along with all their related intellectual property rights, are owned by the members of the ALADIN
consortium and are shared with the members of the HIRLAM consortium in the frame of a cooperation agreement. This agreement allows
each member of either consortium to license the shared ALADIN-HIRLAM codes to academic institutions of their home country for noncom-
mercial research. Access to the codes of the ALADIN System can be obtained by contacting one of the member institutes or by submitting a
request in the contact link below the page of the ALADIN website (http://www.umr-cnrm.fr/aladin/, last access: 28 May 2019) and the access
will be subject to signing a standardised ALADIN-HIRLAM license agreement. The COSMO-EULAG model, along with all of its related in-
tellectual property rights, is owned by the members of the COSMO consortium under the cooperation agreement. This agreement allows each
member of the COSMO consortium to license the COSMO-EULAG code (http://www.cosmo-model.org/content/consortium/licencing.htm,
last access: 28 May 2019) without fee to academic institutions of their home country for a noncommercial research. The code of the GRASS
model is intellectual property of Météo-France and is not publicly available. The code of the ESCAPE dwarfs is intellectual property of
ECMWE. A license for educational and non-commercial research can be obtained from ECMWEF (see http://www.hpc-escape.eu for contact
details, last access: 28 May 2019). For the GPU optimisation of the spectral transform dwarf we used the PGI compiler version 17.10, CUDA
9.0.176 and OpenMPI 2.1.3. For the GPU optimisation of the MPDATA dwarf we used the PGI compiler version 17.10, CUDA 9.2.88 and
OpenMPI 2.1.3. CUDA includes the compiler nvce used to compile the library function wrappers, the libraries themselves and the profiling
tool nvprof which we used for profiling on the GPUs. For the CPU optimisation we used Intel compilers and libraries version 2018.1.163.

This includes the compilers icc and ifort and the libraries mkl and mpi. The work on the optical processor Optalysys used the MATLAB

software version 2017b.
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