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1 OVERVIEW Discussion paper
The paper proposes to compare the performance of four data assimilation (DA)
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algorithms in assimilating GLASS LAl within the CLM4CN land surface model (LSM)
using the DART toolbox (version lanai). The four algorithms are: the Kalman filter (KF),
an Ensemble Kalman Filter (EnKF), the Ensemble Adjustment Kalman Filter (EAKF)
and a particle filter (PF). The authors show that the EAKF produces LAl estimates
that are the closest to the assimilated observations. They also study the influence of
observation selection on LAl estimates compared to assimilated observations.

2 GENERAL COMMENTS

The objective of comparing assimilation methods for assimilating LAl in Land Data As-
similation Systems (LDASSs) is fair and the choice of the various methods looks sound.
The work belongs to a now long list of papers comparing DA methods in LDASs, most
of them focusing on soil moisture. The novelty of the paper lies in the comparison of
several DA methods assimilating LAl on global scale. Unfortunately the paper in its
current form suffers from several issues that prevent it to be published as is. In particu-
lar: ? | think your results lack of analysis and validation. You only focus on assimilating
GLASS LAl and compare newly LAl estimates with assimilated observations by com-
puting RMSE. By using this sole criterion, you may miss something. The following
analyses are missing:

1. The paper misses an analysis on the evolution of variances or ensemble spread
of your LAI estimates.

Response: Thank you for your suggestion. The RMSEs of the ensemble mem-
bers are showed in Figure 3 to provide the hints where the assimilation is the
most efficient. Please see Figure 3.

2. You only focus on estimated LAI but your state vector also include Leaf C and
Leaf N. How do these two variables evolve in time with DA?

Response: In the former experiment, considering the large file size and limited
storage capacity, we only output LAL In the future, we can re-run the ensemble
assimilation or simulation and output more variables if the storage capacity is
increased.
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3. You do not validate your approach with independent datasets. To validate a DA
system, it is usual to compare control variables or other variables to independent
datasets in order to check if assimilation has a positive impact. | suggest you
use in-situ observations of LAl or use satellite estimates of evapotranspiration
or gross primary production (estimates of both quantities have been shown im-
proved by assimilating LAI) that are independent from the GLASS LAI product to
validate your approach more thoroughly.

Response: To evaluate the assimilation result, an improved LAl dataset devel-
oped from the MODerate Resolution Imaging Spectroradiometer (MODIS) (Yuan
et al., 2011) is utilized, which can reduce the spatial and temporal inconsisten-
cies by considering the characteristics of the MODIS LAl data and quality control
(QC) information (Baret et al., 2013).

Too many details in the description of the experimental setup are missing.
For example:

4. Which period of time does your experiment cover? You have atmospheric forc-
ing covering the period 1998-2010 but you only show results for the year 2002.
Does that mean your experiment only cover one year? If so, this is not enough
to determiner seasonal tendencies. Adding another year of experiment would
reinforce your conclusions. If your experiment covers more than a year, please
show results for the other years.

Response: 80 atmospheric forcing datasets at 6-hour intervals over the period
of 1998-2010 are used in this study. Considering the computational cost and filter
performance, only 40 members are randomly selected. The reasons why the time
of LAl in the result is 2002 are given below. First, the ensemble simulation during
the time period of 1998 2001 is treated as spin-up. A detailed description of
the spin-up process has been added to Section 2.5 in the revised manuscript.

Second, the purpose of this study is to find out the optimal algorithm, which Printer-friendly version
means that many experiments need to be conducted. Aiming at global scale
and considering the computational cost, only one-year assimilation and ensemble Discussion paper

simulation are conducted. We try to first find out the best experiment, and then

conduct long-term simulation or imilation in the future.
ct long-term simulation or assimilatio the future

C3


https://www.geosci-model-dev-discuss.net/
https://www.geosci-model-dev-discuss.net/gmd-2018-232/gmd-2018-232-AC2-print.pdf
https://www.geosci-model-dev-discuss.net/gmd-2018-232
http://creativecommons.org/licenses/by/3.0/

5. At which resolution do your run CLM4CN? In Figure 1, you show pictures at
1.0 resolution. Does that mean you run your LSM at the same resolution? Also, |
thought that the GLASS LAI dataset was available at 0.05 resolution. Do you do
interpolation in order to create the LAl you assimilate?

Response: The ensemble simulation or assimilation is run at the resolution of
0.9° latitude by 1.25° longitude. Therefore, the original spatial resolution of 0.05°
of GLASS LAl is upscaled to the same resolution.

6. What kind of criterion do you use for observation selection? Is it when “the ob-
served LAl is three times larger than the bias between the simulation and the
observations” (1 16-17, p. 13)?

Response: The expected value of the difference between the prior mean and
observations is /o2 + o2 _, in which oprior aNd o4 @re standard deviations

prior obs?

of prior PDF and observation PDF, respectively. DART will reject the observation
when the bias of prior mean and observation is larger than three times of the
expected value.

I know it is impossible to include every detail in a paper or in supplementary
materials. But | would like to remind the authors that every reader should
be able to reproduce the experiment you conducted after reading a paper.
In current form, your paper does not satisfy this important criterion. ? Too
many details are also missing in the description of the DA methods you
use.

7. | suspect your DA system works pointwise meaning you do not consider spa-
tial covariances in KF, EnKF and EAKF. This is a strong hypothesis (perfectly
respectable one). Could you confirm or reject my claim? If true, you should em-
phasize that point in your paper. If not, the whole analysis of spatial covariances
iS missing.

Response: We have further discussed this issue in the revised manuscript.
Please see Section 2.5.
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8.

10.

11.

Could you recall in the paper the different equations involved for each DA method
you use? Since it is a paper that compares various DA methods, the reader would
benefit from having those written.

Response: Thank you for your suggestion. We have recalled the equations in
the revised manuscript.

From what | read, it is impossible to determine which version of the particle filter
you are using. Do you use the traditional Sequential Importance Resampling
(SIR) filter from Gordon et al. (1993) or do you use more evolved techniques to
counteract the degeneracy of the particle filter?

Response: Following recommendations in the DART tutorial, the traditional Se-
quential Importance Resampling (SIR) filter from Gordon et al. (1993) is used in
this study. Note that we didn’'t do anything to counteract the degeneracy of the
particle filter.

To run each member of your ensemble, you use 40 different atmospheric forcings
selected from the 80-members DART/CAM4 dataset. How do you select them?
Are they representative of the spread (uncertainty) of the whole 80-members
atmospheric forcing dataset? If you select them randomly, you may have under-
sampling issues (increasing the risk of filter divergence either for EnKF, EAKF
and PF). Could you elaborate more on that subject?

Response: 40 different atmospheric forcing datasets are selected randomly.
Considering the computational cost and the EAKF performance (e.g., Reichle
et al., 2002; Zhang et al., 2014), it is not necessary to conduct the assimilation
with 80 atmospheric forcing datasets. The ensemble atmospheric forcing should
be designed identical for the four experiments for the purpose to find out the
optimal algorithm. Furthermore, investigating uncertainties caused by different
meteorological forcing datasets is beyond the scope of this study.

Ensemble Kalman Filters (either what you call EnKF and EAKF) underestimate
systematically variances. What do you do to counteract this problem? Do you
use inflation (additive, multiplicative)? If so, how? If not, why?
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Response: We didn’t do any inflation because the objective of the present study
is to compare the performance of different algorithms provided by DART under
the same condition. For this reason, we use the default settings in DART except
for the algorithm.

As you can see the list of my comments is quite long. | do detail few of them in
the next section. Nevertheless, | still consider the paper worth to be published if
all points are addressed and, therefore, ask for a major revision.

3 SPECIFIC COMMENTS

1. About the (lanai) in the title, could you make it more explicit that lanai is a version
of DART in the title? It is confusing for the reader if she/he does not know what
DART is.

Response: Thank you for your suggestion. We have changed the description
from “ DART (lanai)” to “DART (version Lanai)”.

2. p. 1, 1. 13-14, “To improve the ability to simulate land surface water and energy
balances”, since you show nothing related land surface water or energy fluxes, |
suggest you to remove that comment.

Response: As suggested, this sentence has been deleted.

3. p. 1, 1. 28, “The PF algorithm performs worse than the EAKF and EnKF : :
. You only consider RMSE as a criterion using for the PF the sampled mean.
While using the mean makes sense for Ensemble Kalman Filters, for PF you have
more freedom, one could use the particle with the biggest weight (a posteriori
maximum for the pdf) for example. Could you add nuance to this statement?

Response: As suggested, we have added this statement to the revised
manuscript.

C6

Printer-friendly version

Discussion paper


https://www.geosci-model-dev-discuss.net/
https://www.geosci-model-dev-discuss.net/gmd-2018-232/gmd-2018-232-AC2-print.pdf
https://www.geosci-model-dev-discuss.net/gmd-2018-232
http://creativecommons.org/licenses/by/3.0/

4. The introduction tends to mix general DA references to LDAS references making
unclear for reading. | suggest you split your review in different paragraphs, one
dedicated to DA in general, one dedicated to LDASs and one to the assimilation
of LAI. Also many references are missing. Among others: — for DA in general:
Bannister (2016), Vetra-Carvalho et al. (2018), — for LDASs: Lahoz and De Lan-
noy (2014), Reichle et al. (2014), De Lannoy et al. (2016), Sawada et al. (2015),
Sawada (2018) — for assimilation of LAI: Sabater et al. (2008), Ines et al. (2013),
Jin et al. (2018), Fox et al. (2018) Those references should help you build a
thorough introduction.

Response: Thank you for your suggestion. The introduction has been improved
in the revised manuscript. We also added many new references to this section,
including those you mentioned.

5. In section 2.2, can you recall that you use the lanai version of DART?

Response: The subtitle has been changed from “DART” to “DART (the Lanai
version)”. We also added some details to Section 2.2.

6. Section 2.3.1 about the Kalman Filter (KF). The KF can only be used if your model
is linear. Is your LSM linear between two times of observations (roughly 8 days)?
If so please indicate what makes CLM4CN linear (as most LSMs are not!). If
not, what you are using is rather an Extended Kalman Filter (EKF), in that case,
how do you propagate the error covariance matrix from one time of observation
to another i.e. how do you calculate the Jacobian matrix of your model?

Response: Thank you very much for your suggestion. Generally speaking, the
CLM4CN is nonlinear, so the Kalman Filter could not be used for the LSMs. We
have checked the DART tutorial, and found that the algorithm we used in this
study is the Ensemble Kernel Filter (EKF). We apologize for this mistake, and the

detailed information about the EKF has been added to Section 2.3.1. ST

7. Section 2.3.2 about the Ensemble Kalman Filter. What you call the Ensemble —
Kalman Filter (EnKF) is likely the stochastic Ensemble Kalman Filter introduced DIEEEE AR

by Burgers et al. (1998) and Houtekamer and Mitchell (1998) meaning that ob-
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10.

11.

servations are perturbed for each member of the ensemble. Could you confirm
it? And if so, please refer to those two papers.

Response: As suggested, we have added this information to Section 2.3.2. The
references are also added to the revised manuscript.

. p. 5,1. 33. Eq (1) is false. The denominator of the fraction should be o} + afo.

Response: Thank you for your information. We have corrected the equation.

. p. 6, 1. 8. The variables involved in Eq. (2) are not defined.

Response: f there are enough observations, the posterior density at k can be
approximated by

p(XpYig) = szk5 i)

in which o(x) is the Dirac Function and Eff:l w;p = 1. p(X}?|Y1.) is the poste-
rior probability distribution,Xffk is the particle element, w; 4 is the weight of each
particle, N is the number of particles.

Section 2.5. You put Table 1 in section 2.5 but there is no mention in the text of
the observation proportion you perform. Could you add sentences on that subject
in section 2.5?

Response: We apologize for the confusion. We have changed the phrase from

“Observation Proportion” to “Algorithms without observation rejection”. We have
also added some details related to this type of experiment to Section 2.5.

p. 6, 1. 29. You refer to the GLASS LAI dataset but afterwards you instead call
them MODIS LAI. While | know GLASS LAl is from MODIS from 2002, it is rather
confusing. Could you harmonize your notation?

Response: Global Land Surface Satellite (GLASS) LAI dataset is used in this
study as observations for assimilation (Zhao et al., 2013). As the ensemble sim-
ulation or assimilation is run at the resolution of 0.9° latitude by 1.25° longitude,
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12.

13.

14.

15.

the original spatial resolution of 0.05° of GLASS LAl is upscaled to the same res-
olution. To evaluate the assimilation result, an improved LAl dataset developed
from the MODerate Resolution Imaging Spectroradiometer (MODIS) (Yuan et al.,
2011) is utilized, which can reduce the spatial and temporal inconsistencies by
considering the characteristics of the MODIS LAI data and quality control (QC)
information (Baret et al., 2013). The resolution is 1-km, which is also upscaled
to the grid level to evaluate the analysis of LAl and assimilation effect. We also
added section 2.4.2 to the revised manuscript.

p. 7, Fig 1. There is no scale for Figure 1
Response: Figure 1 has been improved in the revised manuscript.

p. 8, . 5-6. “Figure 4 presents the root mean square errors (RMSEs) : : :” Strictly
speaking, they are not RMSEs but RMSDs (root-mean square differences) since
your observations are not perfect. Please replace RMSE by RMSD.

Response: Thank you for your suggestion. All the RMSEs in this manuscript
have been changed into RMSDs.

p. 10, Fig. 4 It looks like the assimilation is far less efficient in the boreal area
than in other places. Can you explain why?

Response: The assimilation is far less efficient in the boreal region than in other
areas, which is partly attributed to the consistently low initial RMSD during non-
growing seasons and limited capability of the model to simulate processes asso-
ciated with boreal forest types.

p. 10, Fig 5. The RMSE for EnKF is not consistent to what is shown in Fig 4
(EnKF and EAKF give close results). Can you explain why?

Response: There are some misunderstandings in Fig.5, in which the RMSD
for EAKF is the value for the EAKF noreject experiment, while the RMSDs for the
other three algorithms are the ones from the reject experiments. We apologize for
the confusion, and we have improved Fig. 5 in the revised manuscript. Further-
more, we have added new values to compare the difference of RMSDs between
EAKF noreject and EAKF reject experiments, which are discussed in Section 4.
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16. p. 11, Fig 6. | cannot read the figure. Can you make it bigger?
Response: Figure 6 is corrected in this revision.

17. p. 13, Fig 8. Have you compared LAl estimates (when you use observation
selection) with every obs of LAl or only with those selected? It is rather normal
that RMSDs are larger when you do not assimilate every observation than when
you do. It would be worth comparing LAl estimates (when you use/do not use
observation selection) with the selected observations only and see if you obtain
smaller RMSDs.

Response: Thank you for your suggestion. Figure 9 shows the RMSDs
of simulation experiments without/with rejection (EAKF_noreject and
EAKF_norejectreject) and MODIS LAl for globe and subregions. We have
added details to revised manuscript.
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