Author response to reviews for “Evaluating Simplified Chemical
Mechanisms within Present-Day Simulations of CESM Version 1.2
CAM-chem (CAM4): MOZART-4 vs. Reduced Hydrocarbon vs. Super-
Fast Chemistry”

By Benjamin Brown-Steiner et al.

We first want thank the reviewers for their valuable and insightful comments, and for taking the
time to review our manuscript.

We now respond to the reviewer comments, which are reproduced in black text below. Our
responses follow immediately in red text, and any additions to the manuscript are included in
italic red text, along with Line references, which refer to their locations in the revised
manuscript.
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Editor, F. O’Connor:

Dear Benjamin and co-authors,

As the topical editor for your manuscript, may I remind you that I’'m requesting that the data be
made available on a suitable repository with a digital object identifier (DOI) before final
publication of your manuscript in GMD. Reference to this repository can then be included in
your final manuscript. I trust that this will be acceptable to you.

Regards, Fiona O’Connor

We have uploaded the relevant data to a repository hosted on the MIT domain
(http://dspace.mit.edu/handle/1721.1/114993). The Data/Code availability sections have been
updated to direct readers to this repository, as is discussed in the comments below.
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Anonymous Referee #1
Received and published: 13 March 2018

Brown-Steiner et al present a study of how two reduced chemical mechanisms perform in a
number of comparisons against the more comprehensive MOZART scheme (MO). The Reduced
Hydrocarbon mechanism (RH) contains around half the number of MOZART reactions, whilst
the Super-Fast mechanism (SF) is about 1/6 of MO. The work has been done to explore how
much of a compromise it is by choosing one of these simple mechanisms over the more
comprehensive scheme, when considering computational time gains versus accuracy of the
chemical predictions.

The model runs have been conducted on a global scale for 25 years. This has enabled the authors
to pull out modelled data to compare with each other, and for the time periods and locations of
ozonesonde, aircraft and CASTNET observations. Given how small SF is, it performs
unexpectedly well, particularly against the CASTNET data, and in some cases better than the



other two schemes. The RH scheme often tracks MO quite well, but with some exceptions,
particularly for CO.

The Super-Fast mechanism could be used to explore chemical sensitivity studies in a fraction of
the time it would take to run MOZART in locations of low biogenic activity.

I think the manuscript fits within the GMD journal remit and should be published. I have a few
minor comments and queries.

General comments:

Please check throughout for the consistency about the length of the run. Page 6 line 1. ‘we use
MERRA.. for 25 years (1990 — 2014)’. However figure 1 plots maps for the year 2015, and
figure 4 shows vertical distributions for 2015? Figure 6 also looks like it starts at 1991, not 1990
and carries on beyond 2014. Same applies to the statement on page 9, end of line 13 about the
run being 1990-2014. Also figure 7 ‘for the full 1990-2015 time series’, which is 26 years.

We ran the simulations for 26 years (1990 — 2015) and used the first year as spin up, so the
analyses are for 25 years (1991 —2015). We have corrected the descriptions and added a line
indicating the 1990 year as spin up:

Page 6, Line 2: .. .for 26 years (1990 — 201)5)...”

Page 6, Lines 3-4: “The vear 1990 is dropped to allow for spin-up.”
Page 9, Line 24-25: “...sites throughout the /997 — 2015 period...”
Figure 7, Caption: “...the full /7997 —2015...”

Section 2.2.1 MOZART-4. This section is very short and doesn’t give the reader much
information about MOZART other than to go searching through the suggested literature. I think
a bit more information on what the scheme includes (e.g. how many alkanes/aromatics/biogenic
species are considered explicitly) and omits would be useful, particularly as it is being used as
the benchmark scheme.

We have added additional details and point again to Emmons et al. (2010) for a complete
description.

Section 2.2.1: “As described in detail in Emmons et al. (2010), MOZART-4 mechanism is a
tropospheric mechanism that contains 85 gas-phase species and 12 bulk aerosol species, with 39
photolysis and 157 gas-phase reactions. Large alkanes, alkenes, and aromatics are lumped
together (BIGALK, BIGENE, and TOLUENE, respectively), and monoterpenes are lumped
together as CI0HI16 and treated as a-pinene.”

Page 9 line 1. Please describe what ‘BAM’ means

Page 9, Line 10: “...the Bulk Aerosol Model (BAM) (see Tilmes et al., 2015)...”

Page 10. Line 20. There is a single line describing figure 6 and I then didn’t fully understand the
results drawn from it. My assumption is that the range of ozone at each time step in the model
has been extracted for the region and the differences in the percentiles plotted here (although the



figure caption says the CASTNET observations are only for JJA?). The results say it takes 5-10
years for the models to stabilise, but the plots also show that the CASTNET observations
themselves need 5-10 years to stabilize? If the models are behaving similarly to the observations,
why would we need the spin up? There’s a bit of a leap of understanding, so I think a bit more
description is needed. I can see why you would expect the range in predicted ozone to settle as
times goes on using constant emissions — but why also in the observations?

In a concurrent paper under review in ACPD (Brown-Steiner et al., in review) we expand on the
implications of this figure. We add additional clarifications of Figure 6 and point to reader to the
concurrent paper for additional discussion. We also add this paper to the references.

Page 11, Line 5: “Brown-Steiner et al. (in review, ACPD) examines these implications, and also
concludes that it takes approximately 10-years for long-term signals to emerge from
meteorological variability. These results demonstrate the challenge in examining chemical
signals in highly variable data, particularly if there are trends or changes to the ozone
distribution, as is seen in the CASTNET data for the Southeastern US.”

Page 14 line 16 spelling. ‘mechanism’, not ‘mechanisms’.
Corrected.

Figures:

Figure 5, panels g,h and 1. what does the 1x1 refer to?

They are individual grid cells within each region. This has been added to the caption.

Figure 5, caption: “Plots g, h, and i are individual grid cells from within each region.”
Figure 7. Titles overlap with plots.

The figure has been updated to correct this.

Figure 8. I’'m struggling to see the orange N2OS5 line in any of these plots. It could be that the
line is hidden under the PAN+N2OS5 line, but given the variation between PAN+N205 and
N20S5 in the global ozone plot, I expected to see it?

The figure has been updated so that each line is more easily discernable.

Figure 8. Which single year are these seasonal cycles for? Why was this particular year chosen?
How much variability is there between the first year run (1990) and the last (2014)?

Year 2015 was selected as a representative year, and we find some variability year-to-year due to
meteorology, but all models tend to demonstrate the same year-to-year variability. For the
sensitivity tests with PAN and N205, we only ran 2 years and selected the 2" year (1991). We



also discovered a bug in the plotting code in the sensitivity tests which has been corrected. Some
of the seasonal cycles were offset by 2 months, and but does not impact our conclusions.

Figure 8, Caption: “...single year (2015), averaged...”

Figure 9, Caption: “...SF mechanism (which were ran only for 2 yvears, 1990 — 1991, with 1991
being plotted here)...”

Figure 9. Please give the location of the grid cell, (lon, lat).
This has been added to the caption of Figure 9.

Figure 9, Caption: “(100° west and 47" north)”

Figure 10. please add units.
Added.

Figures, general comment:

About half way through the figures the colour scheme changes. In figures 2,3,5 and 6 MO is red,
RH blue and SF is green. Later in figures 8 and 9, MO is black, RH is still blue but SF is now
red. For the quick skimming reader, the assumption is that red is the benchmark scheme. It’s a bit
confusing.

All figures have been updated to remain consistent with the color schemes (MO red, RH blue, SF
green).
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Anonymous Referee #2
Received and published: 21 March 2018

Brown-Steiner et al. have performed an evaluation of the performance of a model of atmospheric
chemistry run with three different chemical mechanisms to understand how big an impact there
is by choosing a different chemical mechanism (network). This is an interesting paper, an
important bit of science, and one of only a few examples in the literature to do this sort of work
in a 3D sense. Evaluating the performance of these different mechanisms enables sound
conclusions to be drawn about their utility. The aim is to see if a very simple mechanism, which
would enable much longer (or many more) integrations as solving the coupled ODEs in the
chemical network is computationally very expensive, is suitable. This is a very well written
paper and I could hardly spot any typos or grammatical errors above those spotted by reviewer
#1. However, I would like to see further experiments performed before I would recommend that
this be published. As it stands, I don’t think the suitability of the Super Fast (SF — simple
chemistry) scheme to be used beyond a present day set up has been demonstrated.

And I think this is key for the argument that the SF scheme is suitable. The present work focuses
on fairly long integrations (25 years or so), where anthropogenic emissions are fixed but



interactive biogenic emissions can change as the meteorology in the model changes. Some very
nice analysis is then performed against surface observations of O3 which emphasises that for
these conditions, the SF scheme performs well — in accord with the other more complex
schemes.

But, to be convinced that the SF scheme is suitable for long simulations of transient forcing, I
would like to see simulations that test the response of the chemical schemes to the sorts of
changes that have happened over the Anthropocene and for which the SF scheme may well end
up being used for within CEMS (i.e. CMIP/AerChemMIP type experiments). For example, |
would like to see, as a minimum, a set of simulations using ACCMIP pre-industrial emissions
(you could keep the meteorology fixed as it is if that makes things easier) so that we can see
what happens between these different schemes when they are perturbed with significant changes
in NOx and VOC (CH4).

The Super-Fast mechanism was included in ACCMIP studies in both historical and future
conditions (as reviewed in the Supplemental Material), although a full description is not in the
scientific literature. We hope this manuscript allows other researchers to more easily find and
utilize the SF mechanism and that this manuscript can serve as a baseline for future simulations
and testing.

As this study is intended as a demonstration of the Super-Fast mechanism’s utility, rather than a
comprehensive evaluation, and as we have only analyzed present-day, we have added “Present-
Day” to the manuscript title “Evaluating Simplified Chemical Mechanisms within Present-Day
Simulations of CESM ...”

Demonstrating the capabilities of the Super-Fast mechanism for long-term transient forcing was
beyond our scope and capabilities, and we agree that more work needs to be done with the
Super-Fast mechanism (as well as the Reduced Hydrocarbon mechanism), and that care should
always be taken when any model component is utilized outside of previously demonstrated
periods and conditions. As such, we have made sure that the mechanism files are available (see
reproducibility comment below), and we are in discussion as how to best integrate these
mechanisms into available forms at the NCAR/CESM website.

In light of this, we have added language that makes clear the limitations of this manuscript and
future research directions which will be needed to further study the utility and capabilities of the
Super-Fast and Reduced Hydrocarbon mechanisms, as well as made clear where the code can be
accessed (see comment below).

Abstract: “Here we present and compare three 25-year present-day oftline simulations...”
Page 14, Lines 27-28: “...we have compared three chemical mechanisms of different levels of

complexity within the CESM CAM-chem framework for present-day chemical and
climatological conditions.”

We have also added language in the conclusions highlighting that this study is only for present-
day conditions:



Page 14, Lines 36-40: “We examine present-day chemistry with MO, RH, and SF. Both MO and
SF have been compared in other model intercomparisons, including for preindustrial conditions
(see the Supplemental Material for additional information). We hope that the analysis presented
in this paper, and the availability of the mechanism files (Supplemental Material) will provide a
baseline for continuing research of both the RH and SF mechanisms.”

I also am a bit concerned with the reproducibility of these experiments outside of the team
working on this. There are no mentions of compsets (is that the word used within the CESM
model set ups? I’m going from here

http://www.cesm.ucar.edu/models/cesm1.2/casename conventions cesm.html)

that have been used. Citing some rather old papers as the sources of the rate constants and
reactions used, for example in the Reduced Hydrocarbon scheme, makes it difficult for others to
test the schemes without large potential for making translational errors (I know, I have made
many myself!). I would propose that the mechanism data files be made available (perhaps in a
simple scv format?) or at least the compsets for these experiments be made available so that
others can perform their own tests. GMD is a journal dedicated to holding high standards with
code and I think that the mechanisms should be treated as a bit of complex code that should be
archived in order to be more easily tested. This would be desirable but I can appreciate that this
may not be top priority.

We have added to the data uploaded to the archive (http://dspace.mit.edu/handle/1721.1/114993)
the chemical mechanism input files (reduced hydrocarbon.in and superfast.in) and add
additional text to the methods section and code availability section to direct readers to various
CESM/NCAR resources. We clarify that we use the FMOZSOA compset for the MO simulation
and make modifications to the chemical mechanism input file and speciation of species, as
described in the text.

Page 6, Lines 22-25: “The chemical mechanism input files for MO is available in the standard
CESM release (http://www.cesm.ucar.edu/models/cesmi1.2/) and the chemical mechanism input
files used for RH and SF are archived (see section on Code Availability)”

Page 6, Lines 36-39: “We use the FMOZSOA compset (see
http.//'www.cesm.ucar.edu/models/cesmi.2/cesm/doc/modelnl/compsets. html) and make
modifications to the chemical mechanism input files (see section on Coda Availability) and
emission files for the following mechanisms.”

Code Availability: “The chemical mechanism files for both RH (reduced hydrocarbon.in) and
SF (superfast.in) are included in the Supplemental Material.”

Supplemental Material: “The SE mechanism is in the CESM code archive as an unsupported
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chemical mechanism, which can be activated using the option ‘-chem super_fast llnl’.

Minor corrections/comments:



Page 8, line 23: A key conclusion of Squire et al. was that sign of the response to changes in
emissions of isoprene was different in SF compared to more complex schemes traceable to our
best understanding of the chemistry of isoprene (ie. The MCM). I think this needs to be
acknowledged here in addition to current acknowledgement that "there are biases in regions of
high biogenic chemistry".

We have added language to this section to highlight this Squire et al. (2015) conclusion:

Page 8, Lines 37-40: “Schnell et al. (2015) also conclude that the SF mechanism responds
differently than other more complex mechanisms, particular under different Ox production
regimes (e.g. SF shows a net increase in Ox production when isoprene emissions increase in
NOx-limited regions, which the other mechanisms show a net decrease, or little change).”

I note from Table S2 and from the discussion in Squire et al., that the SF scheme does not
include NO3. Presumably the bias in isoprene at night (Figure 9) could be solved by simulating
NO3 in the SF scheme? Have the authors considered this? It was not clear from the manuscript if
that was tested in addition to the nice tests looking at the impacts of adding in PAN and N20O5.

The authors did not test the addition of NO3 to the Super-Fast scheme. The addition of the PAN
and N20S5 sensitivity tests are intended primarily as a demonstration of the type of simulations
and sensitivity studies that the Super-Fast mechanism allows for.

To this point, we have added language in the manuscript that speculates about the addition of
NO3 to the Super-Fast mechanism:

Page 15, Lines 16-18: “The SF mechanism does not include NOs, which may also explain some
of the nighttime biases. Future simulations in which NO3 chemistry is added to the SF
mechanism may correct some of these biases.”

Table S2, reaction 14: "idential" should be "identical".
Corrected.
Figure 8: Axis labels are way too small. Please make bigger. As above for Figure 9.

Figure 8 font sizes have been increased, and we will work with the editors to see if this plot can
be included as a full page. If not, we will work with the editors to make sure they are readable.
Figure 9 font sizes have been increased.

How are the VOC emissions dealt with between the different schemes? I presume that there are
different amounts of VOC that go into the simulations? Please can you clarify the magnitude and
distribution amongst molecules of the VOC emissions. Emissions are a key part of the chemical
mechanism in my opinion.



Supplemental Table S1 includes the mapping of VOC species from MO to RH (which is
discussed in section 2.2.2). For SF, we mapped only the MO ISOP species directly to the SF
ISOP species. We have also added some text discussing this point:

Page 8, Line 9: “We map the MO isoprene directly to the single SF isoprene species (ISOP).”
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Abstract. While state-of-the-art complex chemical mechanissEand our understanding of
atmospheric chemistry, their sheer size and cortipntd requirements often limit simulations to shor
lengtts, or ensembles to only a few members. Here we ptesel compare three 25-ygaesent-day
offline simulations with chemical mechanisms offeiént levels of complexity using CESM Version
1.2 CAM-chem (CAM4): the MOZART-4 mechanism, thed@eed Hydrocarbon mechanism, and the
Super-Fast mechanism. We show that, for most regiod time periods, differences in simulated
ozone chemistry between these three mechanismsites than the model-observation differences
themselves. The MOZART-4 mechanism and the RedHgéeldocarbon are in close agreement in their
representation of ozone throughout the troposptierieg all time periods (annual, seasonal and
diurnal). While the Super-Fast mechanism tendste higher simulated ozone variability and differs
from the MOZART-4 mechanism over regions of higbdgnic emissions, it is surprisingly capable of
simulating ozone adequately given its simplicitye W&plore the trade-offs between chemical
mechanism complexity and computational cost bytifiéng regions where the simpler mechanisms
are comparable to the MOZART-4 mechanism, and nsgichere they are not. The Super-Fast
mechanism is three times as fast as the MOZART ¢hamsm, which allows for longer simulations, or
ensembles with more members, that may not be feasith the MOZART-4 mechanism given limited
computational resources.
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1 Introduction

The anthropogenic influence on atmospheric cheyistapparent at all spatial and temporal scales:
human emissions have impacted local and very dived-species (e.g. OH, see Prinn et al., 2001),
very long-lived greenhouse gases (e.g. Collind.e2@06) and everything in between (e.g. Bakex et
2015; Solomon et al., 2016). Over the past decadlethree branches of modern atmospheric chemistry
research (Abbatt et al., 2014) — observations,ritboy analysis, and modeling — have increasedath b
their sophistication and their capability to explthie chemistry of our atmosphere. However, while
observational networks have significant growth paté (e.g. Sofen et al., 2016), and laboratory
analysis still has significant challenges to overedBocquet et al., 2015; Burkholder et al., 2017),
chemistry modeling efforts are finding their grovgibtentialkis-limited by the level of chemical
complexity that can be included in models due &dbnstraint of the computational capabilities of
even state-of-the-art supercomputers (Stockwell.e2012). Simulations that attempt to include all
known species and reactions, such as the Natiar@ke€for Atmospheric Research (NCAR) Master
Mechanism (Madronich and Calvert, 1989, Aumontl e2800) or the Leeds Master Chemical
Mechanism (Jenkin et al, 1997; Saunders et al3R@hd even some species and reactions that have
not been tested in any laboratory (e.g. Aumont.€tQ95; Szopa et al., 2005), are often limitethda-
model level analysis (e.g. Emmerson and Evans,;28@dire et al., 2015). Modeling efforts that
simulate regional- and global-scale atmospherienistey are forced, out of practical necessity, to
utilize simplified, reduced form, and parameterizbémistry in order to address the large spatidl an
long temporal scales needed feschpolicy-relevant research.

Historically, as computational capacity has incegsnodeling efforts have tended to maximize
model resolution and complexity. This limits thepahility to perform multi-scenario or multi-model
ensembles to institutions with access to signiticmmputational capabilities and storage. One way t
increase the number of scenarios, or members, @ms@mble is to reduce the complexity of the
chemical mechanism. This selection of a reducenftfiiemical mechanism for different applications,
and the advantages of the increased computatiffi@ércy of a simplified mechanism, is the main
focus of this paper. While there is a long histofpublications (see Dodge, 2000) that compare
different photochemical mechanisms within box medelg. Milford et al., 1992; Jimenez et al., 2003;
Emmerson and Evans, 2009; Knote et al., 2015)jeitdat compare multiple mechanisms within a
single 3D global model are rare (e.g. Squire eai15). This study examines three chemical
mechanisms within the Community Earth System M@it@hmunity Atmosphere Model with
Chemistry Version 1.2 (CESM1.2 CAM-chem; Lamarqgtealg 2012) framework: the MOZART-4
mechanism, the Reduced Hydrocarbon mechanismharSiper-Fast chemical mechanism (described
in Section 2), which is one of the simplest repnéstions of atmospheric chemistry in the published
literature.

This study examines the trade-offs and possitslitieit arise from selection of a chemical
mechanism that is simple enough to be computatipagicient — and thus capable of long simulations
or large ensembles at the global scale — as wslbplsisticated enough to simulate the major featafe
tropospheric chemistry at the local and regionalesdVlany climate studies include little to no
chemistry, or prescribed chemistry, even thougmisiey-climate feedbacks are well established to
impact global and regional climate (e.g. Marshle2@13; Fiore et al., 2015). Indeed, coarse grid
(2°x2.5°) chemistry-climate studies which condu®0D or more years of simulations using complex

4
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chemistry are notable in their raritip{-rotable-exceptionsge Barnes et al., 2016 and Garcia-
Menendez et al., 2015, 2017). This paper focusehree primary lines of inquiry focusing on
tropospheric ozone. First, what is lost or gainéth the selection of a simplified chemical mechanis
within a global model? Second, what is the natfith@® uncertainties that arise with the selectiba o
particular chemical mechanism? And third, whattheetradeoffs that researchers make, either
intentionally or tacitly, when they appligat a specifienechanism within a particular modeling
framework? We focus this study on the short-livadapus species, in particular ozone and its
precursors, that influence both the daily expostfiteumans to pollutants as well as the decadakscal
global climate system. We focus primarily on a catagionally efficient simulation of tropospheric
gaseous chemistry within a single modeling framéwand leave further analysis of other aspects of
atmospheric chemistry to future studies.

In Section 2, we describe the modeling framewonkl describe each of the three aforementioned
chemical mechanisms, including a detailed desonpdind history of the Super-Fast mechanism, as it i
not reported elsewhere in the literature, and ithelations and observations we use for comparison.
Section 3 we present spatial and temporal resastaell as compare various metrics of chemical
accuracy. In Section 4, we explore the nature hedrtorphology of the chemical uncertainties, ard th
particular tradeoffs that are made by the seleaifansingle mechanism when faced with limited
computational resources. We draw conclusions iti@&es.

2 Methods

Our analysis focuses on characterizing the ozoeenitfal uncertainties within a global chemistry
model. We examine the morphology of the chemistsgesn, focusing specifically on the means,
standard deviations, and variability (defined hesehe standard deviation divided by the mean). We
also include characterizations of the correlatibthe ozone time series with the observations drdeo
extreme values (in particular the™and 98' percentiles) of the ozone distribution.

2.1 CESM 1.2 CAM4-chem Simulations

The CESM1.2 CAM4-chem model (Tilmes et al., 2016t &) is a chemistry-climate model
developed at the National Center for AtmospheriseRech (NCAR) with other collaborators, including
the U.S. Department of Energy. It has been utilee@nsively in the Atmospheric Chemistry and
Climate Intercomparison Project (ACCMIP) (Lamarguel., 2013 and references therein), the
Chemistry Climate Model Initiate (CCMI) (Morgenstegt al., 2017) and for a wide range of
atmospheric chemistry research. We conduct ourlations using CESM CAM4-chem version 1.2
with the MOZART-4 chemical mechanism based on Ensrairal. (2010) with updates described in
Tilmes et al. (2015), the Reduced Hydrocarbon meisha(Houweling et al., 1998) as adapted to the
CESM CAM-chem framework by Lamarque et al. (2008,®, which has a reduced form
representation of hydrocarbon chemistry, and theeB&ast mechanism (Cameron-Smith et al., 2006;
Lamarque et al. 2013). Hereafter we will referhege three mechanisms as MO, RH, and SF,
respectively.
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For meteorology we used the Modern-Era Retrospeetinalysis for Research and Applications
(MERRA) reanalysis product (Rienecker et al., 20bt 25 26years (1990 2044201%, with a 50-
hour Newtonian relaxation timing (roughly 1% nudgivery 30 minutes).he year 1990 is dropped to
allow for spin-up All simulations are at 1.9°x2.5° resolution. Aastsswere represented by the bulk
aerosol model (BAM) in the MO and RH mechanisms iaraptional for the SF mechanisirhe
results presented here are without BAM aerst¥e keep anthropogenic emissions constant at year-
2000 from the CCMI database (Lamarque et al., 2ab@)include linearized chemistry for ozone in the
stratosphere (McLinden et al., 2000; Hsu and Pra#t¥9), and prescribe the concentration of other
tracers above 50 hPa. We use an online biogenigs@ns model (MEGAN; Guenther et al., 2012),
and prescribed sea ice and sea surface tempetaithghe exception of a remapping of the
MOZART species to the Reduced Hydrocarbon spe8eplemental Table S1), all parameterizations
other than the chemical mechanism are identicaldxt the three simulations, and thus any difference
are due to differences among the mechanisms theess&zone dry deposition was done as described
in Val Martin et al. (2015). Because we run witlkegoribed meteorology, we do not include internal
chemical feedback to the weather and climate dtfear that incorporated into the MERRA
meteorology itself. All of these mechanisms cao &ls run with meteorology calculated internally by
the CESM model, but since such simulations utéizdifferent number of vertical levels than
simulations with prescribed meteorology, compatmgimulated meteorology runs is not
straightforward, and so is omitted from the prestundy.

2.2 Mechanisms

Table 1 summarizes the characteristics of the tthheseen mechanismshe chemical
mechanism input files for MO is available in tharstard CESM release
(http://lwww.cesm.ucar.edu/models/cesm1.2/) andlienical mechanism input files used for RH and
SF are archived (see section on Code Availability).

221 MOZART-4 (MO)

The Model for Ozone and Related Chemical Tracension 4 (MOZART-4) mechanism (Emmons
et al., 2010Lamargue et al., 2012; Tilmes et al., 2Pis5the standard tropospheric chemical
mechanism used within the CESM CAM-chem framewaiikn{es et al., 2015; 2016). It has been used
in many model inter-comparison projects (e.g. Lajaret al., 2013; Emmons et al., 2015), and
extended to tagged tracer chemistry (Emmons e2@l2).As described in detail in Emmons et al.
(2010), MOZART-4 mechanism is a tropospheric me@marthat contains 85 gas-phase species and 12
bulk aerosol species, with 39 photolysis and 15¢mease reactions. Large alkanes, alkene, and
aromatics are lumped together (BIGALK, BIGENE, a@LUENE, respectively), and monotergsn
are lumped together asdH; and treated as-pinene We use the FMOZSOA compset (see
http://www.cesm.ucar.edu/models/cesml.2/cesm/daénticompsets.html) and make modifications
to the chemical mechanism input files (see secimfoda Availability) and emission files for the
following mechanisms.
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2.2.2 Reduced Hydrocarbon (RH)

The Reduced Hydrocarbon (RH) chemical mechanisnutéting et al., 1998; Lamarque et al.,
2010) is a reduced-form mechanism based on theo8@bnd Mechanism 4 (CBM-4) (Gery et al.,
1989). The CBM-4 was developed to simulate pollutgdonal chemistry, and the RH mechanism
updated and expanded this mechanism to also béleagfasimulating background low-N@onditions
(Houweling et al., 1998). As described in Houweletal. (1998), the original RH mechanism has 30
tracers and 68 total reactions. It has been usethgixely in model inter-comparisons (e.g. Péshall et
2000) and is generally considered a satisfactaiyged hydrocarbon mechanism (e.g. Hauglustaine et
al., 1998; Wang and Prinn, 1999; Granier et aD02®fister et al., 2014). Lamarque et al. (2008)
incorporated the RH mechanism into the CESM CAMrclfimmework with a few updates, and
Lamarque et al. (2010) expanded it to 89 (to ineltite bulk aerosol model species) tracers and 202
total reactionsAs the lumping of alkanes and alkenes in RH diffessn the MO mechanism, a
mapping between the differently aggregated spésirscessary (see Supplemental Table S1).

For this work, we modified the RH mechanism to reenmany of the tracers and reactions that are
pertinent primarily to stratospheric chemistry ifgtsoduced in Lamarque et al., 2008) since these
simulations include specified long-lived stratosfhispecies (@ NOy, HNOs, N,O, N,Os) as in
MOZART-4 (Emmons et al., 2010). However, the unrfiediRH mechanism can be run with the more
complex stratospheric chemistry, but at a signifiGadditional cost. This is not considered in thaper
to allow a better comparison between the troposptoey mechanisms. The modified RH mechanism,
which shows only minor differences in the simulasedface ozone concentration from the complete
mechanism (not shown), contains 65 tracers anddattions. This RH mechanism runs approximately
twice as fast than the MO mechanism under our ntigenfiguration (Table 1).

2.2.3 Super-Fast (SF)

The Super-Fast (SF) mechanism is a highly simplifahemical mechanism designed to
efficiently simulate background tropospheric ozocteemistry (Cameron-Smith et al., 2006, and
supplementary material of Lamarque et al., 2013)ndludes 15 chemical tracers with 6 photolysis
reactions and 24 gas phase reactions, making isithplest chemical mechanism to be included as a
member of the ACCMIP ensembles (Lamarque et all3R0It was developed by the Lawrence
Livermore National Laboratory (LLNL) and has notebedescribed as implemented within the CESM
code, so we include a description here and in appBmentary Material.

Supplemental Table S2 summarizes the SF mechatistolpsis and gas-phase reactions,
which consist of a basic methane oxidation scheédbit,(CH;O,, CH;OOH, CHO, and CO), with
basic oxidant chemistry (OH ang)Qalong with simple sulfur chemistry (dimethyl fidé (DMS),

SO, and SQ) and a single biogenic hydrocarbon species, is@p(ESOP), with two oxidant pathways:
ISOP + OH and ISOP +{For reactions iii, vi, 10, 11, and 15 (Table S2)s assumed that their
products O, H, and GJ®H are instantaneously converted to their ultinmlucts, @, HO,, and HQ,
respectively. Nitric acid chemistry is limited tod reactions, one of which requires a heterogeneous
reaction parameterization. Sulfur chemistry is {edito four reactions. Isoprene chemistry is highly
parameterized. The reaction of isoprene with Obbised on the net effect of the reaction in the
University of California Irvine (UCI) model (Wildral Prather, 2000), namely: ISOP + 2.5*GH
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fischot standard within the CESM chemical modeling - { Comment [NESA]: ik s aught o]
framework and cannot be handled by the solvehe@quivalent triple reaction formulation of 21a, e N Co
21b, and 21c is required. The oxidation of isoprieypezone is a simple parameterization (resulting i this reaction....
fractional production of only the species thatadlgexist in the mechanism as part of the methane
oxidation scheme: Ci0, CH;O,, HO,, and CO) derived from the net effect of the isopfezone
oxidation pathways from the full LLNL-IMPACT mod@Rotman et al., 2004) and was included
specifically to improve the simulation of surfaceoe chemistry (Cameron-Smith et al., 2009
map the MO isoprene directly to the single SF isaprspecies (ISOP).

Much of the simplicity within the SF mechanism canfiom what it does not include. Carbon
chemistry is limited to the five single-carbon spsaised in the simple methane oxidation scheros, pl
isoprene. There is no PAN (peroxy acetyl nitrategromonia, and hence no nitrogen aerosols, although
HNO:; is created in reaction 8 and 16. These all impaohe chemistry, but the inclusion of additional
hydrocarbon, aerosol, or heterogeneous chemisteydamntroduce significant additional computational
costs (similar to the more complete mechanismsgrd are no halogen species, since this would requir
the inclusion of a significant number of additionhkemical tracers, and as such there is no catyatoili
describe the polar ozone hole phenomenon withimtbehanism (Cameron-Smith et al., 2006), so it is
implemented within Linoz using the simple loss paeterization of Cariolle, et al1990. The greatest
simplifications in the SF mechanism arise from caotjmg all of the non-methane hydrocarbon
chemistry (NMHC) into two isoprene reactions, amalstthere is none of the complex chemistry that is
required to adequately represent ozone chemistniginly polluted regions. The simplicity of the SF
mechanism allowed us to perform two short simufetim which we added reduced-form PAN and
N2Os chemistry (individually, and in conjunction) frafme MOZART-4 mechanism into the SF
mechanism, which we use as a demonstration of/geedf sensitivity tests that are possible with the
SF mechanism. This type of quick sensitivity testild be significantly more difficult with the more
complex mechanisms, given the complexity of PAN Bp@s chemistry.

The SF mechanism has been included in several nmdgelcomparison projects. We include an
expanded review in the Supplemental Material. Unfuately, the SF mechanism only simulates sulfate
aerosol, and so was unable to be compared to theadsimulations of the other ACCMIP members
(Lamarque et al., 2013). The SF simulations with€CMIP demonstrated lower rates of ozone
chemistry and deposition resulting in a low ozonedbn bias and a high ozone lifetime bias (Young et
al., 2013), and while projected changes in ozod@tiae forcing fell within the ACCMIP range, the
historical changes did not (Stevenson et al., 2(4@jnan health analysis with the SF simulationk fel
within the range of the other ACCMIP members (Sétal., 2013; 2016; 2017). Squire et al. (2015)
compared SF to more complicated isoprene schemésancluded that including the SF mechanisms
is preferable to neglecting chemistry entirelyhaltgh there are biases in regions of high biogenic
chemistry.Schnell et al. (2015) also conclude that the SEhaeism responds differently than other
more complex mechanisms, particular under diffe@nbroduction regimes (e.g. SF shows a net
increase in Qproduction when isoprene emissions increase ig-INdted regions, whereas the other
mechanisms show a net decrease, or little charipally, Schnell et al. (2015) compare seasondl an
diurnal cycles to other mechanisms, and the SF amesm simulates high ozone events in the
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springtime, and that the SF mechanism outperfotimsre when compared to the observed summertime
diurnal cycle.

2.3 Computational Requirements

The computational requirements of MO, RH, and S&imsilated on the NCAR Cheyenne
supercomputer are summarized in Table 1. The catipotl cost results from both the chemical
solver and the advection of the chemical tracetsiZviCAM-chem. No load balancing was conducted,
which could potentially increase the efficiencytieé RH and SF mechanisms. The CESM1.2 CAM-
chem model run with the SF mechanism is roughlgehimes faster than a run with the MO
mechanism whethe Bulk Aerosol Model (BAM) (see Tilmes et alQ15)-BAM aerosols are included
(which we do not examine in this present study)l amas-phase-only simulation with the SF
mechanisms increases the speeds to nearly 4 tefastaThe RH mechanism is roughly twice as fast
as the MO mechanism. At higher spatial resolutians, the computational advantage of the SF
mechanism over the more complex MO and RH schesnéely to increase, since advection of tracers
typically becomes a larger fraction of the totald®brun-time.

2.4 Observations

The ozone observational databases are of two tyfpeg/lobal database is ozonesonde data
compiled from Tilmes et al. (2012) while the USatstse comes from the EPA Clean Air Status and
Trends Network (CASTNET), which has more than 9fame observational sites within the United
States and has been collecting surface meteoralogyti chemical data since 1990 (CASTNET, 2016
and https://www.epa.gov/castnet). We used data &lbsites that reported complete ozone data from
each year, after removing data that the CASTNE&kete marked as invalid. The number of sites that
matched these criteria varied from year to yeargbunerally we have between 55 and 94 sites
throughout thet990 1991 2014 2015eriod. The CASTNET observational network is lodate
primarily in rural sites, and thus is a reasonabl@parison to coarse grid cell model output. Brown-
Steiner et al., 2015; Phalitnonkiat et al., 20lh6order to compare to the CESM CAM-chem
simulations, which has no emissions trend, we lifeended the CASTNET data for each region using
a simple linear regression. Regional averagin@ss done by averaging all observational sites iwith
single 1.9°x2.5° grid cell, and then averaged oléinger regions as needed. We also compare t@ozon
precursor species observations from Tilmes e{2015).

3 Results
3.1 Spatial Comparisons

The spatial distribution of ozone and related sgebetween the three mechanisms are
compared in Figure 1. Taylor-like diagrams compariesults to ozonesondes over different global
regions are provided in Figure 2, and comparisorartraft observations in Figure 3. Globally
averaged surface Daily Maximum 8-Ho@M8HMDAS8) Os is consistent across all mechanisms
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(Table 2) with the largest spatial differences éesly with the SF mechanism) noted over regidns o
intense biomass burning or biogenic emissions, asamuatorial Africa and South America, as well as
over northern hemisphere oceans within SF (Figur8drface CO mixing ratios show small regional
differences between MO and RF, while Nfixing ratios show very small and highly localized
differences (Figure 1). All three mechanisms tembave low CO biases over much of the northern
hemisphere, with SF showing the largest bias. @bilscides with starkly higher NGnixing ratios in

the northern hemisphere (Figure 1, Figure 3), eafpgin the winter and spring seasons. This is
explored in more detail below.

Zonal profiles (Figure 4) show that ozone is simidlenong all mechanisms for all seasons,
especially in the lower troposphere. Compared ¢dMl® mechanism, the SF mechanism simulates
higher northern hemisphere ozone in the winter,lawdr in the summer. Both the RH and SF
mechanisms simulate lower CO mixing ratios thanMi@ mechanism in both the summer and winter,
with the SF mechanism diverging the most in theh®sn hemisphere in the summer. The SF
mechanism also simulates higher N@the northern hemisphere winter, which (as wal@e below)
may in part be due to the lack of PAN chemistry.

At the largest spatial scales, all three mechanmdict similar levels of surface ozone (Figure
5, Table 2), with global surface ozone estimate3206+ 0.93, 33.9 + 0.98, and 31.5 + 1.12 ppb for
MO, RH, and SF, respectively. Even at the Contialddt scale, all three mechanisms estimate similar
surfaceBM8HMDAS8 O3 values (56.7 + 3.08, 57.7 + 3.23, and 53.4 + @9 for MO, RH, and SF,
respectively), which are consistent with the CASTIN@bservations of 56.1 + 5.65 ppb. However,
within the Northeastern US, the well-known highshisapparent (74.4 + 11.4, 76.0 £ 11.9, 72.6 5 14.
ppb for MO, RH, and SF, respectively, while the AT observations are 57.4 + 7.42 ppb). The
MO and RH mechanisms are nearly identical at a@tiapscales, while the SF mechanism simulates
largerBM8HMDAS O3 variability, especially at individual grid cellsithin the Eastern US. Taking
into account the model ozone biases, the SF istarlmharacterization of the ozone distribution (as
compared to CASTNET) for almost every spatial seai@mined within the US. Indeed, in the
Southeastern US, where we expect SF to performypdoe to the simplified biogenic species
chemistry, we actually find that the SF estimabesshape of the high ozone tail better than eM@r
or RF: CASTNET estimates at an individual grid-c#iat the 99 percentile fol2M8HMDAS O is
18% higher than the 8(ercentile (Table 2), and while MO and RH estinwatly 14% higher and
14% higher, respectively, the SF estimates 29%ehigh Section 4, we explore some of the
implications of these differences, and in particwhether the biases within the SF mechanism are of
the same magnitude as some of the biases withiM@eand RF.

Figure 6 explores this finding, which plots theqeettage difference between thd'@td the
90" percentile ozone as the length of the time sémigaded growsThis comparison allows for a
comparison of the relative distribution among me$@s, here for the higher end of ozone values, to
compare the overall shape of each mechanism’shiiftn when biases in the magnitudes are
normalizedWe note that: (1) it takes between 5 and 10 yeeficrd a consistent and stable estimate
emerges with each simulation, indicating that satiahs less than 10 years may be inadequate for
comparisons between chemical mechanisms; (2) tHeTOKET observations have a transient estimate,
most notably in the Southeastern US, which indiateivergence of the 9&nd the 99 percentiles
(i.e. a lengthening of the upper tail) that is s@én in the simulations; and (3) the SF mecharsésm i
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inconsistent with the MO and RH mechanisms, whiehneearly identical, but the SF mechanism
estimate is also closer to the CASTNET estimatbénMidwestern and Southeastern US. Whether this
is the result of fortunate biases within the SFma@ism or an implication that the more complex
chemistry within the MO and RH mechanisms are ugsténating the length of the ozone tail requires
further studyBrown-Steiner et al. (in review, ACPD) examinessh implications, and also concludes
that it takes approximately d@ars for long-term signals to emerge from metegiohl variability.

These results demonstrate the challenge in exagnafiemical signals in highly variable data,
particularly if there are trends or changes todhene distribution, as is seen in the CASTNET darta
the Southeastern US.

However, while the SF mechanism performs as welbabetter than, the MO and RH
mechanisms in certain regions, there are manymegiespecially in the northernmost latitudes over
land, and over equatorial land masses — whereRhaeghanism is far less capable at simulating
surface ozone than either the MO or RH mechaniBigsre 7 plots Rvalues for théM8HMDAS O;
JJA time series (1990 — 2015) at every grid celivben the MO mechanism and both RH and SF, and
it is clear that the RH mechanism has very higivaues (R > 0.75) over much of the globe. And
while the SF mechanism has largevlues over many regions — in particular the ésdpacs — over
the equatorial regions, and especially over lafd;aRuies drop below 0.5 and even 0.25.

3.2 Seasonal and Diurnal Comparisons

The seasonality of surface ozone is similar amdinipr@e mechanisms at the regional-scales
(Figure 8), although differences occur at bothléingest and smallest scales: (1) the SF mechanism
simulates a dual-peaked maximum in surface ozoeraged at the global scale, a phenomenon also
noted by Schnell et al. (2015); (2) this dual-pebk@ximum is still apparent at the regional scales,
although to a much lesser degree; and (3) the Rtthamesm has a dual-peaked maximum over portions
of the Southeastern US. The seasonal patterngdaxr@ NQ are consistent across all models,
although CO is lower in both RH and SF than in MOdll seasons. RH and MO N@vels are nearly
identical, but SF simulates higher values for,NiDall seasons, and particularly in the winter apdng
seasons, as already noted. +H@d isoprene seasonality is consistent acrossesthanisms at most
scales.

Diurnal cycles are compared for a single grid wthin the Central US in Figure 9. With the
exception of isoprene within the SF mechanism, tvkiges not adequately represent nighttime
isoprene chemistry, the diurnal cycles are comparatross all mechanisms for most species. The MO
and RH mechanisms are nearly identical, with theeption of CO values, as already mentioned. The
SF mechanism tends to show more extreme peaks iarffdHNQ, and lower levels of § CO, HO,,
and SQ (Figure 9). Surface levels ofs@nd CO within the SF mechanisms are sensitivedo t
addition of PAN and BDs chemistry (the dotted lines in Figure 9), desatibelow, although the
sensitivity tends to be in the simulated magnitadéd not the shape of the diurnal cycle.

Figures 8 and 9 also include two-year simulatidi®0 — 1991, with year 2000 emissions) in
which we included into the SF mechanism PAN ap@J\chemistry taken (and reduced) from the
MOZART-4 mechanism. We examine these mainly to destrate the potential for the modification of
the SF mechanism to meet particular research neadsely, the addition of PAN chemistry (purple
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lines) results in more substantial changes to vargpecies than the addition of®4 chemistry (orange
lines), but their combined addition (green lindgtaly modifies the simulated large-scale valué©g
CO, HQ, and isoprene. The addition of PAN chemistry ksitige SF mechanism simulations closer to
the MO mechanism for the N@nd HQ seasonal cycles (Figure 8), and the CO diurndedfigure

9), but at the expense of the global-scale capgliisimulate ozone and isoprene. Additional tgrof
the parameterized reactions 21 and 22 (Table Sg)hmable to correct these errors. Sulfate aeinsol
the SF mechanisms is notably lower than both theail®RH mechanisms, which may result from the
simple aerosol scheme within the SF mechanism.

3.3 Comparison to Observations

Figure 10 compares the model estimates of surfaseecto observations (ozonesondes and
CASTNET observations) for different spatial regioas well as to each other. Generally, all three
mechanisms simulate less variability over contiaktt global scale regions than the ozonesonde
observations (Figure 10c,d,e) and show a highdias many sites within North America, Europe, and
Asia. Within the US, all mechanisms show a highsliethe Eastern US, and especially in the
Northeastern US, but the variability is well-cagiitvhen compared to CASTNET (with slopes ranging
from 0.61 — 1.24 in Figures 10f, g, and h). Whempared to each other (Figures 10a,b,i,j), the RH
mechanism and MO mechanism are nearly identica. Sf mechanism, while comparable to the MO
mechanism at many sites, shows greater divergemeegstimating values in many grid cells
throughout the globe (Figure 10b) and both oved amderestimating within the US (Figure 10j).
Taylor-like diagrams are plotted 8upplemental-Figure-S1Figureadd show the close clustering of the
MO and RH mechanisms, and that the SF mechaniderglffom the observations at a similar
magnitude than the MO and RH mechanism for somemegbut performs poorly in other regions
(especially in the tropics, where tropospheric ezmnunderestimated with the SF mechanism).

4 Discussion

Our primary objective has been to determine whhtss(or gained) with the selection of a
simplified chemical mechanism, which we summarieeehWe mostly discuss the SF mechanism, as
the tradeoffs with the RH mechanisms are straightiod: we lose very little (Figure 10a and 10i) and
gain about a 100% increase in simulation speedéTHb Many of the things that are lost with the us
of the SF mechanism are expected: we lose the itiypaidirectly simulate small-scale features of
ozone chemistry in regions that depend stronglgamplex biogenic chemistry. In particular, the
equatorial landmasses — especially equatorial &faicd South America — are not well simulated
(Figure 7). We also lose the capability to simukdee of the short-term features that require afdit
chemistry, such as the night-time behavior of isapr(Figure 9), or the cold season CO and NO
behavior (Figure 1 and 4). The addition of PAN &hs chemistry do not rectify the nighttime
behavior of isoprene (Figure 9), but do bring thleleseason simulated CO and N@ixing ratios
closer to the MO mechanism (Figure 8). These dafiies may result from the highly parameterized
biogenic chemistry within the SF mechanisms (Suppletal Table S2), although it may also result
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from the treatment of isoprene emissions, and éusimulations will need to consider the trade-off
between additional complexity and computationatefhcy.

More surprisingly, there are several desirable lséiias that are not lost with the selection of
the SF mechanism. For most regions, the selecfitredSF mechanism does not degrade the estimate
of surface ozone (both the magnitude and the vilitigbnor do we lose features of the daily vailep
that results from the meteorology. In many regi@ms at many scales, we find that the selectidhef
SF mechanism introduces uncertainties that ardenthan the difference between the simulated and
observed surface ozone mixing ratios (Figure 5)fe8e layer ozone is adequately represented over
many regions in all seasons within the SF mecha(#sgure 8), despite the high CO and low,NO
levels in the winter and spring seasons (Figur&d) these seasons, the adequate ozone representati
may be the result of compensating errors, and Jobinal. (2015) previously found comparable cases
where the SF mechanism outperforms more complexetspgerhaps due to various sets of
compensating biases or errors.

We now turn to the main question of this reseandrat do we gain when we select a simplified
chemical mechanism? The primary thing we gainascpability to simulate longer periods of time, or
to include more members in an ensemble, in prapott the simplicity of the mechanism. Our results
show that, without any optimization of the codes BRH mechanism is ~ 100% faster than the MO
mechanism, and the SF mechanism is up to 200% thste the MO mechanism (Table 1). We feel
that the capability to run three SF simulationstha price of one MO simulation under differentssaft
initial conditions, for example, can extend themfifecation of parametric uncertainties which isgely
unavailable to the most complex and most computalip demanding mechanisms.

For instance, there are many research frameworksenthe “three-for-one” advantage of the SF
mechanism could be utilized with the MO mechanisraltow for an expanded exploration of
parametric uncertainties that would not otherwisatailable with the MO mechanism alone. One
simulation of a 5- or 10-year time slice with th®Nhechanisms could be combined with three
simulations of the SF mechanism, one matching #narpeters of the MO mechanism (in order to
provide a consistent baseline), and the other typtoeing other parameter spaces (e.qg. differeriaini
conditions, or different emission scenarios). Télelishment of a baseline comparison is partiular
important, since the SF mechanism is a simplifietimanism, and should not be blindly trusted to
reproduce the behavior of more complex mechanibasexample, if a research group is interested in
precise estimates of ozone concentrations in regidrere the biogenic influence is significant, 8te
mechanism would prove insufficient. The RH mechanisay be sufficient, but the more modest
increase in computational speed — a “two-for-ord/amtage over the MO mechanism — may not be
enough to justify the simulation. If, however, fteenomenon of interest can be shown to be withén th
SF mechanism capabilities (e.g. simulating regi@eale ozone, as shown in this paper), the “thoee-f
one” advantage of the SF mechanism is readily &pparhe SF mechanism may be particularly
desirable with chemistry-climate simulations at@gspatial resolutions.

In addition, the selection of a simplified mechamiallows for the capability to easily and
efficiently test new forms and new representatiminshemistry without the need to painstakingly
update and test all possible interactions of amjtah within a complex mechanism. For example, in
this study, we added a simplified PAN angO¥representation to the SF mechanism (Figure 8 atml 9
see how it improves the simulations. This exeroféered a significant capability to test, simulaeagd
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further learn about improving atmospheric chemistgnputations. This demonstrates that a hybrid
approach (or tiered approach, as recommended ittdlust al., 2015) — in which complex and trusted
chemical mechanisms are used to evaluate simplfiechanisms that can run for longer periods or
with increased ensemble members — has the potémtiedximize computational capabilities and to get
the most out of atmospheric chemistry modeling.

Furthermore, the selection of a simple chemicalhmeism — especially when used in
conjunction with more complex mechanisms withiroagistent modeling framework — allows for
better quantification of the uncertainties, andridative importance, of particular pieces of the
chemistry. Here, for instance, the SF mechanisepsasentation of biogenic species chemistry is
insufficient to adequately represent equatoriatiteasses, but the reduced form RH mechanism is
nearly as capable as the MO mechanism over masinegnd most species. This begs the question: is
there a representation of biogenic chemistry somsesvhetween the RH and the SF mechanisms that
can approach the efficiency of the SF mechanisntlamdccuracy of the RH mechanism? We hope that
future research will address this question, as agbthers, such as more globally oriented research
pertaining to ozone budgets and the interactiowéat OH and CHlifetime. In addition, comparisons
of chemical mechanisms of different complexitiag] particularly where the simplified mechanisms
fail, could potentially identify regional chemiaagimes. For instance, the SF mechanism cannot
adequately represent the chemistry of equatoriakts (Figure 7), and the spatial regions thatdail
simulate ozone chemistry are similar to the spditittibution of the tropical forest chemical regim
identified in Figure 4 of Sofen et al. (2016), whigtilized a statistical clustering technique teridfy
chemical regimes. Finally, the capability to exaenatmospheric chemistry complexity in a step-wise
fashion could also be utilized to bridge the gafwken the most complex 3D chemical models and the
more efficient models utilized by the Earth Modefdntermediate Complexity (EMIC) or Integrated
Assessment Model (IAM) communities.

5 Conclusion

In this study, we have compared three chemical am@sms of different levels of complexity
within the CESM CAM-chem framewolflor present-day chemical and climatological cdodi& We
conducted 25-year cycled emission simulations nddgdVIERRA meteorology with the standard
tropospheric MOZART-4 (MO) mechanism of Emmonsle{2010), the Reduced Hydrocarbon (RH)
mechanism of Houweling et al. (1998), and the Stjaest (SF) mechanism of Cameron-Smith et al.
(2006). The RH mechanisis roughly twice as efficient as the MO mechaniand the SF mechanism
is roughly three times as efficient as the MO maddma, without any code optimization. As much as
possible, we kept the parameterizations consistenaiss all mechanisms, although we had to remap
some of the MO mechanism species to match up Wi&hRH mechanism species.

We examine present-day chemistry with MO, RH, aRdB®th MO and SF have been
compared in other model intercomparisons, includamgreindustrial conditions (see the Supplemental
Material for additional information). We hope thihé analysis presented in this paper, and the
availability of the mechanism files (Supplementadtitial) will provide a baseline for continuing
research of both the RH and SF mechanisms.
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We find that all three mechanisms successfullywapsurface ozone values at the larger spatial
scales, but at smaller spatial scales, and espewi#tin the Northeastern US, all three mechanisms
have surface ozone biases when compared to CASTKEdrvations, but that the mean values for all
three mechanisms are consistent with each ottevatiety of spatial scales. The SF mechanism
simulations show larger ozone variability than @ and RH simulations, although when normalizing
the distributions to account for the known ozoresbs, the SF mechanism represents the shape and
spread of the ozone distributions better than tiled RH mechanisms, when compared to the
CASTNET observations (Figure 5).

The RH mechanism is in close agreement with therM@hanism for nearly every metric we
examined, and any differences tend to be minoh(lptagnitude and in spatial extent). The SF
mechanism simulates higher Nénd lower CO than the MO mechanism, and the tiiations are
particularly large in the winter season. In additithe SF mechanism deviates from the MO mechanism
over regions of high biogenic emissions, such asigial Africa and South America. These large
deviations within the SF mechanism are likely aultesf the simplicity of the mechanism, and
especially the lack of biogenic species chemiséiyoind a single-species, two-reaction representation
as well as a lack of PAN and:®s chemistry (Figures 8 and 9Jhe SF mechanisms do not include
NOs, which may also explain some of the nighttime ésas-uture simulations in which N©hemistry
is added to the SF mechanism may correct someeséthiasedlVe also find that although the SF
mechanism differs in the magnitude of the estimatazhe from the other two mechanisms, the
simulated ozone variability is similar in all threeechanisms (Figures 4 and 10).

We find that there are significant gains that camdalized by a research approach that utilizes
simulations with both a complex and a simplifie@gtical mechanism where the complex mechanisms
are used to provide a more-trusted chemical réssiitecially for the mean values) and the simple
mechanism could be used to efficiency simulatedonigne periods to better understand the roles of
meteorological variability. The capability of th& & echanism to simulate adequate chemistry with
interactive meteorology is not examined here, herdoupling of the SF mechanism with modal
aerosols, which is left for future research. Thesellts encourage revitalizing or creating simetfi
chemical mechanisms within individual modeling feamorks, and examining the structural
uncertainties that exist between different modeth vegards to simplified chemical mechanisms.

Finally, we note that there are many inherent uaggies associated with the use and
comparison of chemical mechanisms and climate-céteyrsimulations, many of which are inherited
with the adoption of a particular model. The CESMMGchem model has been used extensively to
examine a variety of climate and chemistry phen@nand uncertainties that arise from the individual
choices made during the historical developmenhisf¢hemical model (see Brasseur et al., 1998;
Hauglustaine et al., 1998; Horowitz et al., 2008jrfson et al, 2007; Emmons et al., 2010) are still
present in the CESM CAM-chem modeling frameworkhsas which scheme or parameterization was
to be included and the specific metric and methaglpbf tuning the climate model to historical data
(see Hourdin et al., 2017 and references thergintyre simulations using different model versiars,
different choices of parameterizations, schemesgsstoms, and other input datasets will need to
examine the impact of those choices on the simiiieltemical uncertainty and compare these to the
uncertainty that arises from the selection of tiffeint chemical mechanisms presented here.
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Code Availability

CESM CAM-Chem code is available through the Natid@enter for Atmospheric Research /University Cogpion for
Atmospheric Research (NCAR/UCAR) website (http:/imaesm.ucar.edu/models/cesm1.2/), and this projece no code

modifications from the released model versibhe chemical mechanism files for both RH (reduced hydrocarbon.in)

and SF (superfast.in) are available on M assachusetts I nstitute of Technology serversat:
http://dspace.mit.edu/handle/1721.1/114993.
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Data Availability
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g doi)

Massachusetts Instltute of Technoloqv serverst'au /hdspace mit. edu/handle/1721 1/114993
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Abbreviation MO RH’ SF”
Full Name MOZART-4 Reduced Hydrocarbom Super-Fast
Primary Citation Emmons et al. (2010) Houwelling et al. (1998) Cameron-Smith et al. (2006)
Total Tracers 103 65 (89) 15
Total Reactions 212 127 (202) 30
Keac:(:.l,li 1:: ‘lj‘lv‘ll\’u, 108 28 )
core hours / simulated year 615 319 165 (204)
simulated years / day 2.5 4.8 9.3(7.5)
Efficiency (compared to MO) 1.0 1.9 3.7 (3.0)
*: unmodified RH listed in the parenthesis
**: SF + Bulk Aerosol Model (BAM) included in parentheses
Abbreviation MO RH' SF” | %;Ir‘;mﬁgste[s"flitz g;rse;?r?gits)e(which is
Full Name MOZART-4 Reduced Hydrocarbom Super-Fast ! only one side)
Primary Citation Emmons et al. (2010) Houwelling et al. (1998) Cameron-Smith et al. (2006) |
Total Tracers 103 65 (89) 15 !
Total Reactions 212 127 (202) 30 |
Reactions in NHMC Chemistry 108 28 2 L
core hours / simulated year 615 319 165 (204) |
simulated years / day 2.5 48 9.3 (7.5)
Efficiency (compared to MO) 1.0 1.9 3.7 (3.0) /
*: unmodified RH listed in the parenthesis !
**: SF + Bulk Aerosol Model (BAM) included in parenthesis !

Table 1: Summary and comparison of the MOZART-4 (MO), Reduidgdrocarbon (RH), and Super-
Fast (SF) mechanisms included in this paper. Alsrwere conducted on the NCAR Cheyenne system

5
with 64 CPUs on 2 nodes without any load optimaatiand the values in this table represent the cost
of the entire CESM CAM-chem model, not just theralstry component. In this study, we removed
many stratospheric species (see text), so we iadbath the modified and unmodified (in parentheses)

RH mechanisms. The MO and RH mechanism include BAM.
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5

[ppbv] [ppbv] [ppbv] [%] [ppbv] [ppbv] [ppbv] [%]
. Standard g 90th 99th "
Mean Median Deviation Variability Percentile Percentile 99th - 90th Percentile

MO 32,6 32.6 0.93 2.86 33.8 353 1.52 105

Global RH 33.9 33.9 0.98 2.90 35.2 36.4 1.25 104
SF 31.5 31.4 1.12 3.57 33.0 34.1 1.07 103

CASTNET|  56.1 55.8 5.65 10.1 63.4 71.0 7.60 112

po— MO 56.7 56.6 3.08 5.43 60.6 64.4 3.82 106
RH 57.7 57.6 3.23 5.60 61.8 65.9 4.10 107

SF 53.4 53.3 3.59 6.72 57.9 62.8 4.87 108

CASTNET| 56.4 56.0 6.41 11.4 64.5 733 8.78 114

— MO 58.6 58.4 5.77 9.85 66.1 72.8 6.70 110
RH 59.7 59.5 6.06 10.2 67.5 74.7 7.17 111

SF 56.5 56.1 7.12 12.6 66.0 74.8 8.77 113

CASTNET| 574 56.9 7.42 129 66.6 78.1 11.4 117

— MO 74.4 73.7 11.4 15.4 89.8 104 13.8 115
RH 76.0 75.1 11.9 15.6 92.0 107 14.8 116

SF 72.6 71.3 14.5 20.0 91.8 114 21.9 124

NEUs |CASTNET[ 597 59.3 11.1 18.6 73.9 86.9 13.0 118
single orid MO 84.9 85.4 12.8 15.1 101 115 13.7 114
. gcelf" RH 86.1 86.2 13.2 15.3 103 117 14.4 114
SF 99.6 97.3 25.6 25.7 133 171 38.2 129

over the indicated regions in the US. Additionagioas can be found in Supplemental Table S3.

30

g

Comment [NES3]: Same comment as
on ACPD paper — should you alter the
acronym here?




0, DJF

0, JJA

CO DJF

CO IJA

NO, DIF

NO, JJA

Figure 1. Maps of DJF and JJALHCO, and NQfor MO, the difference between RH and MO, and
between SF and MO for the year 2015. The chemiui#d are in ppb. Please note the difference in the

5 chemical scales for each panel. Cool colors fodifference panels indicate MO is higher, and warm
colors indicate that RH or SF is higher.
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Figure 2: Taylor-like diagrams comparing the mean and caticiaof the seasonal cycle between

observations (present-day ozonesonde climatolodymés et al., 2012) from 1995 to 201dr different

regions (Tropics, Mid-Latitudes, and High-Latitulasd different pressure levels (900 hPa, 250 hPa,
5| and 50 hPg)as in Figure 12 of Tilmes et al. (2015)) and datians (red: MO, blue: RH, green: SF).
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in ppb. Please note the different vertical axisach row. Cool colors for the different panels datk

5 MO is higher, and warm colors indicate that RH BriShigher.
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Figure5: Surface JJAM8HMDAS Os boxplots for the 1991 — 2014 data for CASTNET yyr&1O
(red), RH (blue), and SF (green) averaged ovevdhnieus regionsPlots g, h, and i are individual grid
cells from within each region (38.8° N and 87.5Talg, 38.8° N and 80.0° W for h, and 33.2° N and

85.0° W for i).Global boxplots are included along with the Coauital US. The units are in ppb, and
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Figure 6: The relative difference (%) between thé"3®rcentile and the 8tpercentile of JJA
| BM8HMDAS O; for CASTNET and the three mechanisms over thrgiene as a function of
5 increasing length of simulation, from 1 day uphe full 25 years simulated. The vertical bars iathc
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Figure 7: R? values calculated at every grid-cell (for the #80 1991 2015DM8HMDAS O; JJA
5 time series) for MO and RH (left) and MO and Skgtt).
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Figure 10: Scatterplots comparing model results to observat{tmo center columns) and to each other (two outer
columns). Global regions (left) compare model risstd ozonesondes (JJA averages), while regiorsnittie US
| (right) compare the model results to CASTNET swefabservations (JJBMSHMDAS O,). For the model-to-model
5 comparisons, grey symbols additionally compareyegéad cell in the model output. The numbers intkcihe slope
(upper left) and Rvalues (right) for each region. Each panel isledbevith the following convention: “y-axis” vs “x-
axis.”
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CO NO NO2 SO2 C2H4 CH20 | CH3CHO |TOLUENE NH3 ISOP C10H16 OLE PAR
Cco 1
NO 1
NO2 1
SO2

BIGALK

BIGENE

C2H4 1

C2HS50H
C2H6
C3H6
C3H8

CH20 1
CH3CHO 1
CH3COCH3

CH30H
MEK 3
TOLUENE 1
NH3 1
ISOP 1
CI0H16 1

Supplemental Table S1:Mapping of MOZART species (rows) to the lumped ReamstliHydrocarbon mechanism species
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(1)
(i)
(111)
(iv)
(v)
(vi)

(1
(2)
(3)

4)

(5)
(6)
(7
(8)
9

(10)

(11)
(12)
(13a)
(13b)
(14)
(15)
(16)
(17a)

(17b)

(18)
(19)
(20)
(21a)
(21b)
(21c)
(22)

Photolysis Reactions

Reactant Products Relation to Emmons et al. (2010)
O;+hv — 20H simplified, includes reaction or'O(lD) with HO
H,0; + hv — 20H identical
NO; + hv —  NO+O0; simplified, O — O;
CH,0 + hv — €O+ 2'HO, identical
CH,0 + hv - €O simplified, no H;

—

CH;OO0H + hv

Gas-Phase Reactions

CH,0 + HO, + OH

simplified, H — HO;

Reactants Products Rate Relation to Emmons et al. (2010)

0;+OH —  HO;+ 0, 1.70E-12-exp(-940/T) identical

HO, + O, — 20,+OH 1.00E-14-exp(-490/T) identical

HO,; + OH —  H0+0,; 4.80E-11-exp(250/T) identical

HO, + HO, o H0,+0; (2.3E-13-exp(600/T)+ LTE33 (M- exp(1000T) (14 iy
1.4E-21-[H20]-exp(2200/T))

H,0; + OH —  H;O+HO, 1.80E-12 identical

NO + 0, —  NO;+ 0, 3.00E-12-exp(-1500/T) identical

HO; + NO —» NO,;+OH 3.50E-12-exp(250/T) different rates

NO; + OH + M —  HNO; ko=1.80E-30-(300/T)* ™, ki=2.80E-11; £=0.60 identical

CHy+ OH —  CH;0; + H0 2.45E-12-exp(-1775/T) identical
ko_m/(1+(ko_mvk,))0.6-exp((1/(1+log(ko_mk ) +K

CO +OH —  HO; ” simplified: no CO;, H — HO,, see note A
0/(1+(kO/K,._m)))-0.6-exp(( (1/(1+(log(k0/k,._m))*)))

CH,0 + OH —  CO+H;0+HO; 5.50E-12-exp(125/T) rates identical, simplified: H — HO,

CH;0; + HO; —  CH;O0H + 0, 4.10E-13-exp(750/T) identical

CH;OO0H + OH —  CH;0;+ H0 2.70E-12-exp(200/T)

in combination, equivalent

CH;O00H + OH —  CH;0 + H,0 + OH 1.10E-12-exp(200/T)

CH;0, + NO —  CH,O + HO; + NO, 2.80E-12-exp(300/T) identical

CH;0; + CH;0; —»  2:CH;O + 0.80-HO; 9.50E-14-exp(390/T) different rates, simplified: 1 reaction instead of 2

H,O0 + NO; —  0.50-HNO; 4.00E-24 no equivalent in MOZART, see note B

DMS + OH — SO, 1.100E-11-exp(-240/T)

& . 2.00E-10-exp(5820-[M] )/ different, see note C

DMS + OH — 07550,
((2.00E29/[02]) + exp(6280-[M]))

OH +50;+M — SOy k0=3.30E-31-(300/T)**; ki=1.60E-12; £=0.60 different, see note C

H,0, + S0, — S04 aqueous chemistry (see note D) no equivalent, see note C

0;+S0; — SOy aqueous chemistry (see note D) no equivalent, see note C

ISOP + OH —  2:CH;0, 2.70E-11-exp(390/T)

ISOP + OH — ISOopP 2.70E-11-exp(390/T) different, see note E

ISOP + OH —  ISOP + 0.5-OH 2.70E-11-exp(390/T)

ISOP + O, —  .87°CH,0 + 1.86:CH;0; + 0.06'HO; + 0.05-CO 5.59E-15-exp(-1814/T) different, see note E

NOTES:

A: For rate: ko = 5.90E-33+(300/T)1.4; k.. = 1.10E-12+(T/300)1.3; ko_m = ko*[M]: k0 = 1.50E-13+(T/300)0.6; k,_m = (2.10E9+(T/300)6.1)/[M]
B: HNO; chemistry included only as reaction 8 and 16, with reaction 16 involving heterogeneous chemistry paramaterization
C: DMS chemistry limited only to reaction with OH (reaction 17), SO, production simplified to reactions 18 with OH and 19 and 20 with aqueous chemistry

(with a fixed pH in the cloud droplets)
D: Rate equations are included within the aerosol routines adapted from the MOZART-4 mechanism implimentation within CAM-chem

E: Isoprene chemistry paramaterized from UCI for ISOP + OH and from LLNL-IMAPCT for ISOP + O, see text for full details

Table S2:Full description of Super-Fast chemical mechanisroampared to the MOZART-4 mechanism of Emmons

5 etal. (2010). Reaction rates are written out éytlare of the Arrenhius form, or otherwise formeithtlf the reaction

rates are of the Troe form, they list the ko angddameters, as in Emmons et al. (2010). The dicgiibns made in



the SF are noted by indicating what species isingss modified when compared to Emmons et al. (20Chemical

species are the same as in Emmons et al. (2010).



[ppbv] [ppbv] [ppbv] [%] [ppbv] [ppbv] [ppbv] [%]
. Standard - 90th 99th .
Mean Median ———— Variability Pecintils Parsails 99th - 90th Percentile

CASTNET 49.9 49.6 4.82 9.66 56.4 61.3 4.87 109

WUS MO 54.9 54.9 3.37 6.14 59.4 62.4 2.99 105
RH 55.9 55.8 3.58 6.41 60.6 64.0 3.47 106

SF 50.5 50.5 3.22 6.38 54.7 57.8 3.15 106

CASTNET 57.3 57.0 7.57 13.2 67.1 76.9 9.77 115

MW US MO 71.0 70.7 11.03 1555 85.5 96.0 10.6 112
RH 72.6 72.1 11.26 15.5 87.4 98.8 11.4 113

SF 70.6 69.8 13.44 19.0 88.7 104 15.1 117

MW US CASTNET 62.4 60.6 14.5 23.2 81.7 104 22.7 128
sinele erid MO 84.6 83.8 16.2 19.2 106 126 19.4 118
gcellg RH 86.2 85.3 15.8 18.4 107 126 19.5 118
SF 85.4 82.5 22.4 26.2 116 149 32.8 128

CASTNET 515 513 8.18 15.9 62.3 71.9 9.64 115

SE US MO 60.2 59.5 9.22 15.3 72.5 83.7 11.2 115
RH 61.3 60.5 10.1 16.6 74.9 87.9 12.9 117

SF 58.6 57.8 11.4 19.4 73.9 87.1 13.2 118

SE US CASTNET 53.8 53.1 12.8 23.8 68.7 93.5 24.8 136
< . MO 83.4 84.7 19.1 22.9 107 124 17.3 116

single grid

cell RH 85.2 86.1 20.4 24.0 111 131 20.1 118
SF 83.6 82.1 27.0 32.3 120 153 33.1 128

Table S3:Summary Statistics for the Daily Maximum 8-Hour (M8) O; over the globe other regions, accompanying
Table 2. The last two columns indicate the diffeeshetween the %ercentile and the §(ercentile, expressed both in

absolute values (ppb) and as a percent.



10

15

20

25

30

Supplemental Description of the Super-Fast Chemicallechanism

The SF mechanism is in the CESM code archive asnanpported chemical mechanism, which can be aetlva
using the option ‘-chem super_fast_IlInl’. The SFchranism has been included in several model intevpawison projects,
including the ACCMIP (e.g. Lamarque et al., 20i8xomparison of stratospheric dynamics and ozoodugtion (Hsu et
al., 2013), a comparison of isoprene mechanismsoaode changes (Squire et al., 2015), and a multiahassessment of
surface ozone and observations (Schnell et al5R0he SF mechanism was also used to examineothef DMS within
ENSO (Xu et al., 2016). Here we briefly review fimelings of these four model inter-comparison pectge

The SF only simulates sulfate (§@nd not the other aerosols, so the SF mechanssmet included in many of
the ACCMIP aerosol comparisons (Lamarque et all320Nhile the inclusion of non-sulfate aerosol#wi the CESM can
be easily accomplished, there are two aerosol nesdigither bulk or modal) to which aerosols cowdabded, which was
beyond the scope of this project, so aerosol moalghbilities are not examined in the present study.

We now summarize the ACCMIP results as they pertaithe SF mechanism. Within the ACCMIP, the SF
mechanism has lower rates of ozone production assl tompared to the ACCENT models (biases of -24#6-22%
respectively), as well as low ozone depositionglné -38%) (Young et al., 2013). In this comparisnatural emissions
were not prescribed and different treatments ofeorefogy were used, which may account for some hef noted
differences. This results in a high bias for therezlifetime (+3 days, or +14%), as well as a lawree burden bias (-34 Tg,
or -10%) (Young et al., 2013). In addition, the ratsdthat showed similarly low ozone production &s$ rates have lower
emissions of VOCs. The SF mechanism falls withia #CCMIP range for human health results due to ezexposure
(Silva et al., 2013). The SF mechanism simulatedli850-2000 changes in the tropospheric ozone colithin the range
of the ACCMIP models, and projected changes toottene radiative forcing for future RCP scenariadell within the
ACCMIP range (Stevenson et al., 2013). However cideulated historical change in ozone RF fell migof the ACCMIP
range (+20% bias). The SF mechanism also has abiéghfor global-mean OH (+16% compared to the AGEIvhean)
and a low bias for the calculation of the methafetiine due to OH oxidation (-14%) (Voulgarakisagt 2013).

The SF mechanism was tested against MOZART by Hsal. 2013) who concluded that the selection of a
chemical mechanism was only a secondary influemcéhe stratospheric chemistry since they used eatined scheme.
However, the SF mechanism did produce a lessf&thtropopause and a warmer troposphere due jatgehe impact of
ozone forcings on the simulated dynamics and thdymamics. Unfortunately, the Hsu et al. (2013) wsialhad a bug with
their SF simulations, which resulted in the aer@sat being communicated to the cloud nucleatiatimes, but this didn't
affect their conclusions on the sensitivity of #imtosphere to uncertainty in the @hotolysis cross-section.

Squire et al. (2015) compared the SF isoprene seheith three other schemes of much greater contglekhey
concluded that the “1-species, 2-reaction” isopreckeme from the SF mechanism, as simple as i$ ipreferable to
neglecting biogenic chemistry entirely, althougle t8F mechanism shows the highest biases in regwbese isoprene

chemistry is important for simulating accurate aza@oncentrations. They also explored some of therdiiases within the
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SF mechanism scheme, which include: (1) under hghrene conditions, the SF mechanism overestin@e€) under
low-isoprene and low-NQconditions, the SF mechanism overestimatgg¥) due to the simplicity of SF mechanism, HO
is sequestered into the organic hydroperoxides,nagithyl hydroperoxide (C¥DOH) has low reactivity, which results in
high levels of the peroxy radicals, an enhancesl 0hiICHO, + NO, and therefore a high bias (up to +80%) foore; and
(4) the NQ lifetime is too short, except in high-N@mission regions. They conclude that the additiba PAN formation
scheme would significantly improve the;y @istribution. Finally, they find that many of tleerors described above largely
cancel each other out, which results in the glgballeraged @bias for SF mechanism to be small (-2.6% compsoate
Master Chemical Mechanism).

The SF mechanism has a known anomalous annual (sggeSchnell et al., 2015), in which peak ozormiccin
March/April rather than May. In the main article sleow that this anomaly exists at global scalesnbtiwithin all regions.
In addition, the size and extent of ozone pollutipisodes is anomalously high, and these largetgwmaeur mainly in the
springtime (Schnell et al., 2015). Interestinghg ISF mechanism outperforms many of the more stiqdtisd mechanisms

in simulating the observed summertime diurnal cyateozone (Schnell et al., 2015).
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