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Abstract. The Diat-HadOCC model (version 1.0) is presented. A simpdeime ecosystem model with coupled equations
representing the marine carbon cycle, it formed the oceageloichemistry sub-model in the Met Office’s HadGEM2-ESHtart
System Model. The equations are presented and described,inldéng with the underlying assumptions, and particalar
tention is given to how they were implemented for the CMIRBdations. Results from the CMIP5 Historical simulation
(particularly those for the simulated 1990s) are shown amdpared to data: dissolved nutrients and dissolved inacgzan-
bon, as well as biological components, productivity anddiiXWhere possible, the amplitude and phase of the predicted
seasonal cycle is evaluated. Since the model was develomegblore and predict the effects of climate change on thénmar
ecosystem and marine carbon cycle, the response of the itaoithel RCP8.5 future scenario is also shown. While the model
simulates the historical and current global annual mearesirCQ flux well, and is consistent with other modelling studies
about how that flux will change under future scenarios, sgwarthe ecosystem metrics are less well simulated. The tota
chlorophyll is higher than observations, while the primargductivity is just below the estimated range. In the CM##&-
ulations certain parameter choices meant that the diatochshee misc-Phytoplankton state variables behave mordasiyni
than they should, and the surface dissolved silicate cdratén drifts to excessively-high levels. The main stauat problem
with the model is shown to be the iron sub-model.

Copyright statement. Crown Copyright, Met Office

1 Introduction

The recent publication of the 5th Assessment Report of Wgridroup 1 of the Inter-Governmental Panel on Climate Change
(IPCC, 2013) includes analysis of four possible future acieis of how the global climate might change over the next few
decades in response to anthropogenic emissions of carbaiei(CG) and other anthropogenic influences (e.g. changes
to land use). These future scenarios are informed by thétsesiuthe 5th Climate Model Intercomparison Project, CMIP5
(Taylor et al., 2012), for which 47 different climate modeds one or more of the scenarios. Models are of course anta®sol

necessity for predicting future climate, since no obsésatcan exist.
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The number of general circulation models (GCMs) availablsttidy climate has increased rapidly in recent years, and th
range of processes and feedbacks that they can represaddhscome more comprehensive. Initially there were jugsioal
models, describing the circulation of the atmosphere aadtean and how those circulations redistributed and sterad as
well as the response of the system to rising atmospheric TRe first coupled climate model to include representatadiise
land and marine carbon cycles, including terrestrial vati@t and soils and marine ecosystems and capable of refirese
their basic feedbacks on the climate, was HadCM3LC (Cox.g2@00). In that model, the terrestrial vegetation was idesd
by the TRIFFID model (Cox, 2001), while the chemistry of aarbdioxide in sea-water and the marine ecosystem were
described by the Hadley Centre Ocean Carbon Cycle (HadO@@dghiPalmer and Totterdell, 2001). The latter is a simple
Nutrient-Phytoplankton-Zooplankton-Detritus (NPZD) ded, using nitrogen as the limiting element.

A brief overview of Met Office model nomenclature is usefuldnélhe Met Office modelling system used (over a time period
of several decades) for climate studies and for numericatheg prediction is known as the Unified Model, and the cadiple
climate models exist as various versions of it. The HadCM3h@del mentioned above featured a lower-resolution (L")
ocean sub-model than the HadCM3C model, which itself wasrtbmber of the HadCM3 family of coupled climate models
(Gordon et al., 2000; version 4.5 of the Unified Model) thattfeed an interactive carbon cycle ("C") in the atmospheme,
land and in the ocean. The HadGEM2 family of climate modelse(ladGEM2 Development Team, 2011), a development
of HadCM3 with enhanced resolution and improved paransgttans that was used for CMIP5 simulations, was version 6.6
of the Unified Model. In particular HadGEM2-ES (Collins et @011), featuring active Earth System components inotydi
version 1.0 of the Diat-HadOCC sub-model, was version 6.6.3

The aim of this paper is to describe and validate version fitBeoDiat-HadOCC model, as used in HadGEMZ2-ES to run
simulations for the CMIP5 experiment. Although the simiglas were run several years ago this decription of the madel i
important as a record and can inform other modellers of piatgrarameterisations that succeeded (or not) here. Titieqs
are presented and described in detail, and reasons arefgivegrtain choices made in the representation of processii
the values of parameters. Where potential other uses of tdelnf@g. in ocean-only simulations forced by re-analysisd)
differs from its use here, this is mentioned. The publickgiable model output submitted to CMIP5 is used to evaltia¢e
model, and its successes and weaknesses discussed.

2 Description of the Diat-HadOCC model, version 1.0

As shown in Table 1 and Figure 1 the Diat-HadOCC model hatethirbiogeochemical state variables, representing tlisee d
solved nutrients (nitrate, silicate and iron), two phyt)ton (diatoms and misc-Phyto; plus diatom silicate),zoaplankton,
three detritus compartments (detrital nitrogen, carbahsdlicon), dissolved oxygen, dissolved inorganic carbo akalinity.
"misc-Phyto(plankton)” refers to the "Miscellaneous RIipyankton" term used in the CMIP5 database, i.e. any phatdgon
that is not specified to be a particular functional type. A# state variables are advected by the ocean currents aed tnyx
physical processes such as the isopycnal diffusion, diegydiffusion and convective mixing. The biogeochemicalqasses
that affect the biogeochemical state variables are showowhi@ basic form, with greater detail on the processes given
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subsequent paragraphs. In the following equations all flowdody (point) processes except those in [ square brdakbkish
are biogeochemical flows across layer interfaces.

dDIN
dt = phresp + dmresp + phmort . fnmp + dmmort fnmp+ grZpinN + ZPlin + ZPmort 'fzmrt
+ dtnremin + dtnbedrmn - phPP - deP (1)
dSi
% - dts'ircmin + dtSibedrm7L - deP RQ% (2)
dDIC
dt - phresp : RCP;}; + dmresp : RC%ZL + phm,ort . fnmp . RCPE}:L + dmm,ort . fnm,p : Rc’é:? + grzpic
+ 2Plin - RCZQZ;L + ZPmort - fzmrt RCZQ;Z + dtcremin + dlchedrmn + crbnt
—phpp- R} — dmpp- RE" + [CO2,/] (3)
dTAlk dDIN
= 2.crbnt — 4
dt o dt @
dO: dDIC
dfy = [Ozygss] — (dt — crbnt — [COQan])~ co0 + resetOq (5)

The terms in Equation 1 show that the concentration of diggsbinorganic nitrogen is increased by, in order: a releése o
nitrogen associated with respiration by misc-phytoplanktto keep the cell's molecular C:N ratio constant: Equabd);

a corresponding release associated with diatom respir@iquation 53); fractions of the nitrogen released by theinah
mortalities of misc-phytoplankton and of diatoms (the m&fsthe nitrogen in each case passes to sinking detfitt¥, see
Equations 57 and 55); a release of nitrogen due to grazingdyylankton on misc-phytoplankton, diatoms and detritucgig=

tion 51); losses from zooplankton (mainly associated wépiration; Equation 58); a fraction of the loss due to zaokion
mortality (natural and due to unmodelled grazing by highaphic levels; Equation 59); and nitrogen returned to tissalived
state by the remineralization of sinking detritus in theevatolumn (Equation 63) and at the sea-floor (Equation 68j-C
versely, the final two terms show that the concentration @atesed by uptake by misc-phytoplankton and diatoms to fuel
photosynthesis and primary production (respectively Eqna 26 and 27). The processes of nitrogen deposition fhaat-
mosphere, inflow from rivers and estuaries, release fromeeds, nitrogen fixation and denitrification are not in@ddn the
Diat-HadOCC model.

Equation 2 shows that the concentration of dissolved $dicaincreased by the dissolution of detrital silicate ie tater-
column (Equation 65) and at the sea-floor (Equation 68),anihis decreased by uptake by diatoms to produce opalinésshel
in association with growth (Equation 27; the Si:N raf®};? is a function of the dissolved iron concentration following
Equation 9). As with DIN, there are no inputs/losses of Sirffto the atmosphere, rivers, estuaries or sediments.

Each of the processes increasing or decreasing the digsobuganic nitrogen concentration has a counterpart titaéases
or decreases the dissolved inorganic carbon concentr&mumation 3 shows those processes and also the two protkases
affect DIC, namely the formation and dissolution of solid calcium caxdte ¢rbnt, Equation 80) and the air-sea flux of €O

(Equation 81). Apart from the air-sea flux of G@here are no other inputs/losses of inorganic carbon tot¢kar
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In this model, biologically-mediated changes to the tolishinity are associated with either the formation and dlisson

related to the alkalinity. Because the carbonate(ltoj?g+ has two charges the change in the alkalinity duerteit is double
the change irDIC, and of opposite sign. Although uptake by phytoplanktonisgalved nitrate does not directly change the
alkalinity it is usually associated with a balancing rekeatO H ~ ions which does change it (Goldman and Brewer , 1980). In
the model all theD I N taken up is assumed to be nitrate, but in the real ocean sothe ofitrient will be dissolved ammonia,
NH;, which is associated with a releaseBf~ ions that change the alkalinity in the opposite sense tathe" ions; the
model’s omission of ammonium ions is not a great problem gdfzat is taken up for growth will likely have been produced
locally shortly before, given that ammonium has a shortdeste time in the upper water-column.

Dissolved oxygen is included in the model as a diagnostaetrats concentration is changed biological processewédls
as physical and chemical ones) but does not affect any otbdelhstate variable. It has particular value as a diagnostice
respiration of organic matter at depth in the water-colubut,also allows for the simulation of oxygen-minimum zoreasg
their evolution under climate change. It is assumed for tbdehthat all respiration of organic matter is aerobic, sodhme
O:C ratioR:52 can be used for all ecosystem processes, including botkeiptad release @,; the second term in Equation 5
(i.e. within the large brackets) connects such oxygen fltxéisose of organic carbon. The first term in that equatioateslto
the air-sea flux of oxygen. The third termgsetO-, is included to prevent the dissolved oxygen concentrajmng negative:
at the end of each time-step, if the combination of physicaiefs and biological processes have taken the concentrataoy
grid-cell below zero, the concentration is re-set to zewgbthe amount that has been added to the model recorded. Turarcol
inventory of such re-set additions is calculated and sate#tafrom the surface layer; because that layer is in cloggacbwith
the atmosphere this adjustment should never reduce thecsucbncentration to zero (and in the CMIP5 simulations meve
came close to doing so anywhere). This approach was adaptéé imodel primarily to prevent negative concentrations of
dissolvedO, while conserving the globaD, inventory, but it can be loosely related to real-world pss=s: in the model
aerobic respiration continues at a rate independent of tigem concentration, but in low-oxygen zones in the reahoce
anaerobic respiration that is slower and that producesanethather than COwould replace it. The methane produced will
mix along isopycnals and vertically, and while some willagse to the atmosphere and some will be oxidised tg @@eep
but more oxygen-rich waters a major location for its oxidatis in the surface ocean, removing ffom the water there.

2.1 Diatoms and misc-Phytoplankton

dPh
W = phPP - phresp - phmort - phgrz (6)
D
dditm = deP - dm7'esp - dmmort - dmgrz - [dmsznk} (7)
DmSi
d dn;SZ = deP Rﬁ% - dei’mm't - deig7‘z - [deiSi’!Lk] (8)

In the model misc-Phytoplankton and Diatoms are both ¢fiedtby their nitrogen content, and have units of mMol N
m~3. Their carbon contents are related to their nitrogen castby fixed elemental ratios, respectivel/,, and R,

c2n
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Equation 6 shows that, in terms of biological processesnilse-Phytoplankton concentration is increased by growith a
decreased by respiration, mortality and grazing by zodtam Equation 7 shows that the Diatom concentration isciased
and decreased by analogous biological processes, butitgadtly subject to sinking at a constant veloclty.,,, because of
gravity. Equation 8 describes the (analogous) biologicat@sses that increase or decrease the concentration lcfheghis
attached to living diatoms (Diatom Silicate), which is ataject to sinking (at velocity'p,,); since the ratio of silicon in
the diatom shell to nitogen in the organic tissue of the dimatell can vary Diatom Silicate has to be represented asiadtist
model state variable.

The growth of diatoms and misc-Phytoplankton (respectidel »p andphpp) is a function of the availability of macro-
and micro-nutrients, the temperature and the availalmfitight. The growth limitation by dissolved nitrate (and,the case of
Diatoms, also by dissolved silicate) in the model has a Hygderform, while that by dissolved iron is represented irfeedent
way. The effect of dissolved ironF{eT) in the Diat-HadOCC model is to vary certain parameter \&ltdle assimilation

numbers (maximum growth rates) for diatoms and misc-Pligidgon (respectively??™ and PL"), the silicon:nitrogen

m
Zp
mort*

ratio for diatomskZ1" , the zooplankton base preference for feeding on diatpmpy,,, and the zooplankton mortalify
(Note that, because the base feeding preferences are sebfigqormalised so that their sum is 1, changing the peefss

for diatoms will mean the preferences for misc-Phytoplankind for detritus also change.) The dependence of zodplank
parameters on the dissolved iron concentration is not d&enio suggest a direct causal relation but rather a chantje in
types and species of zooplankton that dominate the ecosysten their phytoplankton prey-species respond to gréater
stress by becoming more silicified; larger phytoplanktdisaegith thicker and more protective shells will be less paltde to
predators and predated by larger meso- and macro-zooptasgecies, multi-cellular and with different life-cyclasd lower
specific mortality. Since there is only one zooplankton cartipent in the Diat-HadOCC model its parameters must change
to accurately represent this shift, and the parametesisatsed here was incorporated at an early stage, buildingdiere
unpublished work by the late Dr M.J.R. Fasham (pers. comagh®f the iron-dependent parameters has an iron-repliete va

(the standard) and an iron-deplete value, and the realeled at a given time and location will be:

FeT
Im= Hreplete + (Hdeplete - Hreplete )/ <]- + k > (9)
FeT

wherek . is a scale factor for iron uptake. In the CMIP5 simulationsusing HadGEM2-ES (with the Diat-HadOCC model
as the ocean biogeochemical component) only the valug-Bf varied (i.e. the iron-replete and -deplete values of theroth
parameters were set equal).

The growth-rate varies exponentially with temperaturevadiog to Equation 1 of Eppley (1972), normalised so thaadkf
rates occur at ZIC. However the Eppley study was informed by laboratory cakuwhereas in the real ocean phytoplankton
show significant adaption in their growth rates to their agertemperatures, so it is not clear that this relationshvalid for
global populations; therefore for the CMIP5 simulations using HadGEM2-ES the temperature variation of phytoinkt
growth-rate was switched off and the default values werd (ise. in the equation below ., was always equal to 1.

(PPh _ pPh)y DIN
pPh— [ pph 4 T md ~mr/ -MIN(l.O, om > 10
<”“ 1+ 2T Trems o ¥ DIN 0
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Dm Dm

(11)

( d m,r ) DIN S
PDm _ <PDm + m, s “MIN (10 fT . . )
m,r FeT ’ emp Dm Dm :
In the above equations the combined effects of the temperand the macro-nutrient concentrations is limited to aimam
factor of 1.0 to guard against excessively-fast growthéf water temperature should become very high (and the tetopera

factor is actively used).
2.1.1 The photosynthesis sub-model

The variation with light availability of the primary prodticn of each phytoplankton type is calculated using the petidn
scheme of Anderson (1993; hereafter TRA93). This modelpitdierential absorption of longer-wavelength light byveeter,

so that the spectrum of light available for growth is shiftedards blue deep in the euphotic zone. Note that consdguent
the light calculated and used for photosynthesis in thesetifans at a given depth will not be the same as that avaikable
the physics (for heating): the physics could easily be madesé the biological light field but does not do so as standard (
did not in the CMIP5 simulations). The functions also intggrproduction over a day, based on the noon surface ir@@lian
and the number of daylight hours (from Equation 5 of Plattleti®90). This is consistent with the once-daily frequency
of atmosphere-ocean coupling used in HadGEM2-ES (andqusli in HadCM3C), because daily-average light is passed
through the coupler and noon irradiance can easily be akalibiven the daily-average and the number of daylightdh@und
assuming, as Platt et al. did, that the light varies sinwlyidvithin the daylight hours only). Note that although tight will

stay the same for each time-step between couplings the fattters determining production (e.g. phytoplankton alaunoe:
and nutrient concentration) will not, so the productioneiscalculated every time-step and the appropriate prapodf daily
production added to the phytoplankton state variable (@2 for a 1-hour time-step). When the HadOCC model (which
uses the same productivity model) has been forced by 63hoewinalysis fluxes, for example, a daily-average irracban
field has been calculated and passed in for use in this sch&imen used in coupled models with shorter coupling periods,
either a running 24-hour average of irradiance could beutatied and the scheme used as designed (and as described in th
following paragraphs), or the daily integral part of theestte could be removed and instantaneous production calawsiag

the remainder of the scheme.

TRA93 built on earlier work by Morel (1988,1991) which messaithe absorption of light due to water and chlorophyllin 61
wavelength-bands, eachian wide, across the visible spectrum between 400 and700Considering six typical chlorophyll
depth-profiles TRA93 showed that the changing spectrumgbt kivith depth (due to red light being more readily absorbed
than blue) could be taken into account by splitting the watdumn into three depth-ranges, allowing the absorptioasach
depth range to be modelled by a different function of the pbyll concentration. It was found that the best-fittindgugon
put the boundaries between the rangesmataid 23n depth, and the parameters for the three functions publish€BRA93
related to those splits. However, since the physical oceageirin HadGEM2-ES (and also in previous Met Office GCMs,
including HadCM3) has layer interfaces atA@nd 20n the scheme was re-parameterised for depth-range bousdatlese

depths, and the model described here uses those new vahteshdvever that in other implementations of the Diat-Ha@OC
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model (e.g. Kwiatkowski et al., 2014) the original TRA93 aiaueter values are used; where a light-scheme boundanyn(at 5

or 23n) falls within a model layer that model layer is split in twothe appropriate depth for the purposes of calculating the

primary production, and the results from the two sub-lajgeteen combined to update the phytoplankton biomass, etc.
Using the notation of TRA93, the spectrally-averaged eattattenuation coefficient for layerwithin depth-rangd., &,

(units:m—1), is given by that paper’'s Equation 16:
kp=bor+bir-cntbor-c+bsp-cd+byp-ch+bsp-ch (12)

wherec, is the square-root ofy,,, the total pigment concentration in layer(units: mg m—2), and the re-parameterised
coefficient values; ; are given in Table 2. TRA93 assumed the chlorophyll biomasaways 80% of the total pigment
biomasg~ (the remainder being pheophytin) and the HadOCC and DiaicisC models make the same assumption.

A derived parameted”, required to calculate light absorption by phytoplanktsrthen calculated by finding its surface
valueaﬁG (TRA93 Equation 20) and integrating down the Water-coluﬂgfi being parameterised in terms©énd the depth
z (TRA93 Equations 21-23). The paper’s equations allow fer pfilgment concentration to have a depth-profile that varies
continuously with depth, but as implemented in Met Office G&the concentration is taken as being constant within a model
layer and changing suddenly at the depth-interfaces. TRA®8ved that this requires an offseti when crossing between
model layers: this offset is equal to the difference betwésé@ calculated using thé& for each layer.

The calculation (in layen) of the model variablestar,, which corresponds te” in TRA93, is performed layer-by-layer,
stepping down from the surface; the value is calculatedeatrtid-point of each layer:

astary = astarOg+0.5-dastar; (n=1) (13)

astar, = astar,_1+ (dastar,—1 + dastar,)/2+ astar0,, — astar0,_1 (n>1) (14)

whereastar, is the model variable corresponding to TRA98§:1, astarQy = astar0, and corresponds tmjfcl, dastarq
corresponds tdg(c, v) integrated over depth from the top to the bottom of layer 1vahdre

astar0,, = 0.36796 +0.17537¢, —0.065276¢> +0.013528¢> — 0.0011108¢, (15)
dastar,, = (gcofi+gcofa-cn+gcofs-c2 +gcofs-c2)- DLCOO, + (gcofs + gcofs - cn
+gcofr-c2)- DLCO1, + (gcofs + gcofy - ¢n) - DLCO2,, + gcofio - DLCO3, (16)
cn = GYP
Ph Dm
= 1.25(-¢ gfhf - Ph+ w%%th . Dm) (17)
v, = 1472,
DLCO0, = v,—Vp_1 (18)
DLCOL, = (vn-log(vn)—vn)— (Vp—1-log(vp—1) — Vn-1) (29)
DLCO2, = (v,-(log(vp))* —2v, -log(vn) +2vn) — (Vn_1 - (log(vn_1))? = 2vn_1 -log(vn_1) + 2vp_1) (20)
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DLCO3,, = (vn-(log(vn))?® —3vy, - (log(vn))? + 6vy -log(vn) — 6v4) — (Vn—1 - (log(vm_1))?
—3vp_1-(log(vp_1))? + 61 -log(vp_1) — 6V, 1) (21)

In the above equationgZ), , is the carbon to chlorophyll ratio (units: mgC mgCHJ, which is either calculated according to
Equation 28 or fixedwc is the molecular weight of carbon, 12.01 mg Mbj andZ,, is the depth (in metres) of the base of
layer n, withZ, = 0.0m. Note that theycof coefficients relate to they’ coefficients in TRA93’s Equations 18 and 21, but are
numbered in a different order, as shown in Table 3; in TRA®% tlvere ordered by the total exponentcaind» combined,
but the Diat-HadOCC model (like the HadOCC model) ordersithg the exponent af.

Based on TRA93's Equation 29 (itself derived from work déssul in Platt et al., 1990) the primary production for each
phytoplankton type)m or Ph) in layer n during a whole day can then be calculated usindexdfith-order polynomial. In
that equation, a quantity shown &sZ . - a7 - I, 5.1/ PE) is calculated; Platt et al.'s polynomial is fitted for valugfthat
quantity between 0.0 and 15.8 and the fitted function oseslavildly outside that range, but in the model the value ef th
corresponding quantity can be larger than 15.8. Therefoati@nal function with non-oscilliatory behaviour was @ahted
(Geoff Evans, pers. comm) which matches the 5th-order polyal at an input of 15.8 in both value and first derivatived an

this is used for higher input values. For phytoplankton typand layer n (of thicknesa,,):

solbio,, = solbion_1-exp(—kn-Ay,) (22)
psmazsy = PR/ 24 (23)
Vu. =« - astar,/psmazsy (24)
V, = V,-solbio,_1
V. = V,-solbio,
Va = MIN(15.8,V%)
Ve = MIN(15.8,V,)
Vi = MAX(15.8,V,)
V, = MAX(158,V,)
psynthy = i_ilaiw; ~vie (St ) Yentn b)) (25)

The values of the coefficientd and~ are given in Table 4. In the above equations,, is the maximum photosynthetic
efficiency @2 . in TRA93) and has the value 2.602 time$, the initial slope of the photosynthesis-light curve (Eipa26

in TRA93). PX is the maximum growth rate for the phytoplankton type aneiataking into account the temperature and the
nutrient limitations, as calculated in Equations 10 and sblhiog is the solar radiance just below the ocean surface. The total

daily production in that layer is then:
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dlh - pPm

wheredlh is the number of daylight hours at that location and time @fryendk is the attenuation coefficient calculated in
Equation 12. All terms in these equations (exc#pt and the constant) vary between layers. Where a number of layers are
part of a surface mixed layer at a given time-step the pradiuah those layers is averaged over those layers.

2.1.2 Carbon-to-chlorophyll ratio

The carbon to chlorophyll ratio for each phytoplankton tyRg, , ,, can either be prescribed or updated using a scheme based
on Geider et al. (1996,1997,1998). In the CMIP5 simulatioms using HadGEM2-ES the constant value§ ., , shown
in Table 5 were used. However, for completeness the timgn@ischeme as implemented in the Diat-HadOCC model is
described briefly.

Re-arranging Equations A1-A5 in Geider et al. (1997; haeza®97) produces (using that paper’s notation, includirg

(chl/C), so corresponding to the reciprocal of the ratio used inrttodel):

d0  kem (PS)? —a1g c —a ™6 chl _ pC
=g T 1—exp O —0-( P - | 1—exp PC —(R*™ = R") (28)

where G97'sP¢ corresponds to this modelB*, o corresponds te:\ - astar, I is the irradiance (in the middle of the

layer) andR°" and R“ are respectively the specific removal rates of chlorophydl @arbon from the phytoplankton. Finally,

ken is the ‘maximum proportion of photosynthesis that can beda@d to chl a synthesis’, but in a number of conditions is

equal to the maximunchl/C) ratio, and in this model it is represented byR3/ ;. ,..i,.-
The equation above has no analytical solutionffpand it is intended that the model should be able to operdtelamng

time-steps if required (up to 1 day), so a semi-implicit &ndtifference solution was foun%% is represented g9;1 —0;)/0t,

and theds inside the exponents take the vatlidi.e. the reciprocal of the value @t%, ,, from the previous time-step) while

those outside take the valde, ;. R is set equal tdL;X,, + 1LY ., - X (whereX is Ph or Dm as appropriate), ang“"! is

set equal taR® (so the difference is zero). Then a simple re-arrangementtssin a quadratic equation #y,; which can be

easily solved. The updated valueBf;_,, is then the reciprocal of the resultidgthough it can be necessary on occasions to

hmaz AR ot i

the surface mixed layer are averaged. As implemented, tleisasstored from one time-step to the next and not advected o

apply upper and lower bounds to the ratio, respectively, ). Ratios calculated in layers that are part of
mixed as a tracer; the change in the ratio due to biologicadgsses is much larger than that due to mixing with the ratio i
adjacent grid boxes. It would be possible to use the ratiala@doncentration of the appropriate phytoplankton typeréate

a phytoplankton-chlorophyll state variable which coulddavected and mixed as a tracer, but that is not how the scleeme i

currently used in the Diat-HadOCC model.
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2.2 Zooplankton and grazing

dZp
dt
Zooplankton biomass (quantified by its nitrogen conteniiéseased by the grazing (of misc-phytoplankton, diatont a

= grzzp — ZPlin — ZPmort (29)

detrital particles; see Equation 47) and decreased bydasssh as respiration (Equation 58) and by density-dep¢ipteda-
tion by the un-modelled higher trophic levels (Equation.59)

The grazing function used in the Diat-HadOCC model diffeosrf that used in the HadOCC model in that it uses a ‘switch-
ing’ grazer similar to that used in Fasham et al. (1990; Heee&DM?90). It is noted that some authors (e.g. Gentlmar.gt a
2003) recommend against using such a formulation becagse iead to reduced intake when food resources are incgeasin
The single zooplankton consumes diatoms, misc-Phytofan&nd (organic) detrital particles. As in FDM90 the readis

preferencelpr fx for each food type depends on that type’s abundance and drasieepreferenceésr fx :

dp{rfdenom = bPTfDm : Rl?zzl -Dm + prfPh : Rbré}:qb -Ph + prth : (ngtnN -DtN + ngtcC . DtC) (30)
bpr f m-RD’:j -Dm
dpr fom e (31)
bpr fpn - REI - Ph
dprer, = Lo (32)
bprfpe - (REIN - DtN 4+ RPYC . DtC
dp’I“th _ D th ( b2ndprfd b2c ) (33)
Rdfld

where, if My and M are the respective atomic weights of nitrogen and carbo®{l@nd 12.01 g Mol') and R_5, " is the
Redfield C:N ratio (106 Mol C : 16 Mol N), then th&},,- terms convert from nitrogen or carbon units to biomass uhis
allow the various potential food items to be compared:

E = (My+Mg-RETH -1
Rl = E-(My+Mc-RE) (34)
RR" = E-(My+Mc-REY) (35)
R = E-(My+Mc-RZ) (36)
RplY = E-My (37)
b2n
RPYC = E.Mq (38)
b2c

Note that the base preference values supplied (or caldéata function of iron-limitation)pr fx are normalised so that they
sum up to 1. The available food is:

food = dpr fpm - RE™ - Dm + dprfpy, - RER - Ph + dprfp, - (REEN - DN + REYC . DtC) (39)
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and the grazing rates on the various model state varialdges ar

defDm -Dm - 9maz * RbZQI;L ! Zp

dmgrs = 40
o Ysat + fOOd ( )
. defDmDmSngamRbZQp Zp
dmsige, = n 41
mSZg 9Isat + fOOd ( )
h _ defPhPhgmawaZQ[»)an (42)
Por= Isat + fOOd
dtn _ deth -DtN - Imazx R[,ZQZ; : Zp (43)
gr= gsat + fOOd
dprfoe- DIC - gmas - Ry, - Zp
dt rz n 44
Cg 9Isat + fOOd ( )

A fraction (1 — fin4s:) Of the grazed material is not ingested: of this, a fractfgn.s, returns immediately to solution
as DIN and DIC while the rest becomes detritus. All of the grazed diatoncat#® Dm.Si immediately becomes detrital
silicate DtSi. Of the organic material that is ingested, a source-deperfdaction (3%) of the nitrogen and of the carbon is
assimilatable while the remainder is egested from the zodqbdn gut as detrital nitrogeR¢ N or carbonDtC'. The amount
of assimilatable material that is actually assimilatedh®/zooplanktorgrzz, is governed by its C:N ratio compared to that of
the zooplankton: as much as possible is assimilated, wéthaimainder passed out immediately/asN or DIC.

QSSimN = fingst : (ﬂDm : dmgrz + Bph 'phgrz + ﬁDt : dtngrz) (45)
assimg = fingst : (ﬂDm . RC%T;Z : dmgrz + ﬁph ngz 'phgrz + ﬁDt . dtngrz) (46)
grzz, = MIN (assimN, “SZZTC> (47)
c2n

grzZptN - (1 - fingst) : (]- - fmessy) : (dmgrz + phgrz + dtngrz)

+ fi,ngst : ((1 - ﬂDm) 'dmgrz + (1 - ﬂph) 'phgrz + (1 - ﬁDt) : dtngrz) (48)
garzpec = (1 - fingst) : (1 - fmessy) : (Rg:? : dmgrz + RCPQZ 'phgrz + dthrz)

+ fingst : ((1 - 5Dm> ) RC%ZL : dmgrz + (1 - 6Ph) : Rg}:l 'phgrz + (1 - BDt) . dtcgrz) (49)
grzpisi = deigrz (50)
grzpiIN = (]- - fingst) : fmessy : (dmgrz + phgrz + dtngrz) + MAX (07 GSSimN - CLSZ;ZZLC > (51)

c2n

grzprc = (1 - fingst) . fmessy : (RCDQZL . dmgrz + R(};};L : phg’r’z + dthrz)

+ MAX(0, assime — assimy - RZE) (52)
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2.3 Other processes

The other loss terms for diatoms, misc-Phytoplankton amgtzmkton are:

dmpesy = 1T -Dm (53)
Phresy = II3L, - Ph (54)
AdMpmore = TIE™. . Dm? (55)
dmsimery = 1P™. . Dm-DmSi (56)
Phmort = TIL0%., - PR? (Ph > phunin)
= 0 (Ph < phmin) (57)
wpiin = 12 Zp (58)
Pmort = 2L Zp? (59)

In the above equationsh,,.,, is a set (low) concentration @?h below which the natural mortality of misc-Phytoplankton is
set to zero; the inclusion of this term was a pragmatic andsssry choice in an early version of the model to prevent ike-m
Phytoplankton dying out in certain parts of the seasondkecgthigh latitudes (it was not found to be necessary to gela
similar term for diatoms). It can be rationalised as repnéeg the ability of phytoplankton to enter a "cyst" statelancertain
stressful conditions. Although respiration involves aasle of carbon (as GPthe fixed C:N ratios used in the models for
misc-Phytoplankton, Diatoms and Zooplankton require arghg release of nitrogen from those model compartmeihts. T
"natural mortality" of both phytoplankton variables refé¢o cell-death, particularly including that caused by hinéections,
which will be density-dependent. The,, .., refers primarily to zooplankton losses due to predation tynodelled higher
trophic levels, and is the closure term of the modelled estesy.

2.3.1 Detrital sinking and remineralisation

dDtN
dt = phmo’r't : (1 - .fnmp) + dm'rnort : (1 - f’nmp) + grzptN + ZPmort * (1 - fzm'rt) + dmbed'rrw't
- dtngrz - dtnremin - [dtnsznk] (60)
dDtS'i
dt ! = deimort + grzptsi + deibedmrt - dtSiremin - [dtSisink] (61)
dDtC
dt = phmort : (1 - fnmp) : R(};};L + dmmort : (1 - fnmp) : RC%ZL + grzptc + ZPmort * (1 - fzmrt) : RCZQZ;

+dmbedmrt Rc’é?; - dtcgrz - dtcremin - [dtcsink] (62)

All detrital material sinks at a constant spéégl, at all depths. Diatoms (and its associated silicate) sinksanstant speed
Vpm at all depths. Detrital remineralisation (bft N and Dt(C')is depth-dependent, the specific rate varying as the i@zpr
of depth but with a maximum value. This functional form gigedepth variation of detritus consistent with the Martinlet a
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(1987) power-law curve. Dissolution of opal does not varthvdepth.

HDtN
dtnpemin = DtN-MIN (Hgflfxmx’ Wmdd> (63)
z
HDtC
dtcremin = DtC-MIN <Hantzgmxv 7mndd) (64)
z
dDt(N,C, St
dt(n7c7 Si)sink’ = VDt . Sdi’zvl) (66)
dD Si
d(mamSi)sink} = Vbom- % (67)

Since there are no sediments in the Diat-HadOCC model, tltwkethat sinks to the sea-floor is instantly remineraliseN,

C or Si and spread through the lowest three layers (abovestiii®or). Spreading over the bottom three levels is a nwaleri
artifice to prevent excessive build-up of high concentrati(below regions of high primary productivity and sinkingtritus)

in bathymetric canyons that are too narrow to support adweend so rely on weak vertical mixing to redistribute N, C or
Si being introduced by the instant sea-floor remineratisafsuch high concentrations would themselves be artifafctse
model). It is reasoned that where the ocean is (thousandewés) deep the time required for dissolved inorganic entsi
and carbon to return to the euphotic zone will be dominatethbyslow deep circulation and mixing, and shortening thé pat
by at most a couple of levels will not significantly affectghime; while on the shallow shelves the instant transpontaugs
through two levels will actually partially mitigate the amee from the model of tidal mixing, which is very importamtsiuch
environments in the real ocean. Diatoms (and associafedtsil that sink to the sea-floor instantly die and becéma’, DtC'
and DtS1, as appropriate, in the lowest layer. Thereforétif flxy is the value of V;,..] at the sea-floor:

btmflth(N,C,Si)

dt(na C, Si)bedrmn - (btm 3 ly’fS)
JAVRY
= 0 (above btm 3 lyrs) (68)
bt l m,dmsi
(dma dei)bedmrt M (bottom ly’f‘)
Apyy
= 0 (other lyrs) (69)

wherebtm flxx is the sinking flux ofX to the sea-floor and\,,; is the combined thickness of the bottahi layers (of
course, which layers those are will vary according to thation).

2.3.2 Theiron cycle

dFeT
dt = (phresp : ch}yll + dmresp : ng; + phmort : Rg}% + dmport - RC%ZL + grzprc + 9rzpic — dtcgrz

+ ZPlin * RCZQZ;L + ZPmort * RCZQZ; - phPP : Rg’z - deP : RC%ZI ) : R;Z%C + [fedust] - feadsorp (70)

Iron is added to the ocean by dust deposition from the atneyspprescribed or passed from the atmospheric sub-model
in coupled mode; penultimate term in Equation 70), with astant proportion (by weight) of the dust being iron which
immediately becomes part of the total dissolved iron pBel’. Iron is taken up by diatoms and misc-Phytoplankton during
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growth in a fixed ratio to the carbon taken upi(5.), and moves through the ecosystem in the same ratio, exuafpamny
flow of carbon toDtC is associated with a flow of iron back to solution, as thereoigran in organic detritus in the model.
Since the iron sub-model was developed there have been mpasiraental and observational studies of the marine iratecy
(e.g. Boyd et al., 2017) which have shown that this assumtidnich was a pragmatic decision to maintain adequatedevel
of dissolved iron in the euphotic zone) is a bad one; the pednce of the iron model is discussed further in the Conechssi

While all iron that flows through the ecosystem is returnedolaton, there is a final loss term for dissolved iron, namely
(implicit) adsorption onto pelagic sinking mineral pal¢ie (ot the model’s detrital particles) and thence to the (implicit
sediments (last term in Equation 70). Only the fractiorFefl" that is not complexed to organic ligands can be adsorbed. The
un-complexed (free) iron concentratidte /' and the complexed concentratiéla L are found by assuming a constant uniform
total ligand concentratiofigZ” and a partition functiot{ z.r,, and the adsorption flue,qs.r, derived from that:

FeT = Fel + FeF (71)
L¢gT = FelL + LgF (72)
FelL
Kper, = FeF - LgF (73)
B = KF6L~(LgT — F@T) -1 (74)
1
FeF = Fel — LgT + ——— - (B + /B _ 4-KF6L-LgT> (75)
2-Kper
feadsorp = Hfjf -FeF (76)

In the above equationg,g F' is the portion of the ligand concentration that is not boumatdn.
2.3.3 The calcium carbonate sub-model

Solid calcium carbonate is implicitly produced in a constatio to organic production by misc-Phytoplankton. Th&tko
production is summed over the surface layers (those wheuption is non-zero) and instantly re-dissolved equalipugh
the water column below the (prescribed) lysocline. If the-Beor is shallower than the lysocline, then the dissolutakes
place in the bottom layer (there being no sediments). Théhdgthe lysocline is always co-incident with a layer interé,
and is constant both geographically and in time. In the ¥alhgy equations¢cfrmitn andccdsltn are respectively the rate
of formation and dissolution of solid calcium carbonate igieen layer,zprt.. is the export of calcium carbonate from the
surface layers, and-bnt is the net flux of carbon from solid calcium carbonate to DIC:

cefrmin = Rg:gpp -phpp (77)
Tprtce = Z( cefrming - Ay) (78)
tCC .
cedsitn = 2T (valid lyrs )
Adsl
= 0 (other lyrs) (79)
crbnt = cedsltn — ccfrmin (80)
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whereA,, is the thickness of layet and A4 is the total thickness of the valid layers (where dissolutan occur) in that
water column, which is equal to the distance between theclysmoand the sea-floor if the lysocline is shallower than the
sea-floor and the thickness of the deepest layer otherwise.

2.3.4 Air-Sea fluxes

Finally, the calculation of the air-to-sea fluxes of @d CQ (respectively| Ozy,ss | and[C'O2,,]) follow the methodology
of OCMIP. The flux is the product of the gas-specific gas tngiston) velocityVp and the difference between the gas
concentrations in the atmosphere (just above the seaeslifé,,;, and in the (surface) oceal,, s

Xasf = VPX . (Xsat - Xsurf) (81)

The piston velocity (in m/s) is a function of the 10m wind-edgl (using the Wanninkhof 1992 formulation, normalised for
a Schmidt number of 660), the gas-specific Schmidt numlbérand the fraction of the grid-box area that is open watgy:

Vpx = Aow - (fu - U? x 0.01/3600.0) - (Schx /660)~1/2 (82)

where fy; is a coefficient taking the value 0.31 if wind-speed averamest a day or less is used (e.g. in a coupled model) or
0.39 if monthly-mean wind-speed is used (Wanninkhof, 1992)

In the case of oxygen ... is the model oxygen concentration, while the surface ocsassumed to be fully satu-
rated in equilibrium so Q. is equal to the solubilityCo, (calculated in units of mD,/l, and converted to model units
before use). That is calculated using Equation 8 of (Gamia@ordon, 1992), but removing the spuriouss;" 72" term
found at the end of the first line (as in the o2sato.f subreutmthe OCMIP-2 Biotic-HOWTO documentation, available
at http://ocmip5.ipsl.jussieu.frfOCMIP/phase2/sintidlas/Biotic/boundcond/o2sato.f). The solubility coeifints used in the
OCMIP-2 subroutine, originally from Benson and Krause @98nd recommended by Garcia and Gordon (1992), are used
here. Note that in HadGEM2-ES the sea-level pressure isresbio be always 1 atmosphere, everywhere. Therefore the
equation is:

Co, = exp(2.00907 + 3.22014T, + 4.0501072 + 4.94457T3 — 0.256847T+ + 3.88767T?
—8 - (6.24523 + 7.37614T + 10.341072 + 8.17083T2) x 10™3 — 4.88682 x 1073 - 5?) (83)

where sea-surface temperatiirbas units of C, salinityS has units of permil and whefl&, = in[(298.15—T)(273.15+7)~1].
Co, can be converted to units of mok/m? by dividing by the molar volume, 22.3916 I/mol. The Schmidbrber is calculated
according to Keeling et al. (1998):

Scho, = 1638.0 — 81.83T; + 1.483T7 — 0.0080047} (84)
whereT; = max(—2.0,min(40.0,T")), protecting the calculation from crashing if the physiceéan model should produce

unreasonably low or high sea-surface temperatures.
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In the case of carbon dioxid€03 s, = Cco, - PCO2 4tm WhereCeo, is the CQ solubility andpC Oz 4+, is the partial
pressure of C@in dry air at 1 atmosphere pressure in the atmospheric levekidiately above the ocean surface (note again
that the sea-level pressure is always assumed to be 1 atere¥phhe solubility is that due to Weiss (1974):

Cco, = exp(93.4517/T), — 60.2409 + 23.3585 - In(T},) + S - (0.023517 — 0.023656 T}, + 0.0047036T72)) (85)

whereT}, = maxz(2.71,(273.15+T)/100.0) (protecting the calculation from any spuriously-low sesf@ce temperatures the
physical model might produce). The Schmidt number for,@&xalculated according to Wanninkhof (1992):

Scheo, = 2073.1 — 125.62T; + 3.6276T7 — 0.0432197} (86)

whereT; is defined as in the calculation f6khe, .
The calculation of”O, 4, ¢ has to take into account the partitioning/ef C' into three forms, namely carbonic acid (taken
here to include the dissolved gas phase), bicarbonate mbnabonate ion, only the first of which contributes to thetaisea

flux:
DIC = [H,COs) + [HCOZ ]+ [CO3™] (87)

The calculation of the partitioning, which follows the methdescribed by Bacastow (1981), requires as inputs thieXtxa-
linity A7 and the DIC concentratioR ', the temperature, the salinity and the total boron conagatr. The method involves
using a termy,, ;, which is dependent as shown in Equation 102 on an earlienast of the hydrogen ion concentratigii*],
to calculate the carbonate alkalinie = Ar — f(xz,:)- Ac is then used wittDIC' to set up a quadratic equation in the re-
lated termy, ;. Bacastow (1981) then used the secant method of similaigiga (Acton, 1970) to produce an updated estimate
Xz,i+1 and to minimise the difference between successive estimélgs algorithm is explained in more detail below.

Four equilibrium constants describing the dissociatiocasbonic acid i1, from Roy et al. 1993), bicarbonate ioR {, also
from Roy et al. 1993), boric acid{z, from Dickson 1990) and watek(y,, from Millero 1995) are calculated (in moles/kg):

[HF][HCOg]
K = ——-=—--3 88
! [H2COs) (88)
= (1-0.001005S) - exp(—2307.1266/T}, + 2.83655 — 1.5529413In(T},)
—(4.0484/T}, +0.20760841) - S*/2 +0.084683455 — 0.006542085°/2) (89)
K, — HICOT] (90)
[HCOy ]
= (1-0.001005S) - exp(—3351.6106/T}, — 9.226508 — 0.20057431n(T})
—(23.9722/ T}, 4+ 0.106901773) - S*/2 +0.1130822.5 — 0.00846934.5%/2) (91)
_ [HY][B(OH),]
Ko = “Bomy) ©2

= exp(—(8966.90 + 2890.5351/2 + 77.9425 — 1.7285%/% +0.099652) / T},
+(148.0248 + 137.19425/2 +1.62142S) — (24.4344 + 25.0855Y/2 +0.24745) - In(Ty,)
+0.0531055/2 - T3,) (93)
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Ky = [HY][OH] (94)

exp(—13847.26/Tj, 4 148.96502 — 23.65211n(Ty)
+(118.67/T}, — 5.977 4 1.0495In(T},)) - ST/ — 0.016155) (95)

whereT,, =T 4 273.15°C is the temperature in Kelvin and S the salinity in per milt&that, because these constants are
in units of Moles/kg-seawater (strictly, (Moles/kg-se&vi in the case of<yy), the alkalinity and DIC state variables must
be converted to those units from the model units of mMolédsefore the partitioning is calculated; all state varialiethe
converted units have the subscripte.g. Az ,,).

The total borate concentratidBy (in Moles/kg) is set to be proportional to the salinifyy = [B(OH)s] + [B(OH);] =
4.16e~*5/35.0. Then, since the Diat-HadOCC model uses the 5-term expresési total alkalinity (Bacastow, 1981), the

carbonate alkalinity is calculated as:

Ac., = [HCO3]+2[CO;7] (96)
- AT,u—QW-xm,iwp/xx,i—BT/(HQﬂ) ©7)
where |
Q = VEiI-K, (98)
e = (99)
05 = % (100)
Qw = [CZ (101)
v = [ﬁi] (102)

Equations 87 and 96 can be re-arranged and combined withiBgsi&8, 90, 98, 99 and 102 to give a quadratigr:
(ZDICU - AC,U) : Xz,z - Q'r’ : (Ac,u - DICu) *Xy,i — AC,u =0 (103)

which has the solution

X0 = 0.5(Qr - (Aeyu = DIC,) +\/(Q2+ (A — DIC, )2 +4Acy, - (2DIC, — Ac,)))/(2DIC, — Acy) (104)

Wheny, ; andx, ; are equal the value of that is consistent with both thé. , and theDIC,, values (for the current
temperature and salinity) has been found, seGBs] can be found from Equations 87, 88 and 90. While the two eséima
of x are not equal however, the secant method of similar trisngieton, 1970) is used to find an updated estimatg;
for input into the next iteration of Equation 97 by minimigin, — x.. The two similar triangles are right-angled and have
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sides of lengthixz,i+1 — Xa.is Xy,i — X=,i) @NA(Xa,i+1 — X=z,i—1: Xy,i—1 — Xa,i—1) f€SpPectively; equating the ratios of these two
triangles’ sides and re-arranging gives

Xea,i—1" Xy,i — Xa,i* Xy,i—1 (105)
Xy,i — Xy,i—l) - (Xu — Xz,i—1

Xx,it+l1l = (

This calculation can be iterated until the fractional chegsuccessive estimates is less than a certain amountL(e.g).
However, in the implementation used for HadGEM2-ES theutation was iterated eight times; it had been found that the
convergence criterion was always satisfied in 6 iteratiang, given the computer architecture it was more computaifipn
efficient to run that way than to repeatedly test for convecge

Once the carbonic acid concentration has been determinedc(averted back to model units) it can be used’'és ..,
in the air-sea flux calculation. Other diagnostic quargitian also be calculategCO, andpH (the latter from the Ft

concentration).

3 Description of experiments

The Diat-HadOCC model formed the ocean biogeochemical ooet of the HadGEM2-ES Earth System model
(Collins et al., 2011), which is part of the HadGEM2 familyadfupled climate models (The HadGEM2 Development Team,
2011). Full details of the model set-up for the experimeetscdbed here can be found in those references, but a beefige
tion is given here.

The atmospheric physical model has a horizontal resolutfan25 latitude by 1.875 longitude, and a vertical resoltion
of 38 layers (to a height of 39 km). A timestep of 30 minutessedi Eight species of aerosol are included in the atmosphere
as well as a representation of mineral dust (described i metail below). The UK Chemistry and Aerosols (UKCA) model
(O’Connor et al., 2014) describes the atmospheric cheynistOSES 1l (Essery et al., 2003) is used for the land surface
scheme, with additional processes and components as lEddan papers about the derived JULES scheme by Best et al.
(2011) and Clark et al. (2011). The hydrology includes arfieaiting sub-model based on the TRIP scheme (Oki and Sud,
1998), which supplies freshwater (but not nutrients, carbp alkalinity) to the ocean. The TRIFFID dynamic vegetatio
model (Cox, 2001; Clark et al. 2011) and a four-pool impletagon of the RothC soil carbon model (Coleman and Jenkinson
1996,1999) are used to represent the terrestrial carbde.cyRIFFID calculates the growth and phenology of five plant
functional types (broad-leaf trees, needle-leaf treesgi@8ses, C4 grasses and shrubs) so that the (terrestriesy Brimary
Production (GPP), and the Net Primary Production (NPP) eathetermined, and thereby also the terrestrial sourcesiakesl s
of atmospheric carbon.

The ocean physical model is based on that described in Jolahs(2006), with developments as detailed in the paper
by The HadGEM2 Development Team (2011). It has a longitddiesolution of 2, while the latitudinal resolution is also
1° poleward of 30 (N or S) but increasing from that latitude ﬂpo at the equator. In the vertical there are 40 levels with
thicknesses increasing monotonically from 10 m in the top &0to 345 m at the bottom, and with a full depth of 5500

m. A timestep of 1 hour is used. The computer code is basedairoftBryan (1969) and Cox (1984). The active ocean
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tracers (temperature and salinity) use a pseudo fourteraadvection scheme (Pacanowski and Griffies, 1998), whie t
passive tracers (including all the ocean biogeochemiaakts) use the UTOPIA scheme (Leonard et al., 1993) with a flux
limiter. The Gent and McWilliams (1990) adiabatic mixingheme is used in the skew flux form due to Griffies (1998), and
with coefficient that varies spatially and temporally feliog Visbeck et al. (1997). An implicit linear free-surfaseheme
(Dukowicz and Smith, 1994) is included for freshwater flux@simple upper mixed-layer scheme (Kraus and Turner, 1967)
is used for vertical mixing due to surface fluxes of heat ardtwater for both active and passive tracers. The sea-idelmo
is based on the Los Alamos National Laboratory sea-ice m@€lE (Hunke and Lipscomb, 2004), including five thickness
categories, elastic-viscous-plastic ice dynamics (HwameDukowicz, 1997) and ice ridging. The presence of seafiemy
thickness reduces to zero the light entering the watermaol(so preventing photosynthesis by marine phytoplankaor)
blocks completely the transfer of gases between the atneos@imd ocean.

Coupling between the atmosphere and ocean models happenys2dvmodel hours. After 48 atmospheric timesteps (of
30 minutes each) have been run the fluxes of heat, freshwatet;stress and wind mixing energy, along with any necessar
biogeochemical quantities, are determined (usually ase-thean over the 24 hours) and passed via the coupler to ¢lam.oc
Because the atmosphere and ocean models use differenttysdsvolves re-gridding, with special care needing toddesh
at the coasts where an atmospheric grid-box may correspopotih an ocean and a land grid-box. The ocean is then run for
24 timesteps (of 1 hour each) and the relevant fluxes catmikatd passed to the atmosphere.

The biogeochemical quantities passed from the atmospbetteetocean are the deposition flux of mineral dust and the
concentration of C@in the lowest atmospheric level, while the flux of €@nd the flux of Dimethyl Sulphide (DMS) are
passed from ocean to atmosphere. Note however that in tleectvation-driven simulations for which the results arspnted
here the atmospheric G@&oncentration "seen" by the ocean is not passed from thesatmoe but prescribed in the ocean
model (in such a way that it agrees with the atmospheric aanation prescribed in the atmosphere, once the differsits u
are taken into account), and while the flux of Ckietween the ocean and the atmosphere is calculated in tha oeadel it is
purely diagnostic and is not passed to the atmosphere.

The DMS sub-model is a simple empirical model based on Simddaths (2002), in which the surface ocean DMS
concentration is a function of the surface chlorophyll @ntecation (in the Diat-HadOCC model only chlorophyll asated
with the non-diatom phytoplankton is considered) and theechlayer depth. If the mixed layer depth is very deep (grebten
182.5m) the scheme of Aranami and Tsunogai (2004) is usexlsdime piston velocity function is used as for{£éxcept, of
course, that the appropriate Schmidt numbers are used).

The dust deposition flux is calculated in the atmosphere gsopahe dust sub-model, which is based on that described
in Woodward (2001) but with developments as detailed in Wird (2011). Six size-classes of mineral dust particles are
used (up to 3@:m radius), and deposition can be by four mechanisms: wetsigpofrom convective precipitation and from
large-scale precipitation and dry deposition (i.e. sggtlunder the force of gravity) from the lowest level and froeadls
above. For each size-class, the flux of dust being depositeghnmed over the four mechanisms and separately passed to th
ocean. Although not used in the simulations presented tiéseseparate passing allows for different size dust dastio have
different soluble iron contents (supply of iron is the sa@ason the dust deposition flux is passed to the ocean).
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3.1 Simulations

The HadGEM2-ES model was used to run a wide range of simaktior CMIP5, the 5th Climate Model Intercompari-
son Project (Taylor et al., 2012); Jones et al. (2011) givdstailed overview of the HadGEM2-ES simulations. The tssul
presented here relate to a sub-set of three simulationsithllprescribed atmospheric G@&oncentration. The first is the
pre-industrial control ("piControl" in the CMIP5 termiragly), the historical simulation ("historical"; from Decesr 1859
to December 2005) and the RCP8.5 future simulation ("rcp8Hfe historical simulation branched from the piContralda
rcp85 was a continuation of the historical to simulated y40.

The model was spun-up before the piControl commenced. Tharohas particular issues with spin-up, because ideally
several cycles of the ocean overturning circulation areleédo bring the tracers into equilibrium with the circutatiand
the driving climatological fluxes from the atmosphere, aadhecycle lasts 500-1,000 model years. It was therefore déem
impractical to spin the full coupled model for the requiredd, and in any case the atmosphere and land-surface moolgld w
reach equilibrium much faster.

The World Ocean Atlas (hereafter WOA) provides comprehengridded fields for the active tracers, temperature and
salinity, and the processes affecting these quantitidseagurface are relatively well understood and parametersseit was
possible to initialise the ocean with fields close to eqillilm. The biogeochemical tracer fields however were not sy ea
to initialise. WOA gridded fields are available for the natris nitrate and silicate and for oxygen, but they are based o
many fewer data than those for temperature and salinitylded fields are available for dissolved inorganic carborC{DI
and total alkalinity (TAIK) from GLODAP (Sabine et al., 200Key et al., 2004) but these are based on even fewer data
and relate to the present day with a substantial storagetbfaogenic carbon rather than the pre-industrial digtidn (a
correction for anthropogenic storage is available, buntie¢hod used for its production introduces many more uniceiga).

At the time that the model spin-ups were started the 200%oediif the WOA database was the most recent, so those fields
were used. In addition, while the Diat-HadOCC model was ldpeazl to represent the main ocean biogeochemical processes
which (along with the physical circulation) determine ttaikontal and vertical distributions of these tracers timmplete
knowledge of these processes, particularly quantitatiesld the model’'s necessary simplicity mean that the sitedifields

may be significantly different from those measured in thé @eaan (even with an accurate circulation). Therefore tean
biogeochemical tracers, even if initialised from the besiilable gridded fields, required a significant period afap before

the drifts became acceptably small. The main criterion &mceptably small" was a net pre-industrial air-sea flux of @@t

was below 0.2 Pg C / year (averaged over a decade, so intaalvariability was smoothed out).

The tracers were therefore initialised as follows:
— Temperature and salinity: WOA 2009: Locarnini et al. (20¥3)tonov et al. (2010)
— Nitrate, silicate (i.e. silicic acid), oxygen: WOA 2009: @& et al. (2010b), Garcia et al. (2010a)

— Iron: an initial field was produced from measurements regbirt Parekh et al. (2004), on which the iron model used in
Diat-HadOCC was based.
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— misc-Phytoplankton, diatoms, zooplankton, and also C-aNe Si-detritus: a nominal small value (‘OmMol / m3)
was used, because these quantities (being mainly confiribd turface levels) would very quickly come into a pseudo-
equilibrium with the climatological fluxes and the initialitnient distributions, and then be able to track the decaddl

centennial changes to those distributions.

— DIC and TAIk: these were initialised from (re-gridded) fiellom an earlier pre-industrial simulation by the HadCM3C
model, where the net air-sea ¢€@ux had been within the criterion; it was expected that tihgdescale ocean circulation
would not differ greatly between the models.

The early stages of the spin-up were done incrementallylevgisirameterisations of the land-surface and the dust adeis
were being tested forty-year simulations were run for edahgequentially, and around 200 years of spin-up wereindtethis
way. It was reasoned that the different versions of the larabddaist models would not produce significantly differentikiopia

for the ocean tracers, and the ocean biogeochemical molighwas unchanged, would be a more-dominant influencer Afte
this period, another 100 years of simulation was completitld e finalised model, and during this average fields (ome fo
each month of the year) were calculated for the climatokidlaxes between the atmosphere and ocean. These averagg ann
cycle fields were then used to force a coarse-resolutionnecely model (a low-resolution version of the ocean compbne
of HadCM3 - see Gordon et al., 2000 - with Diat-HadOCC embdjldédich could be run extremely efficiently. This ran for
2,000 simulated years, after which the biogeochemicaldi@dit NOT temperature or salinity) were re-gridded backht t
HadGEM2-ES ocean resolution and put back in that model éaptiint immediately following the 100-year coupled spin-up
HadGEMZ2-ES was subsequently run in coupled mode for a fubiBgears, during which it was found that the main criterion
of the net air-sea COflux being below 0.2 Pg C / year was comfortably satisfied, &aeddrifts in the other biogeochemical
fields were reduced compared to before the ocean-only phiaseever, there were still significant drifts in the silicated
dissolved iron fields.

The pre-industrial control (piControl) simulation wasrgta from the end of the coupled spin-up, with its date setsto 1
December 1859. (Note that HadGEM2-ES, like previous Metc®fiilimate models, uses a 360-day year of 12 months each
of 30 days, and begins its simulations on the 1st Decembestdrt of meteorological winter, rather than 1st Janudrygn
to the year 2100 and beyond. The atmospherie €ahcentration was prescribed at a constant value, and tieentration
(strictly, the partial pressure) seen by the ocean was a&lgbat the same constant value. The historical simulatigaéom
the same date, using the same initial fields. It ran to the 8hst December) of 2005. The atmospheric,G@ncentrations
were prescribed according to the CMIP5 dataset (http:fgmeimdi.linl.gov/cmip5/forcing.html). The future sination, rcp85,
began at 1st December 2005 and was initialised using thes fieddh the historical simulation that were valid for that &m
Again, the atmospheric COwas prescribed, but this time according to a future scern(atsn to be found in the CMIP5
dataset). This was one of 4 RCPs (Representative CondentRathways; see Moss et al., 2010) calculated using agrhttl
Assessment Model using projections of future anthropagemissions and other changes. RCP8.5 is the scenario with th
highest atmospheric GQoncentrations, and the radiative forcing at year 2100 daeltiitional CQ is 8.5 W / n?. Changes
in the Earth System due to climate change will in general sinmst clearly in this scenario, and so, although HadGEM2-ES
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ran all four RCP simulations (Jones et al. 2011; which algsegimore details of other climatically-active gases, etd¢hése
experiments) it is the results from RCP8.5 that are consilir the following section.

4 Results from the Diat-HadOCC model

The primary purpose of the Diat-HadOCC model is to represeninarine carbon cycle, along with the factors and feedback
influencing and controlling it, in the past, in the presert amthe future; and therefore initially the results desedlnere relate

to those quantities most directly connected with that cydlvever, it is also important to know that where the modsiitts
closely agree with observations they do so for the rightaessrather than by coincidence, so certain other quasttie also
presented.

4.1 Results for the present day (2010s)
4.1.1 Total Chlorophyll

Figure 2 shows the annual mean surface total chlorophytligted by the model for the (simulated) decade 2010-2018én t
upper panel and that derived from satellite retrievals &ltdwer panel. The satellite-derived data are from the Gtb@
surface chlorophyll product (Fanton d’Andon et al., 201Carkbrena et al., 2010) for the years 1998-2007, with furthe
processing as described in Ford et al. (2012) to produce ahtyoclimatology, which has then been averaged to give the
annual mean. Two things are immediately apparent: the gpebgral distributions are similar but the actual valueshia t
model are noticeably more extreme: higher where the dathigihg(Southern Ocean, sub-polar gyres in the North Pacific an
North Atlantic, eastern Equatorial Pacific) and lower whire data are low (mainly the sub-tropical gyres). In factha t
centres of the sub-tropical gyres the model chlorophylleis/\slightly negative. Comparing the area-means of theetse
annual mean fields, the model has an average of 0.812 mg Chiwhile the average of the data is 0.213 mg Cht*m
However the seasonal cycle is also important, and Figur@®&sktop panel) the seasonal cycle of the zonally-meanedmod
chlorophyll; (middle panel) the same but scaled by the fa@t®13/0.812 (so that the global annual mean is the sameats th
of the data); and (bottom panel) the seasonal cycle of thalkemeaned data. It can be seen by comparing the middle and
bottom panels that the excess Chlorophyll is accentuatesl dngater-than-average factor when the observed chloltdphy
high. It is possible to find the best-fitting sine-curve thigbuhe monthly mean values at any points (assuming they form a
repeating cycle): Figure 4 shows the amplitude (left pgreatel phase (right panels) of the seasonal cycle so derivéteof
model chlorophyll (upper panels, amplitude adjusted byoia@.213/0.812 so that patterns can be better comparedhand
satellite-derived data (lower panels). In the model, tressral cycle is larger (even when adjusted) in much of theleow

Ocean and in the Equatorial Pacific, and slightly lower ingtie-polar North Atlantic.
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4.1.2 Diatoms and Misc-Phytoplankton

Figure 6 shows the surface biomass of the two phytoplanktpest diatoms and misc-Phyto: the mean for the model years
2010-2019. The geographical patterns are naturally veryiai to that of the model’s total surface chlorophyll, snihe
CMIP5 simulations used a fixed carbon:chlorophyll ratio éaich of the phytoplankton (and the same value, 40.0 mg C /
mg Chl, for each type). The geographical patterns for eapl &re also very similar to each other, with the diatoms lgavin
a slightly greater value than the misc-Phyto (global avesat486 and 1.223 mMol C ™ respectively, so diatoms make
up 55% of the total surface biomass). The diatoms are sjightire dominant than the global average in the North Atlantic
Ocean and in the Southern Ocean, both areas where surfate agid (needed by diatoms for shell formation) is pleuitif

An issue with these results is that the distributions of the phytoplankton types are more similar than they should be.
This is due to two factors: the parameter values used (fonvthroate, etc.) are similar, and the concentrations of dissb
silicate and dissolved iron, which should produce conitigstesponses in the two types, are less limiting in the mtubat

they are in the real ocean and so fail to distinguish themetms of the parameter values, the growth rate of diatoms was
1.85d~! iron-replete and 1.1&~! iron-deplete while that of misc-Phytoplankton was 165G, and diatoms had a sinking
rate of 1.0md ! while misc-Phytoplankton did not sink, but the majority dfier parameters were identical and there was no
difference between the iron-replete and iron-depleteagivhere those could vary (except the diatom growth rateesithed
above). These parameter choices were made after a limitsitigity analysis that was constrained by the time and aating
resources available, and it was reasoned that only if thelysis showed a significant reason for choosing differehtesafor
corresponding diatom and misc-Phytoplankton parametensid they not be identical. The surface silicate concéintiavas,
during the historical and future RCP simulations, much tigh bbecause the dissolution (remineralisation) rate waitgh so
diatom growth was not restricted by silicate-limitatioraireas and in parts of the seasonal cycle when it should have e
particular the diatoms do relatively well in the oligotraplgyres compared to misc-Phytoplankton because they haitesse
half-saturation constant that is not very different (in@bte terms) from that of the misc-Phytoplankton and theregously-

high silicate concentration does not limit their growth{le real ocean they would be strongly silicate-limited iesth areas
and their large cell-size would mean they were at a competitisadvantage compared to other phytoplankton. Simitad
surface iron concentration was higher than observed in rpang of the ocean and so did not limit the production at times
and places when it should have. These factors mean that ilitg abthe model to represent two different phytoplanktoas

not been explored as well as was intended. Figure 7 compaeantplitude and the phase of the seasonal cycles for the two
surface biomass types; as in the case of the total chlorhphgke have been obtained by fitting a sine-curve to the mhont
mean values at each point. The amplitude of the cycle is ih ease very similar to the mean biomass, except in the edalator
latitudes (and especially in the Equatorial Pacific) whiaeeamplitude is significantly less; this implies that in théstitudes
there is significant biomass all year round, whereas in tk laititudes where the cycle amplitude and the mean areagimil
the biomass drops to near-zero for at least some of the ykarright-hand panels show the phases of the seasonal cycle of
surface biomass, in terms of the time of year when the bioisags maximum. The phases have comparable patterns, though
it is noticeable that the peak of the diatom cycle leads th&te@misc-Phyto by between 1 and 2 months at high latitudes, a
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especially in the North Atlantic and the Southern Oceans Th¢onsistent with observed seasonal succession of gagtdapn
types. Figure 8 shows Howitler diagrams of the seasonal abundances of the two phyikfola types: the left-hand panels
show global zonal means and the right-hand panels zonalsrieahe Atlantic basin only. The earlier growth of the high-
latitude diatoms is clearly apparent globally and esphcialthe Atlantic, where the magnitude of the diatom spritapin is
also seen to be higher than that of the misc-Phyto.

4.1.3 Primary Production

The global mean, vertically-integrated, total primaryguotion during the years 2010-2019 in the model is 35.175 PgrC
of this 19.791 Pg C / yr (56.3%) is due to the diatoms and 158884/ yr is due to the misc-Phyto. The total is slightly below
the generally-quoted range of global primary productidig® Pg C / yr (e.g. Carr et al. 2006). However that total idek
the high-production areas along the coasts and in shedf-sddch the coarse physical resolution and the structuttesafhodel
do not allow to be realistically represented: there are winsents, no tidal mixing, no riverine supply of nutrientsran-off
from land and the circulation over the shelf (where thatts¥is not accurate. Figure 9 shows the geographical paifeire
total primary production and that of each phytoplanktoretypince the biomass and chlorophyll distributions of the types
are so similar it is no surprise that the primary productiattgrns are similar also; to each other and to the chlordpimg
biomass patterns. The diatoms dominate production sjigithost areas, and particularly in the North Atlantic Ocaad the
Southern Ocean; in addition the un-productive gyres agetan extent for misc-Phyto than for diatoms (as discussdte
previous sub-section). Figure 10 shows H@éller plots of the seasonal cycle of the total primary prodc{top row) and the
separate diatom (middle row) and misc-Phyto (bottom roadtfons; global zonal means (left column) and zonal mearthiéo
Atlantic basin only (right column) are presented. The twgtphlankton types follow a generally similar pattern thgbuthe
year, with the highest production occurring for each at terafe latitudes during the spring and summer in each hegiisph
However it is noticeable that the diatom production incesdsefore that of the misc-Phyto: this is due to the diatoragba
higher specific growth rate (when all nutrients are nontiimg). This advanced blooming by the diatoms is evident ithloe
boreal and austral spring, and is especially pronouncdukiftNbrth Atlantic ocean.

4.1.4 DIC

Figure 11 compares the model’s surface DIC (means over taes\2010-2019, in the upper panel, and 1990-1999, in the
middle panel) with that from the GLODAPV2 gridded field (lawganel). The data from the second release of the GLODAP
project (downloaded from https:/www.nodc.noaa.gov/etackans/GLODAPV2/) have been re-gridded to the HadGEBI2-E
ocean grid, and converted from Mol C kgto mMol C m~2 using a mean surface water density of 1025 kg’nThe global
mean surface values are 2068 mMol Crfor the model in the years 2010-2019 (and 2054 mMol Craveraged over
the years 1990-1999), while the data (referenced to the 3@@0) have a global average of 2066 mMol C‘mBoth these
quantities, of course, include anthropogenic;q@esent in the surface waters. The geographical patterbecaaen to be very
similar, with the only area showing significant disagreetiming the Atlantic Ocean basin, and in particular the rerth
hemisphere sub-tropical and sub-polar gyres therein,anthersurface concentration in the model is significanthhéigThere

24



10

15

20

25

30

has been a substantial increase in the model’s surface moatien in that basin between the 1990s and the 2010s, &nd th
agreement between model and data is noticeably betterdaahier date (which is closer to the data’s reference date)

Figure 12 compares meridional sections of the model’s DIRceatration to the gridded GLODAPV2 field in the Atlantic
Ocean (upper panels; along 33@nd in the Pacific Ocean (lower panels; along 99 the Atlantic section the model
underestimates the concentration in the Southern Oceaw ladgdout 150m depth (the surface values there are compasable
the gradient in the upper 200m is too weak in the model) anderintarctic Intermediate Water (AAIW) and in the bottom
water (below 4000m). These last two errors will be relatetheounderestimation of the deep Southern Ocean concemtrati
(since that is a source for the AAIW and the bottom water) batghysical model also under-produces AAIW and does not
transport what it does produce far enough north. Outwitls¢h@gions however the model’'s representation is good.dn th
Pacific section the model underestimates the concentriéitionghout the section below 1000m, and up to depths asoghall
as 200m in the Southern Ocean, under the Equator and aroumd (48 sites where there is significant upwards vertical
transport). In particular, the model substantially undéneates the meridional gradient between 1000m and 300 @i dé&e
increase from south to north is up to 150 mMol C tin the gridded data, but only around 50 mMol C frin the model. This
reduced gradient is also seen in Total Alkalinity and (toduced extent) in dissolved Nitrate, so the physical deequigtion
is likely to be at least a partial cause.

Figure 13 shows the amplitude and the phase (time of yeareafidximum) of the seasonal cycle of surface DIC. This is
determined by a number of factors: vertical mixing, vetticansport, air-sea COflux and biological uptake and release. All
of these factors vary seasonally and their relative coutidbs are different from place to place, and so the phaseeofycle
(and how well a sine-curve represents it) varies more withtion than many other cycles. In the sub-polar North Aitarfior
example, relatively high DIC water is mixed (by convectiveldy wind-induced mixing) from depth to the surface during t
winter, and the low surface temperature keeps the ocean @@r than the atmosphere, so there is ingassing of. @8 the
season passes to spring the increased solar irradianceswlzersurface water, vertical mixing is suppressed, ane tisaret
uptake of DIC by the phytoplankton for growth. Those factersd to cause a reduction in surface DIC concentration and so
reduce the pC@Q but at the same time the increased temperature will inerié&for a given DIC concentration); which is the
dominant effect, and so whether the air-sea,@lOx moves towards greater ingassing or greater outgassepgends on the
local conditions. The phase varies by up to 6 months acresbltith Atlantic at a latitude of 50 while at a similar latitude

across the Pacific the phase is almost constant.
4.1.5 Total Alkalinity

Figure 14 compares the model’s surface Total Alkalinity @&meover the years 2010-2019, in the upper panel, and 199®-19
in the middle panel) with that from GLODAPV2 gridded fieldwler panel; Lauvset et al., 2016, and Key et al., 2015). As
with the corresponding DIC plot (Figure 11) the data from @leODAPV2 project have been re-gridded to the model grid
and converted using a mean water density of 1025 kg to the model units, in this case mEq# The model’s global

surface mean values are 2343 mEgin the 1990s and 2340 mEgm in the 2010s, while the global surface average of
the gridded data is 2352 mEq ¥ the approximately 10 mEq n? deficit in the model compared to the data is consistent
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with the 12 mMol C nT3 deficit in 1990s surface DIC compared to the DIC surface daferenced to the year 2000). The
model’s Total Alkalinity is high in the sub-tropical gyresspecially in the Atlantic Ocean, and this pattern is alsmse the
GLODAPV2 gridded field. The correlation between the 2010slehgurface field and the (re-gridded) data is 0.78 and the
ratio of the standard deviations is 1.29, as shown on Fighr¢hse figures are consistent with Figure 14, where theskigh
concentrations in the Atlantic are higher than the corredpa highs in the data. Compared to DIC, the correlatioouget,

and the ratio is higher.

The biological processes that affect the model’'s Total Aty are shown in Equation 4 to be solid calcium carbonate
formation and dissolution and processes linked to the eptdldissolved nitrate (inorganic nitrogen). At the ocearfazie
these processes are in opposition (net uptake of DIN andaftitwm of solid carbonate) and also of comparable size, given
the value (0.0195 mMol CaGQ(mMol C)~!) chosen for the molar ratio of carbonate formation to orgamoduction for
misc-Phytoplankton and the proportion of primary produciiue to that phytoplankton type; therefore the net chamgetal
Alkalinity has large regional and seasonal variabilityingethe difference between two large numbers. In mid-depftibe
model, for example between 500m and 1500m, there is no cat®dormation or dissolution and no organic growth but there
is significant remineralisation of sinking detritus whigigases nitrate into the water and, since the model linksntila an
uptake of hydroxyl ions, reduces the Total Alkalinity intli@pth range. Conversely, in depths below the model lysecfixed
at 2113m) there is no organic growth or carbonate formatimhvehat little remineralisation does occur is greatly oughed
by carbonate dissolution, which increases the local alkglin the bottom waters. Therefore the general biologafééct
on Total Alkalinity should be an increase in deep water, aeBese in mid-water and in the surface it will vary accordiog t
local factors (especially phytoplankton growth). Figuie compares meridional sections of the model’s Total Alkglito
the gridded GLODAPV?2 field in the Atlantic Ocean (upper panalong 330) and in the Pacific Ocean (lower panels; along
190°). In the Atlantic it is confirmed that the model overestinsatee concentration in the top 1000m betweensiand 40N,
expecially north of the equator, and underestimates theesdration in the Antarctic Bottom Water (AABW). In the Pacifi
there is an underestimate in the upper water-column undexgbator in the model, and again an underestimate in the AABW
but also in the waters above that, and especially in the deetn Racific where the model has a much lower inventory oflTota
Alkalinity than is observed. The underestimates at depbtioth basins are slightly surprising because the crudeseptation
of the sinking particulate carbonate flux places all the caate dissolution (and so also all the return of alkalindyttie
water column) in the layers below 2000m depth, whereas imgakworld a significant proportion occurs in the upper Isyel
therefore it would be expected that the model shawiat-estimate the deep alkalinity.

Figure 16 shows the amplitude (upper panel) and phase (fityean of maximum concentration; lower panel) of the best-
fitting sine-curve through the surface seasonal cycle dt pamt. As in other plots of this type, values are only shofuhé
variance of the residual (after the sine-curve has beemasibt) is less than half that of the original seasonal ¢yotenodel
Total Alkalinity this test is passed at most points. The esponding GLODAPV2 gridded field only provides an annualmea
not a seasonal cycle, so no comparison to data is possible.
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4.1.6 pCOy

Figure 17 compares the model surface ocean{iafl, meaned over the period 1990 to 2009 (upper panel) théffakahashi
gridded annual mean surface p&field referenced to the year 2000 (lower panel). The fielde lggwbal means that show a
consistent rise from the preindustrial value, to 364.2 ppmthe model and 357.9 ppmv in the gridded data product; in the
year 2000 the atmospheric partial pressure was specified 868.8 ppmv. However, there are significant differencesén t
geographical distribution. The data show a narrow ridgegt pCG; in the Eastern Equatorial Pacific, but the corresponding
high-pCG, water in the model is more widespread, does not reach the samanes as the data, and actually shows a local
minimum where the data-product values are highest. Thisiéstd the much higher chlorophyll (and therefore also higher
primary production) in that area dragging down the surfalie. n the Atlantic basin there is a significantly greateraangth
very high pCQ in the model than in the gridded field, especially in the nemitand southern sub-tropical gyres. Finally in the
Southern Ocean there is a zonal band of high p@@ter in the model just south of 45 while the gridded fields only shows
some elevated values close to the Antarctic continent; 5h& Band is driven by upwelling of carbon-rich water in the nmpde
which overcomes the pClowering effect of the over-estimated primary productibare.

Figure 18 compares the amplitude (left-hand panels) anghiase (right-hand panels) of the seasonal cycle in the model
(mean of years 1990 to 2009; upper panels) and the datagir@e@ferenced to year 2000; lower panels). As in other plots
of this type, the amplitude and phase are only shown at puih&se the variance of the residual is less than half thatef th
original seasonal cycle. It can be seen that the model pesdacsubstantially greater seasonal cycle than is obsenvbe i
data, though some of the patterns are similar: the datadptahows a relatively large amplitude of the cycle in thethmenn
sub-tropical and sub-polar Pacific, where the model doessfisand in the areas closest to the Antarctic continent. él@aw
the strong seasonal cycle seen in the model in the North #dlenlargely absent from the data, as is the band coveriag th
southern sub-tropical gyres in all three ocean basins.elisegood agreement between the model and the data-produlefo
phase of the seasonal cycle at points in the tropics andreplz$, but there are substantial differences at highiundigs: in the
Southern Ocean the model phase peaks in May to July, but idattaeproduct it mainly peaks in August to November, while
in the North Atlantic the model phase peaks in August ande3epér but the data-product peaks in January and February. In
the latter case the model underestimates the primary ptioduend so also COuptake in spring and summer; therefore when
the surface waters warm the pg@ses above its winter value (when there was more DIC but &idemperature) and the
annual maximum occurs in summer rather than in winter, asrobd.

Figure 19 shows the fraction of the seasonal cycle of p@t is not driven by the temperature (and salinity) sedsytes.

It has been calculated using a mean seasonal cycles of daaestemperature, sea-surface salinity, surface DIC arfdce

Total Alkalinity from the decade of the pre-industrial canitrun of HadGEM2-ES corresponding to 2010-2019. The seaso
cycle of pCQ was calculated first using all four seasonal cycles, and tisérg the cycles of DIC and Total Alkalinity but
annual mean values of SST and SSS. The first run includesféesebdf the seasonal variations of temperature (and sglini
as well as the biological uptake and respiration cycles eseffect of the seasonal uptake of £ffom the atmosphere and the
seasonal variation of mixing DIC and Total Alkalinity frofmet sub-surface ocean; the second run does not include thaensda
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variations of SST and SSS, but does include the other cyElesbest-fitting sine-curve was found in each case, and tiee ra
of the amplitudes (second run divided by first run) calculat®¥here the effect of SST (and also SSS) dominates, the value o
the ratio will be less than 0.5, while ratios greater thanifdicate that the effects of biological uptake and resirafand
the mixing) dominate. Where the ratio is greater than 1.0twloeeffects are of comparable size but opposed. From theé&igu
it can be seen that the SST cycle is dominant in the tropicssahetropics, and also in the North Atlantic, while biologjic
seasonality plays an important role in the sub-polar Noaitifie and in the Southern Ocean. The dominance of the SSEin th
North Atlantic is due to the model having too-low primary goction and carbon drawdown there.

The Taylor diagram in Figure 20 shows (blue symbols) theeatation and ratio of standard deviations of the pG®the
model and the Takahashi data-product (alongside simitasicface DIC and Total Alkalinity, discussed in earliertgats).
The annual means, calculated using all open-ocean poidtdemoted by the blue square, have a correlation of 0.53 aatttba r
of standard deviations of 1.12. The remaining blue symbelite to the mean seasonal cycle, and have been calculdyed on
at open-ocean points where a sine-curve was a valid fit (mg@f reducing the variance of the residual, as discussdajtm
the model and the data (of course, the best-fitting curvdswaimally be different in model and data). The correlatiod ¢he
ratio of standard deviation are respectively 0.51 and 1081hfe mid-point of the fitted sine-curve (circle), 0.49 and2lfor
the amplitude (upward-pointing triangle) and 0.51 and @d83he phase. The low correlations are a result of the podcima

in the higher latitudes mentioned above.
4.1.7 Air-Sea CG, flux

Figure 21 shows the air-to-sea flux of €Q.e. positive for net flux into the ocean) meaned over theade2010 to 2019.
The upper panel shows the total flux (i.e. the natural cycl€®f and the anthropogenic perturbation combined), while the
lower panel shows just the anthropogenic perturbations perturbation has been calculated by subtracting the miete o
air-to-sea flux in the piControl run from the total flux at egmint. The annual mean GQlux in the piControl simulation
averaged just 0.0237 Pg Cyrover the period 1860 to 2099, with a standard deviation d®61Pg C yr! and no significant
trend; this average is clearly well within the 0.2 Pg C Yicriterion for a successful spin-up. The annual mean @@x in

the RCP8.5 simulation was 2.529 Pg C Yiaveraged over the years 2010 to 2019, and was 2.117 and 1g96@P' in the
2000s and 1990s respectively. These figures are in goodragneavith the figures quoted by the IPCC 5th Assessment Report
(IPCC, 2013) of 2.3 0.7 and 2.2+ 0.7 Pg C yr ! for the 2000s and 1990s respectively. Given the method foulzding the
anthropogenic perturbation to the flux there is no way tadrisish between the two separate components to it: namely th
(i) ingassing of anthropogenically-emitted €@nainly fossil fuel combustion) and (ii) changes to the naltaycle caused by
climate change (itself mainly due to increasing atmosphee),). Whereas the first component would be expected to give a net
flux into the ocean the second can be either into or out of teamcand careful examination of the lower panel reveals a few
areas in the sub-tropical Pacific where the perturbationiflunegative (out of the ocean). But predominantly the pbettion

flux is into the ocean, and co-incident with some of the lardeges in the total flux (and also the natural cycle flux): the
sub-polar North Atlantic and the adjacent sector of the i&r¢he area where the Kuroshio current becomes zonal and the
seas surrounding the Antarctic continent. It is notableé afthough (on a per unit area basis) the northern sub-pdlan#c
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dominates the total flux it is only comparable with the South@cean in terms of the anthropogenic perturbation. Fig@re
shows Hovniller plots of the seasonal cycle of the total flux of £Qonally meaned globally and separately for each of the
three ocean basins: Atlantic, Indian and Pacific. The Aitdmds the largest per unit area fluxes, and these occur iemand
early spring months when low temperatures reduce the sudeean pC@and deep convective mixing carries ingassed, CO
away from the atmosphere. However, that pattern is revensibe Pacific north of 489\ and in the most southerly latitudes of
all three basins, where the most intense uptake is in thé $ocamer months. This is due to strong biological activitirig

DIC out of the water and lowering the pG@espite the warmer summer temperatures acting to raiseétniodel has only
weak primary production in the North Atlantic so that effecteduced there, whereas the winter subduction is paatigul
strong, and so winter uptake dominates in that region inrttudel. Figure 23 shows the seasonal cycle of the anthropogen
perturbation flux in a similar way. Similar patterns are aled, but the North Atlantic is less dominant in winter.

4.1.8 Nutrients: nitrate, silicate, iron

Figure 24 compares the model surface nitrate field (mean theeyears 2010 to 2019) with the corresponding field from
Volume 4 of the World Ocean Atlas 2013 (hereafter WOA13V4rdaeret al. 2014). Strictly the model nitrate field represent
the sum of all dissolved inorganic nitrogen compounds &tetr nitrite and ammonium) but in many circumstances the firs
of those is dominant. Nitrogen is the "currency" of the moeebsystem and the main limiting nutrient. To first order the
geographical distributions compare fairly well, with higbncentrations in the Southern Ocean, the Eastern Eqald®agific,
and the northern sub-polar regions of the Pacific and Ata@tieans. The gridded data from WOA13V4 is slightly higher
than the model in the Eastern Equatorial Pacific and in thepsldr North Atlantic; in the former region this is due to hay
production in the model than is observed in the real oceandakp more nitrate for phytoplankton growth, while in thééa
the lower-than-observed production is due to low nitratecemtrations at the start of the growing season, in turn due t
tendency of the model to lose nutrient from that region tgtothe deep circulation. It can also be seen that in the mbéel t
nitrate concentration has slipped to be slightly negativedme sub-tropical regions, particularly the centres efgyres; in
such circumstances the ecosystem model (but not the adwemtimixing processes of the physical model) treats theevalu
as zero. As shown in Figure 37 (solid green square), the latioe of the decadal mean of the model and the gridded data is
0.96, while the ratio of the standard deviations is 1.01ernbéat to make these comparisons the gridded data was medrtd
the model grid. Figure 25 compares full-depth meridionatisas of the nitrate concentration in the Pacific and thamtit
Oceans (at 190and 330 respectively) from the model and WOA13V4; the upper/a0fre shown with an expanded vertical
scale. In the Atlantic sections, the model fails to simulde northwards intrusion of nitrate-rich water at aroun@@
depth, and its subsequent upwelling under the tropicsjshisie to weak formation of Antarctic Intermediate Waternaw
issue of the physical model. Also, in the model the high remHatitudes the nitrate concentration is much lower ttnen t
data at all depths, and the deficit is clearly carried with Noeth Atlantic Deep Water at depth to tropical and even high
southern latitudes. This inability to retain high nutrestdls in the sub-polar Atlantic has been seen in previousiomrs of
the model (both physical and biogeochemical), and may biafigrdue to the absence of riverine inputs of nutrient®int
the Arctic Ocean and the high northern latitudes. In thefiRaséction the comparison is better, though the model lanks t
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very high nitrate concentrations revealed in the WOA13Vaded around 1000m depth north of°3Q Figure 37 (open green
square) shows that at around 1050m depth globally the atioelof the model and data is 0.89 and the ratio of the standar
deviations is 1.30 (i.e. the model varies more). Figure 26mares the amplitude and phase of the seasonal cycle in tthel mo
and WOA13V4 nitrate fields. These have been determined binfirttie best-fitting sine-curve to the monthly means at each
point; the phase refers to the time (fraction of year) whendbncentration is highest. As in earlier figures of this fythe
value of the amplitude and phase at a geographical locaionly shown if the variance of the residual seasonal cydiesat
location (after the best-fitting sine-curve is subtractennf the original cycle) is less than half that of the origisahsonal
cycle; this is determined separately for model and datadiditie seasonal cycle will be determined by a number of factor
including vertical advection and mixing and the uptake adineralisation of nitrate by the ecosystem, all of which eary
through the year. The most obvious feature is that, whilesttgsonal cycle at most locations in the model (at both high an
low latitudes) is well-represented by a sine-curve, theedar fewer locations in the gridded data where this is sd thay are
mainly at high latitudes (and particularly in the Northerarkisphere). Where comparison can be made the model amplitude
field is similar in pattern and scale to the mean concentra®presented in Figure 24, but the WOA13V4 field shows some
interesting differences from its concentration field: tbale of the seasonal cycle is much lower in the Southern Ofe&n

to 5 mMol N m~3 amplitude compared to greater than 20 mMol N‘hmean, while the model has an amplitude of 5 to 15
mMol N m~—3 with a similar mean). This suggests that the model is noy fithiting the phytoplankton growth in that region:
this limitation will not be from low nitrate levels as theyeaalways higher than needed for growth, but could be fromrothe
nutrients (probably dissolved iron; see Martin et al. 1982from light limitation. In terms of the phase of the cyclbet
model shows much greater consistency than WOA13V4: alnibdteaareas poleward of 30n the model show the highest
concentration at the end of local winter, but the data prodiiows much more variability in the Southern Hemisphere¢h(bo
models show variability in the tropics). In Figure 37, the/[éa diagram shows (in green) the correlations and ratiothef
standard deviations of the mid-points (circle), amplisifiepward-pointing triangle) and phases (downward-pogtiiangle)

of the best-fitting sine-curves to the seasonal cycles ofeihadd data; the data has been re-gridded to the model’'sagrit,
only points where the sine-curve is an acceptable fit areideresd in the analysis. The mid-point, amplitude and phase h
correlations of 0.94, 0.49 and 0.63 respectively, whilerttims of the standard deviations are 1.00, 1.54 and 0.90.

Figure 27 compares the model silicate field (i.e. dissohcisacid; meaned over the years 2010-2019) with the corre
sponding gridded field from WOA13V4. Unfortunately the disgion/remineralisation parameter for sinking detrggicate
12457 was given a value that was too high; this meant that too mucinned to dissolved silicate in the upper water-column,
leaving too little in the lower water-column. Over the periaf the simulations therefore the surface concentratiatissolved
silicate continually increased (while that in the deep aceantinually decreased) leading to high surface valuesyenere.
This has the effect that, while it would normally be expedteat silicate values will be low enough to limit the growthdif
atoms (which require it to form their shells) in some areathaltime and in others at certain times of the seasonal ¢géter
a bloom, for instance), in these model simulations siliégateever a limiting nutrient for diatoms, which are therefanly
limited by nitrate, iron and light-availability. Atlantiand Pacific Ocean meridional sections (at380d 190 respectively) in
Figure 28 show how the implementation error has raised thearration throughout the upper water-column in both nsea
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Additionally, the Pacific section shows that the strongdbuwip of silicate in North Pacific below 1000m (and especiatiyund
2000m depth) that is seen in WOA13V4 is not simulated to tiieesextent in the model. Despite these problems, Figure 29,
which compares the amplitude and phase of the seasonalafyslgface silicate in the model and WOA13V4 (where a sine-
curve is a good fit to that cycle, as explained previouslydwshthat those non-silicate limitations are still able toduce a
seasonal cycle of silicate uptake in the model that looksarable, suggesting that the diatom production is wellesgnted
(though not for all the right reasons). Therefore, whiles thart of the model did not perform as intended, the functiothe
diatoms as actors in the marine carbon cycle in these siiontais not invalidated. The Taylor diagram in Figure 37 show
(red symbols) the correlations and ratios of the standavéhtiens of the surface annual mean concentration (fillachsg,
correlation 0.69, ratio 0.64), annual mean concentrattdtfD&0m (open square, 0.78, 0.62), and the mid-point (Gifck4,
0.76), amplitude (upward-pointing triangle, 0.70, 0.36)l @hase (downward-pointing triangle, 0.64, 0.89) of thetfitting
sine curve to the seasonal cycle. The data has been re-griddbe model grid for this calculation and in the case of the
best-fitting curve only those points with a good fit are coessd.

Dissolved oxygen is present in the model (Equation 5) as gnadistic tracer. It has particular value as a diagnostic ef th
respiration of organic matter at depth in the water-colubut,also allows for the simulation of oxygen-minimum zores
their evolution under climate change. The surface oxyg@ceotration is not shown, since it is dominated by the teatpee-
dependent physical solubility process, but Figure 30 coagptne Atlantic and Pacific Ocean meridional sections (@t aBd
190 respectively. In both sections the overall patterns arg sinilar, with similar concentrations persisting in the chatis
plume of North Atlantic Deep Water as are seen in the datadtiigled field from WOA13V4). The major difference is
that the model’'s oxygen miniumum concentrations are nobasals in the data: in the Atlantic around 130 mMo @3
compared to around 70 mMol,Gn—3, and in the Pacific around 70 mMok® 3 below the tropics compared to as low as 20
mMol O, m~2 below the sub-tropics in the data. This discrepancy couldugeto the model having too little remineralisation
in the relevant depth-ranges, or having too much mixing {ghér-oxygen water into the minimum zone). To assess the
extent, geographically and vertically, of the low-oxygegions, Figure 31 compares the depth-range of the watarrcolvith
dissolved oxygen concentrations of less than 50 mMph©3 (upper panels) and 100 mMol,@n—3 (lower panels) in the
model (left panels) and WOA13V4 (right panels). The modeladt-exclusively produces such zones in the Equatoriafi®ac
(and particularly the eastern part of that), whereas WOAdLadditionally shows oxygen-depleted water in the Northifieac
and in the northern Indian Ocean. In the Equatorial Pacitigdver, the thicknesses of the low-oxygen zones are cofblgara
in model and data. In the Taylor diagram of Figure 37 the bjuetmls refer to oxygen variables: the filled square refethdo
annual-mean surface concentration (correlation 0.98dsta deviation ratio 1.01), the open square to the meareocbration
at 1050m (0.86, 0.96), the filled star to the thickness of #leve-50 mMol G, m~2 zone (0.30, 0.61) and the open star to the
thickness of the below-100 mMol£n—2 zone (0.57, 0.87).

The Apparent Oxygen Utilisation (AOU; units mMok@ —?) is the difference between the oxygen solubility and thealct
oxygen concentration in a water sample, and is a measure atttumulated biological activity in that sample since i \feest
at the surface (and in contact with the atmosphere). Vakresto be low (and negative) at the surface where oxygendpiod
photosynthesis dominates but significantly higher in degqmorly-ventilated water in which there has been muchiratpn.
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Figure 32 compares the geographical distribution of AOUatiad 1050m depth in the model (upper panel) and in the gdidde
data (WOA13V4). The model matched the data over much of thargdut significantly underestimates the value in the mdia
Ocean and in the North Pacific; in the latter the model showshtpghest values in the mid-latitudes (and particularly foa t
eastern side of the basin) while the observed AOU increasgbwards from the Equator and peaks in the Northeast Pacific
The failure of the model to simulate extreme values at 1008pttdunder the North Pacific has already been seen in the DIC,
Total Alkalinity and Nitrate sections. Figure 33 comparezriaional sections of the model's AOU to the gridded GLODARPv
field in the Atlantic Ocean (upper panels; along 33&nd in the Pacific Ocean (lower panels; along?)90he simulation of
the Atlantic section is mostly excellent, except for a dlighderestimate at about 500m depth arounth\2®ut the model
misses the high values under the North Pacific as noted almaesse plots it can be seen that the error extends from 1600m
3000m depth. In the Taylor diagram of Figure 37 the purpletsyisirefer to AOU: the filled square refers to the surfaceealu
(correlation 0.57, standard deviation ratio 0.45) and fhencsquare to the value at 1050m depth (0.84, 0.89) the ntishrita

the latter being mainly due to the failure to simulate thenhigprth Pacific and Indian Ocean values.

Figure 34 presents the surface dissolved iron concentratithe model (upper panel) and the amplitude of the singecur
that best fits the seasonal cycle (lower panel; as in preyitats of this type values are only shown if the variance of the
residual is less than half that of the original cycle). Inteaase the period considered covers the years 2010 to 2019t
different scales are used for the two plots: contour inferf@ the lower plot are one tenth of those for the upper. ttpper
plot, the effects of high inputs of iron-rich dust can be seetihe northern sub-tropical Atlantic (from the Sahara dgsa
the northern Indian Ocean (from the Arabian Peninsula aedrttiian Sub-continent) and east of Australia; most of tha ir
that is supplied to the surface layers of the Southern Oceapwelled or mixed from below. Given that the half-satunati
concentration for iron limitation in both types of phytopkion was set at 0.2 Mol Fe m—3 it can be seen that in the model
there are few areas of the ocean where the decadal mean taticerof dissolved iron limits the growth of either mistyRo
or diatoms. However, there are significant areas, inclutliegSouthern Ocean, the Eastern Equatorial Pacific and thté No
Pacific, where iron is limiting at certain times of the seadaycle, though even this is different from the observedadion
where, for instance, iron is limiting in the Southern Oceamlhtimes of the seasonal cycle. Figure 35 shows meridional
sections of the model concentration in the Atlantic Oceaft lanels; along 330 and in the Pacific Ocean (right panels;
along 190). In the Atlantic section the signature of the high surfagaut from Saharan dust can be seen, as can the rapid
reduction in concentration along the path of the North Attabeep Water due to the scavenging process. That processeca
seen continuing on the continued motion of that deep watehwards through the Pacific. The longitude of the Pacifitisec
is far enough east that the air-borne dust inputs at the gudee low. Figure 36 compares the model to observationgalon
a roughly-meridional section in the western Atlantic OceBime data were collected for the eGEOTRACES GAO02 transect
(Schlitzer et al., 2018), and the model section follows tkecesame path. The units in the upper panel (model).bel Fe
m~—3 while those in the lower panel (data; from http://www.egaogés.org/sections/GA02_Fe_D_CONC.html) are nMol Fe
m~3; since the model's sea-water density is set at 1025 kd/father than for calculations of density and pressure grdsije
of course) these units are roughly comparable (2.5
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4.2 Response to climate change

This section presents key results of the response of the Inmd#émate change in the RCP8.5 scenario simulation, iR par
ticular between the decade 2010-2019 ("the 2010s") andabadd 2090-2099 ("the 2090s"), and also through the hisdori
simulation from which the future run is initialised.

Figure 38 shows the global zonal mean surface nitrate coratem through the historical and RCP8.5 scenario period
(years 1860 to 2099), allowing trends to be identified. Theesponding period of the piControl simulation (not sholwa}
no trend or drift, so the changes with time seen in this pletal due to climate change. It can be seen that at almost all
latitudes the concentration decreases through the 21strgeand that the rate of decrease becomes more markedd®ter
end of the simulation. This trend can be understood in teffrtiseovertical supply of nitrate being reduced as the surfaean
is warmed and becomes more stratified. Although phytoptangrowth (and nitrate uptake) is also reduced because of the
reduced nutrient availability the net effect is a decreagheé surface nitrate concentration, and this drives matiyeo€hanges
seen in the model and presented in this section.

Figure 39 presents Howtler plots of the total chlorophyll anomaly (a measure of #iieindance of both types of phyto-
plankton) from 1860 to 2099 for the Atlantic basin (uppergaand the Pacific basin (lower panel). The anomaly has been
calculated by subtracting the chlorophyll in the piConswhulation (the mean from 1860 to 2099) from the annual mean
chlorophyll in the historical+RCP8.5 simulation. The pi@wl| chlorophyll showed no significant trend or drift. Indition
to inter-annual and inter-decadal variability in both Inasit can be seen that trends become apparent in the climatgeh
scenario, mainly after the year 2000. In both basins theraphyll close to the Antarctic continent increases suliithy) as
does that in the Atlantic Basin around®4b In contrast there is a clear reduction in chlorophyll atEguator, present in both
basins but particularly marked in the Pacific. Between 30&0itN there is a smaller reduction in chlorophyll in each basin,
while in the Pacific just north of that band there is a markenldase. These trends can be understood as increasedcstratifi
tion both reducing the vertical nutrient supply and redgdime depth of the mixed layer during the growing season (and s
improving the available light for phytoplankton in the sagé layer): in the tropics the former dominates so prodog@émd
chlorophyll) is reduced, but at high latitudes the lattemigre important and leads to higher production. In additamound
Antarctica warming seas mean that ice-cover is reducemlyizly more primary production. Similar results have begored
previously in future scenario simulations (e.g. Bopp et201).

Figure 40 shows how the seasonal cycle of total chlorophyinges from the 2010s to the 2090s in the Atlantic basin
(upper panel) and the Pacific (lower panel). In both basiesélduction in chlorophyll at Equatorial latitudes is seeibé¢
present throughout the year, though it is most intense irAtlantic between July and November and in the Pacific during
March and April. In the Southern Ocean sectors of each basirtlhange is an increase between October and February in
the most southerly latitudes, and no change in other mohtivgever slightly further north, around 45, there is an increase
during those austral summer months in the Atlantic but aedese in the Pacific. In the northern hemisphere, poleward of
40°N, the Atlantic sees a reduction between April and Septerbithe Pacific sees a strong increase in the Spring (March to
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May) followed by an equally-strong reduction in the sumnideme to August). This "dipole” change in the North Pacific is a
signature of the seasonal cycle shifting forward by sevariths, in response to changing physical conditions.

Figure 41 shows the difference, between the 2090s and tHgs20ithe mean total primary production (upper panel) and
in the mean seasonal cycle of that quantity (lower panelg. Miean field displays strong reductions in the Equatoriaifieac
and Atlantic Oceans, because of reduced nitrate avatlglaid also in the sub-polar North Atlantic and the eastempolar
North Pacific. In contrast the Southern Ocean close to thargtit continent shows strong increases in productiontHer
reasons outlined above: shallower surface mixed layeva/aly the phytoplankton to remain for longer in well-lit dap near
the surface, and reduced seasonal ice-cover allowing nmoeefor growth. The seasonal cycle shows a pattern of changes
that is very similar to the change in the mean, except in thetdfa Equatorial Pacific where the amplitude of the cycle is
little changed but the mean has been substantially redncgethat in the 2010s the seasonal cycle was also relatnedy,
while the mean was high in that area. Figure 42 shows the ehtmmgugh time of the diatom production and the misc-Phyto
production (upper and lower panels respectively), and s¢parated into the Atlantic and Pacific basins (left- anktdwgnd
panels respectively). It is clear that similar trends amntbfor both phytoplankton types, though there are somerdiffces
between basins (e.g. the production by both types incrgadeward of 60N in the Pacific during the later 21st century, while
similar latitudes in the Atlantic show a decrease). The glalmnual mean total primary production in the 2090s is 30Ri§C
yr—! (compared to 35.175 Pg Cyt in the 2010s, so a 1373reduction), which is apportioned 17.227 Pg C yKc.f. 19.791;
-13.0%) to the diatoms and 13.267 Pg Cyr(c.f. 15.384; -13.%) to the misc-Phyto; therefore there is only a very smalltshif
towards increased dominance by the diatoms. Bopp et al5§Z#0v a decrease in the prevalence of diatoms under a warming
scenario, and the opposite result obtained in this studyéstd the lack of silicate limitation which means that thetalias
are not prevented from utilising their higher growth ratefact because the upwards drift in surface silicate comagohs
is ongoing throughout the period of the future scenario theate is less limiting in the future, rather than more liing as
would be expected with increased stratification.

Figure 43 shows how the surface ocean pGR@ries through the historical and RCP8.5 scenario. The @elpshows
the change with time of the global zonal mean pCGomaly (i.e. the difference between the scenario and Gentiol).

As expected, the surface pGhcreases smoothly with time, increasing its rate in kegpiith the prescribed atmospheric
concentration. Most of the rise therefore occurs during@ttet century. It is notable that all latitudes increase atesntially
similar rate. The middle panel shows the geographicalidigion of the anomaly averaged over the period 2090-20€9eH
the colour-scale has been set to show up what differences #ne: the rise is greatest in the arctic and in the subdabpi
gyres, and in the northern sub-polar Atlantic. The bottomgbahows that the distribution of the anomaly of the sedsyudée
amplitude is very similar to that of the mean concentratextept around the Antarctic continent. The phase of theosehs
cycle in the 2090s (not shown) has changed little from th#tén2010s.

Finally, the air-to-sea flux of CQis considered. Figure 44 shows the global total flux throinghhiistorical+RCP8.5 simu-
lation from 1860 to 2099 (the piControl over that period sedwo trend). It is clear that the flux increases with times thi
to be expected, since the atmospheric p@@s increasing monotonically through the simulation. By 2090s the net flux is
4.8PgCyrt,
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Figure 45 shows the evolution of the zonal mean flux globatp panel) and in the Atlantic and Pacific basins separately
(middle and bottom panels respectively). It can be seen Widte the global total flux continued to increase throughbe
period, there were certain latitudes in some basins wheréiuk peaked and then began to decline - despite the atmaspher
CO, concentration continuing to increase. This effect is patdérly noticeable in the Atlantic between 50 and°6Q with the
peak uptake occurring between 1980 and 2030 before an eattededecrease. Such a "peak and decline” feature is seen in
many CMIP5 model simulations as well as in other future satiohs, and the causes are examined in Halloran et al. (2015)
In the Southern Ocean, meanwhile, the uptake shows a mdo@od significant increase, particularly in the second balf
the 21st century.

Figure 46 shows the seasonal cycle of the zonally-meanadlftox during the 2090s globally and in each ocean basin
separately. It can be compared to Figure 22, which showsaime £ycles during the 2010s. It is clear that there has been a
substantial shift towards net uptake, particularly whéeré¢ was substantial uptake already in the 2010s; but thersome
areas which were sources at the earlier time that becams &inlatmospheric C@at the later time. There are also regions
(e.g. the Atlantic around £Bl) which were weak sources in the summer months during th@20ut which have become
strong sources by the 2090s; and this is despite thosedasioeing stronger sinks in the winter and spring monthsedatier
time. Overall, therefore, the cycling of GDetween the ocean and atmosphere seems to have generibified. This result
is consistent with the conclusions of Hauck andlRér (2015) who argued that, due to a reduction in the Revelduffer)
factor of the surface waters the seasonal cycle due to baabgrowth will become relatively more important.

5 Conclusions

The Diat-HadOCC model is a development of the earlier Had@®@@el, including separate diatom and misc-Phytoplankton
components and representations of the dissolved silicatéran cycles in the ocean and through the marine ecosy3Steen.
model forms the ocean biogeochemistry component of the Nfete®®¥ coupled Earth System model HadGEM2-ES, and has
been used to run a wide-ranging suite of simulations for RS experiment. This paper has described the model inldetai
presenting the equations and explaining choices made ipatameterisations. The Diat-HadOCC model’s performamse h
been evaluated by comparing a selection of results from M&P6 simulations to publicly-available data products sash
the World Ocean Atlas 2013 and GLODAPv2. The model resultsveh(and many more) are freely available from the Earth
System Grid website (https://pcmdi.linl.gov/projecssfelinl/).

The model has been shown to be capable of reproducing to@naale extent many of the important features of the marine
carbon cycle, including annual mean surface concentmtibissolved inorganic carbon and total alkalinity andaheaual
air-sea flux of CQ. However there are also significant differences from theweald observations in these quantities, both in
the surface layer (where the effect on the air-sea @@ is direct) and in the deep and mid-waters (where modekrsmvill
take decades to centuries to affect that flux). Some of th&eesthces may be due to errors in the physical ocean modetg
circulation, but some will be due to errors in the ecosystemigopmance. The climate change response of the marinerarbo
cycle in the model is also shown to be in accordance with aimilodelling studies.
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In terms of the ecosystem, the model does less well. The rsddgl chlorophyll (the sum of diatom chlorophyll and misc
Phytoplankton chlorophyll) is too high in many areas (by@&daof 2 or more), including in the Eastern Equatorial Pacifid
the Southern Ocean, while being lower than observed in tigetobphic gyres. In contrast, the model’s primary proéutct
(global mean 35.2 Pg C / yr) is slightly below the range esttdrom observations, even when the highly-productivestada
regions are ignored (the physical structure of the modehsidaose regions will not be adequately represented). Tdretehe
model produces too much chlorophyll that does not do endligé split between diatoms and misc-Phytoplankton is roughl
even, with the former having 556 of the biomass and being responsible fof66f the primary production. The geographical
distributions of the two phytoplankton types are also vemilar, and this similarity is roughly maintained even undee
RCP8.5 climate change scenario. The reason for the two tygiag so similar is due to many of their parameters having the
same values (an exception is the maximum growth-rate, wisitligher for diatoms), and due to the dissolved silicate and
dissolved iron fields not being limiting to diatom growth asch as they should be. The dissolved nitrate field is repteden
fairly well, though its surface concentration is low in therth Atlantic due to circulation issues (and a lack of rimerinputs).
The dissolved silicate field, by contrast, suffers from arpdwice of the detrital silicate dissolution parameteickHeads to
a drift to excessively-high surface values through the nuth o is rarely limiting. Surface concentrations of disedlron,
which should be limiting in most areas of the ocean for attlsasme of the year, are also too high because the iron in the
particulate biology is remineralised too shallow in the evatolumn. The iron sub-model is not a success, and is disdus
below, whereas the silicate problem, not being due to angrarit flaw in the model structure or equations, can be cadect
by choosing a more suitable (i.e. lower) value for the rateyarameter.

The iron sub-model was developed for the Diat-HadOCC maatadl o for use in HadGEM2-ES) at a time (circa 2007)
when much less was known about the cycling of iron throughatean ecosystem. This was particularly the case for a
quantitative understanding of the system, which is reguiogproduce a predictive numerical model: it is not enougkntaw
that a certain process happens, in order to include it saftdgsin an Earth System Model the rate at which it happerashaow
it depends (or not) on temperature and other factors (ifucbncentrations of state variables) has to be knownckiigainly
the case that if the Diat-HadOCC model was being developadthe iron sub-model would be very different from the one
used as part of HadGEM2-ES in the CMIP5 experiments. In @adi the forced remineralisation of all iron at the point at
which material enters the detrital compartment(s) wouldh@orepeated: there is incontrovertible evidence (Boyd.g2@17)
that iron is found in sinking detrital particles, and everthie model the problem that that choice was pragmaticallyenad
to address - too little iron in the surface waters - has cetsedist since subsequent changes to the land surface sécheme
HadGEMZ2-ES led to increased dust deposition to the oceas@adyreater surface iron supply. The result in the simulatio
was that the surface iron concentration was too high and ava$yrlimiting to phytoplankton growth.

One innovation used in the Diat-HadOCC model relates to hemious phytoplankton and zooplankton processes respond
to iron stress. Originally suggested by the late Professke Masham based on unpublished work, it provides sepamate i
replete and iron-deplete parameter values, with the eshiialue at any time and location being determined by thelisd
iron concentration. The intention was to provide an effectihort-cut where a quantitative mechanistic understanali how
iron affects certain biological processes is lacking or rgh@n accurate representation would require extra statables
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(e.g. for internal pools of stored nutrients, etc.). The slalows five processes to be modified this way: the growta-o&
diatoms, the growth-rate of misc-Phytoplankton, the Sablbrfor uptake by diatoms, the preference for zooplankemuing
on diatoms and the natural mortality of zooplankton. Thetlas are not meant to suggest that dissolved iron direcflcss
any individual zooplankton, or indeed any particular zeoton species, in that way, but rather recognises thatitigges
Zooplankton compartment used in the Diat-HadOCC model besssarily to represent an assemblage of different zokiplan
species and iron-stress will lead to diatoms being moreilyesilicified and so affect the relative palatability of tens as
prey and the make-up of that assemblage. In a different mhbedehas two zooplankton state variables it might be poss$l
produce such a shift in the assemblage more explicitly, aritimight not be necessary to use that last short-cut. Theessc
of this innovation was not fully tested in the CMIP5 expermts as the iron-replete and iron-deplete parameter valees
set to be equal in all except the case of diatom growth-rdte.decision to do that was taken after a limited sensitiviggsis
showed no great benefits in making the values significanffgrént, and it was reasoned that, as just part of a muchrlarge
ESM running predictive simulations over several hundreargeit was better to "play it safe" and err on the side of cawti
where there was no strong reason to do otherwise.

The problems of the too-high surface dissolved silicate disdolved iron concentrations, while scoring poorly on som
ocean ecosystem metrics, do not invalidate the air-sea fiudQs, or the ocean carbon storage, in the simulated results
submitted to the CMIP5 experiment. The effect of those tightltoncentrations is to make the diatom phytoplanktorestat
variable to be not limited by silicate and iron, and so behaege similarly to the misc-Phytoplankton state variablanth
it should; therefore the total primary production and carldoawdown is like that that would be seen if there was a single
phytoplankton state variable, limited only by dissolvedrganic nitrogen (and light). While such a single-phytoftan
ecosystem model would lack some of the climate responses Was hoped the Diat-HadOCC model would explore it would
still be a valid model, so the representation of the widebearcycle (including the ocean carbon cycle) is not impaiteid
a disappointment that the Diat-HadOCC model as implemédiotetthe CMIP5 experiments was not able to fully explore the
intended range of potential feedbacks (e.g. changes idimatation due to changes in dust deposition, the effeatlainges
in the relative abundance of the two phytoplankton types).gtlowever, this failing was largely due to cautious cksiof
certain parameter values, which led to the phytoplanktpedybeing very similar in behaviour, and poor choices ofrsthe
which led to the drift in surface dissolved silicate concatibns; with different parameter choices the model stnectind
equations could explore those potential feedbacks. Thea staictural problems concern the iron sub-model, in paldicthe
forced remineralisation of iron rather than letting it bemopart of sinking detritus, and in the light of significansearch
undertaken since the model was developed this sub-modétiwenefit from being significantly changed.

The Diat-HadOCC model took part in the comparative studyi@kowski et al., 2014) to choose the ocean biogeochemical
sub-model for the first UK Earth System Model (UKESM1), buswat chosen. In the light of that decision there are no plans
to develop the Diat-HadOCC model further. However, thisgazhieves the important task of giving a detailed desonif
the Diat-HadOCC model that was used as part of HadGEM2-E$teimulations for the CMIP5 experiment, which informed
the 5th Assessment Report of the IPCC, and as such is a valedard. Certain parameterisations uniquely used by tltemo
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have been highlighted. The successes, and weaknesses nobtiel have been presented and discussed, making it cleag wh

the latter are due to the model structure and where they aneetlult of parameter choices.

Code availability. Due to intellectual property right restrictions, the author cannot provittierethe source code or documentation papers

for the Unified Model (UM). The Met Office Unified Model is available fase under licence. A number of research organizations and
5 national meteorological services use the UM in collaboration with the Met®ffi undertake basic atmospheric process research, produce

forecasts, develop the UM code and build and evaluate Earth systenismBdefurther information on how to apply for a licence, see

http://www.metoffice.gov.uk/research/modelling-systems/unified-imode
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Figure 1. Diagram of the Diat-HadOCC model components and flows of nitrogehpoasilicon and iron

44



Model srfc Chlorophyll; mean 2010-2019; mg—Chl/m3

453

903

455

Figure 2. Comparison of surface chlorophyll: upper panel, mean over thesy2@t0-9 inclusive from the model, Historical+ RCP8.5
scenario; lower panel, mean over 1998-2007 from GlobColor, witthéurprocessing as described in (Ford et al., 2012). Units are mg Chl
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Figure 3. Seasonal cycle of global zonal mean surface chlorophyll, in mg CHL top panel, average over the years 2010-9 inclusive from
the model, Historical+RCP8.5 scenario; middle, the same but scalecttny 8213/0.812 (=0.262) so that the model mean matches the

observations; bottom, satellite-derived data from GlobColor, average1998-2007 inclusive.
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Figure 4. The amplitude (left-hand panels; units are mg Chi*nand phase (right-hand panels; units are 'fraction of year’) of thsaeal
cycle of surface chlorophyll in the model (upper panels; averageymars 2010-9, Historical+RCP8.5 scenario, amplitude scaled toy fac
of 0.213/0.812) and in the GlobColor data (lower panels; averageyaas 1998-2007). The amplitude has been determined by finding
the best-fitting sine-curve through the monthly-mean values of the avesade at each point, and the phase refers to the fraction of the
year when the fitted curve is at its maximum. Points are left white if the vagiahthe residual (after the best-fitting sine-curve has been
removed) is more than half that of the original seasonal cycle.
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Figure 5. Taylor diagrams of model surface chlorophyll compared to the GlédQwoduct. Solid symbols represent correlations and

standard deviations from points in all parts of the ocean (except inlaag},sehile open symbols have had a mask applied to remove the
Arctic Ocean and two grid-boxes around the coast, as explained in th&tpxres represent the annual mean of all points, while circles,
up-pointing triangles and down-pointing triangles respectively reptesermid-point, amplitude and phase of the sine-curve that best fits
the seasonal cycle (where the variance of the residual is less thanéa#frthnce of the cycle). The diagram on the left uses the raw model
results, while that on the right uses the model chlorophyll scaled to gieenparable global mean to the observations (again as explained in

the text).
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Figure 6. Phytoplankton surface biomass (in mMol N'f), averaged over the model years 2010-2019 inclusive, for (ypoeel) Diatoms,
and (lower panel) misc-Phytoplankton.
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Figure 7. Phytoplankton surface biomass mean seasonal cycle, averagedane years 2010 to 2019 inclusive, for (upper panels) Diatoms
and (lower panels) misc-Phytoplankton. Left-hand panels show théitade(in mMol N m~2) and the right-hand panels the phase (in
fraction of calendar year). Only points where the residual variancessien half the original are shown.
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Figure 8. Phytoplankton surface biomass (in mMol N'/), zonal mean (taken globally for left-hand panels, across Atlantic kmagin
for right-hand panels), averaged for each month over the modes Y84 0-2019 inclusive: upper panels, Diatoms; lower panels, misc-

Phytoplankton
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Figure 9. Primary Production (g C m? d~!), depth-integrated, averaged over the model years 2010-2018iirelbottom panel, PP by
misc-Phytoplankton; middle panel, that by Diatoms; top panel, total by bottoplankton types
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Figure 10.Primary Production (g C m? d '), depth-integrated, zonally-meaned, averaged for each monttttevetodel years 2010-2019
inclusive: bottom panels, PP by misc-Phytoplankton; middle, that by Digttop, total by both phytoplankton types. The left-hand panels
show global zonal means, while the right-hand panels show zonalsaeanss the Atlantic basin only.
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Figure 11. Surface concentration of Dissolved Inorganic Carbon (mMol C)ntop panel, model field averaged over model years 2010-
2019 inclusive; middle, model field averaged over model years-1999 inclusive; bottom, the gridded field from the GLODAPV2 database

54



DIC; GLODAPYZ; Atlontic saction (330E); mMol-C/m3

DIC; model 2010s; Ationtic section {330E); mMol-C/m3

- 200 — 200
g’ 2
£
3
i i

400 4w

1000

2000
E
§ 3000

4000

5000

905 ass. o a5 so% )
Luitse Ledituae
DIC; medel 2010s; Pacific section {190E); mMal-C/m3 DIC; GLODAPV2; Pacific section {190E); mMel-C/m3

- — 200

" £

= =

E Y

&
00 00

Degth (m)

2000 2100 2200 2300 2400

Figure 12. Meridional sections of DIC: Upper panels show sections in the Atlantic @a&mng 330, lower panels Pacific Ocean sections
along 190; left panels show model concentrations averaged over 2010-89h8panels show concentrations from the GLODAPV2 gridded

product.
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Figure 13. Surface DIC, model seasonal cycle, averaged over model 284652019 inclusive: upper panel, amplitude of cycle (mMol C
m~3); lower panel, phase of cycle (fraction of year). Only points wheragbglual variance is less than half the original are shown.
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Figure 14. Surface concentration of Total Alkalinity (mEq™): top panel, model field averaged over model years 2010-2019siuelu
middle, model field averaged over model years 1990-1999 inclusdteom, the gridded field from the GLODAPV2 database.
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Figure 15.Meridional sections of Total Alkalinity: Upper panels show sections in themitaDcean along 330 lower panels Pacific Ocean
sections along 190 left panels show model concentrations averaged over 2010-80hBpanels show concentrations from the GLODAPv2

gridded product.
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Figure 16. Surface Total Alkalinity, model seasonal cycle, averaged over hyades 2010-2019 inclusive: upper panel, amplitude of cycle

(mEq m~2); lower panel, phase of cycle (fraction of year). Only points whereébiglual variance is less than half the original are shown.
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model srfc ocn pCOZ; mean 1990-2009; ppmv

Figure 17. Surface ocean pCO2 (in ppmv): upper panel, model field averagedtioe model years 1990-2009 inclusive; lower panel,
Takahashi gridded field from data, annual mean, referenced tetre29p00
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Figure 18. Surface ocean pCO2, seasonal cycle: upper panels, modelgesiereer model years 1990-2009 inclusive; lower panels, Taka-
hashi gridded data, referenced to the year 2000; left-hand pangidifude of the cycle (ppmv); right-hand panels, phase of the cycle (in

fraction of year). Only points where the residual variance is less thi&thiesoriginal are shown.
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fraction of pCO2 seas cyc due to biology

Figure 19. Fraction of the seasonal cycle of pg&@hat is not driven by the temperature (and salinity) seasonal variatioa détails of
the calculation are given in the text. Where the ratio is less than 0.5, the t&tmgevariation dominates, and where the ratio is greater

than 0.5 the biological uptake/respiration (and the air-sea uptake) diemietios greater than 1.0 indicate that the biologically-driven and

temperature-driven cycles are opposed.
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Figure 20. Taylor diagram for surface DIC (orange), surface Total Alkalinityr(de) and surface pCO2 (blue). Model DIC and Total
Alkalinity from the RCP8.5 simulation (meaned over the years 2010 to 2@l%sine) are compared to the gridded fields from GLODAPv2,
while model pCO2 (meaned over 1990 to 2009 inclusive) is comparee toatkahashi gridded data. Filled squares refer to the raw surface
fields, and filled circles, upward-pointing triangles and downward triangiepectively refer to the mid-point, amplitude and phase of the

sine-curve that best fits the seasonal cycle (in points where the vaugétite residual is less than half that of the original cycle).
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Figure 21. Total air-to-sea flux of C@(ng C m 2 s~!; positive values into the ocean), mean over model years 2010-26tLiire: upper
panel, total flux (natural cycle and anthropogenic perturbation); Ipagel, anthropogenic perturbation
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Figure 22. Total air-to-sea flux of C@(ng C m 2 s~ !), seasonal cycle averaged for each month over the model yekds2219 inclusive,

zonally-meaned: upper left panel, global zonal mean; upper righalznean of the Atlantic Ocean basin; lower left, zonal mean of the

Indian Ocean basin; lower right, zonal mean of the Pacific Ocean basin
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Figure 23. As Figure 22, but for the air-to-sea flux of anthropogenic,@ly (ng C m 2 s™1)
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Figure 24. Surface dissolved nitrate (mMol NTd): upper panel, model field averaged over model years 2010i2@L&ive; lower panel,
the gridded field from the 2013 World Ocean Atlas
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Figure 25. Meridional sections of disolved nitrate (mMol NT): upper panels show sections in the Atlantic Ocean alond ,38ver
panels Pacific Ocean sections along%,9€ft panels show model concentrations averaged over 2010-g@h8panels show concentrations
from the 2013 World Ocean Atlas gridded field.
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Figure 26. Surface dissolved nitrate, seasonal cycle: upper panels, mode| eyeraged over model years 2010-2019 inclusive; lower
panels, the cycle from the monthly gridded fields from the 2013 World @é¢las; left-hand panels, the amplitude of the cycle (mMol N

m~?); right-hand panels, the phase of the cycle (fraction of year). Orilytpavhere the residual variance is less than half the original are
shown.
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Figure 27. Surface dissolved silicate (mMol SiTd): upper panel, model field averaged over model years 2010420l&ive; lower panel,
the gridded field from the 2013 World Ocean Atlas
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Figure 28. Meridional sections of disolved silicate (mMol SiT): upper panels show sections in the Atlantic Ocean along,38dver
panels Pacific Ocean sections along%,9€ft panels show model concentrations averaged over 2010-g@h8panels show concentrations
from the 2013 World Ocean Atlas gridded field.
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Figure 29. Surface dissolved silicate, seasonal cycle: upper panels, mode| eyeraged over model years 2010-2019 inclusive; lower
panels, the cycle from the monthly gridded fields from the 2013 World ©é¢las; left-hand panels, the amplitude of the cycle (mMol Si

m~3); right-hand panels, the phase of the cycle (fraction of year). Orilytpavhere the residual variance is less than half the original are
shown.
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Figure 30. Meridional sections of disolved oxygen (mMoh® ~2): upper panels show sections in the Atlantic Ocean along,380er

panels Pacific Ocean sections along %9éft panels show model concentrations averaged over 2010-g8@h®panels show concentrations
from the 2013 World Ocean Atlas gridded field.
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Figure 31. Thickness (m) of the oxygen depletion zone in the water-column,; letlpdrom the model (averaged over the years 2010 to
2019 inclusive), right panels from the 2013 World Ocean Atlas. Uppdrlawer panels show the extent of the water-column in whigh O

concentrations are respectively below 50 and 100 mMohO3.
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ADU; Medel 2010s; 1045.6 m; mMol-02/m3

Figure 32. Apparent Oxygen Utilisation (mMol ©m~2): upper panel, model field at 1045.6 m, averaged over yearsta@l 9 inclusive;
lower panel, field at 1050 m from the 2013 World Ocean Atlas.
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Figure 33. Meridional sections of Apparent Oxygen Utilisation (mMo} @~ 3): upper panels show sections in the Atlantic Ocean along
330, lower panels Pacific Ocean sections along°] %€t panels show model concentrations averaged over 2010-2igh® panels show

concentrations from the 2013 World Ocean Atlas gridded field.
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Figure 34. Surface dissolved iron (uMol Fe ™): upper panel, model field averaged over model years 2010-2@liive; lower panel,
amplitude of the model seasonal cycle averaged over the same pamlgints where the residual variance is less than half the original

are shown).
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Figure 35.Meridional sections of dissolved iron concentrations (uMol Fe'jrfrom the model, averaged over years 2010 to 2019 inclusive:
left panels show sections in the Atlantic Ocean along’38@ht panels Pacific Ocean sections along®190
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Figure 36. Sections of dissolved iron (uMol Fe ) along the eGEOTRACES GAO02 transect (in the Atlantic Ocean): uppesl shows
model concentrations averaged over years 2010 to 2019 inclusivey, panel is reproduced from eGEOTRACES.
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Figure 37. Taylor diagram of nitrate (green), silicate (red), oxygen (blue) andafgnt Oxygen Utilisation (purple); model values are aver-
aged over years 2010 to 2019 inclusive, observations are from fi8\®0rld Ocean Atlas. Filled squares show the surface concentrations,
open squares the concentrations at the nearest depth level to 1060 aircdes, upward-pointing triangles and downward triangles respec-
tively the mid-point, amplitude and phase of the sine-curve that best fiteetisonal cycle (only at points where the residual variance is less
than half the original). The filled and open stars show respectively thiealeextent of the water-column where, ©@oncentration is below

50 and 100 mMol @ m—3.
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Figure 38. Surface dissolved nitrate concentration (mMol N'Hjy global zonal and annual means for model years 1860 to 2089, the

CMIPS5 Historical and RCP8.5 simulations, showing the response to tigaalimatic forcing
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Figure 39. Surface total chlorophyll concentration anomaly (mg Chi*h zonal and annual means for model years 1860 to 2099, from
the CMIP5 Historical and RCP8.5 simulations: upper panel, zonal nicthe étlantic Ocean basin; lower panel, zonal mean of the Pacific
Ocean basin. The anomaly has been calculated by subtracting theestirfaoophyll concentration field, meaned over the years 1860 to

2099 inclusive, as produced by the piControl simulation from the am€meahs of the Historical and RCP8.5 simulations
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Figure 40.Change in the seasonal cycle of surface chlorophyll concentratioe @NHP5 RCP8.5 simulation: change is calculated between
the mean seasonal cycles of the model years 2090-2099 and 20290Zbnal means of the (upper panel) Atlantic Ocean basin and (lower

panel) Pacific Ocean basin
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Figure 41. Change in the depth-integrated total Primary Production (mg€ dr?) in the RCP8.5 simulation: difference between the
model years 2090-2099 and 2010-2019. Upper panel: differendecadal means; lower panel: difference in amplitude of mean salason
cycle
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Figure 42.Change in annual mean depth-integrated Primary Production (mg°@m') during the model years 1860 to 2099 in the CMIP5
Historical and RCP8.5 simulations. Upper panels, PP by Diatoms; lowmelgdP by misc-Phytoplankton; left-hand panels, Atlantic Ocean

basin zonal mean; right-hand panels, Pacific Ocean basin zonal mean
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Figure 43. Change in surface pGQ(ppmv) during the model years 1860 to 2099 in the CMIP5 Historical aG&&5 simulations. Top
panel: the anomaly over the period of the simulations, calculated by stibfy#ite annual means of the piControl simulation from those of
the Historical and RCP8.5 simulations. Middle panel: the decadal meamedynduring the model years 2090-2099, calculated by subtracting
the relevant years of the piControl from those of the RCP8.5 simulatiotio panel: the seasonal cycle amplitude anomaly averaged over

the model years 2090-2099, calculated as for the middle panel
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Figure 44. Time-evolution of the annual mean global total air-to-sea @0x (Pg C yr ') between model years 1860 and 2099 in the
CMIP5 Historical and RCP8.5 simulations
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Figure 45. Change in the annual mean total air-to-sea,@0x (ng C m 2 s~!) during model years 1860 to 2099 in the Historical and
RCP8.5 simulations. Top panel: global zonal mean; middle panel: Atlasga®basin zonal mean; bottom panel: Pacific Ocean basin zonal

mean
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Figure 46. The seasonal cycle (monthly means) of the total air-to-seaf@® (ng C m~2 s~ ') averaged over the model years 2090-2099
inclusive. Zonal mean of: upper left panel, global ocean; uppét,riglantic Ocean basin; lower left, Indian Ocean basin; lower right, Pacific

Ocean basin
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Table 1.Diat-HadOCC model state variables

Symbol Description Units

DIN dissolved inorganic nitrogen mmol-N /5m
Si silicic acid mmol-Si / n
FeT total dissolved iron umol-Fe / fn
Ph miscellaneous (misc-) phytoplankton ~ mmol-N7m
Dm diatom phytoplankton mmol-N / fn
DmSi  diatom silicate mmol-Si/ fh
Zp zooplankton mmol-N /
DtN detrital nitrogen mmol-N /
DtSi detrital silicate mmol-Si / m
DtC detrital carbon mmol-C / h
DIC dissolved inorganic carbon mmol-C Pm
TAlk  total alkalinity meq / M

Oxy dissolved oxygen mmol-02 /n
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Table 2. Polynomial coeffs relating to square root of pigment in depth-ranfje

bo, 1 b1, ba, 1, b3, 1 ba, 1, bs, 1.

0.095934 0.039307 0.051891 -0.020760 0.0043139 -0.@H®5
0.026590 0.016301 0.073944 -0.038958 0.0075507 -0.GIXH4
0.015464 0.14886 -0.15711  0.15065 -0.055830 0.0075811

W N P~
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Table 3. Polynomial coeffs for% as a function of pigment and depth

gcofi = g1 =0.048014 gcofe = g4 = 0.0031095
gcofs = g2 =0.00023779 gcof7 = g9 =0.0012398
gcofs = gs =-0.0090545 gcofs = gs =0.0027974
gcofs = g7 =0.00085217 gcofs = g10 =-0.00061991
gcofs = g3 =-0.023074  gcofio = gs =-0.0000039804
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Table 4. Polynomial coeffs and rational function coeffs for psynth calculation

Coeff i=1 2 3 4 5
Q; 1.9004 -0.28333 0.028050 -0.0014729 0.000030841
Yi 1.62461 0.0045412 0.13140
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Table 5. Parameter values used in CMIP5 simulations

Param Value  Units Description
PEM 15 dt Max rate of psynth; misc-Phyto, Fe-replete
pPEh 15 dt Max rate of psynth; misc-Phyto, Fe-limited
pom™ 185 dt Max rate of photosynthesis; diatom, Fe-replete
PO 111 dt Max rate of photosynthesis; diatom, Fe-limited
afh 0.02 mgC (mgChiy! h™! (uEinstm 2s7!)~!  Initial slope of the psynth-light curve; misc-Phyto
aPm 0.02 mgC (mgChiy! h™! (uEinstm 2 s !)~! Initial slope of the psynth-light curve; diatom
EER 0.1 mMolNm? Half-saturation const, N uptake; misc-Phyto
kBT 0.2 mMol N m~3 Half-saturation const, N uptake; diatom
EQm 1.0 mMol Si nr3 Half-saturation const, Si uptake; diatom
REN 6.625 mMol C (mMol Ny! Molar C:N ratio, misc-Phyto
REm™ 6.625 mMol C (mMol Ny ! Molar C:N ratio, diatom
R 5.625 mMol C (mMol Ny * Molar C:N ratio, zoopl
Rﬁg’;w. 0.606 mMol Si (mMol N)* Molar Si:N ratio, diatom, Fe-replete
RO, 0.606 mMol Si (mMol N)* Molar Si:N ratio, diatom, Fe-limited
R0 40.0 mgC (mgChhiy! default Carbon:Chlorophyll ratio, misc-Phyto
Rggh,,mm 20.0 mgC (mg Chiy* minimum Carbon:Chlorophyll ratio, misc-Phyto
RE i maz  200.0  mg C (mg Chi)* maximum Carbon:Chlorophyll ratio, misc-Phyto
RET 00 40.0 mgC (mg Chij! default Carbon:Chlorophyll ratio, diatom
Rg’g’h,’mm 20.0 mgC (mg Chiy* minimum Carbon:Chlorophyll ratio, diatom
Rgz;l,mz 200.0 mg C (mg Chi)! maximum Carbon:Chlorophyll ratio, diatom
Imaz 0.8 dt Max specific rate of zooplankton grazing
Jsat 0.5 nMol N m® Half-saturation const for zoopl grazing
bpr fprh 0.45 (none) Zoopl base feeding preference for misc-Phyto
bpr fom,r 0.45 (none) Zoopl base feeding pref: diatom, Fe-replete
bpr fom,1 0.45 (none) Zoopl base feeding pref: diatom, Fe-limited
bpr fpt 0.10 (none) Zoopl base feeding preference for detritus
Fingst 0.77  (none) Fraction of food that is ingested
Fressy 0.1 (none) Frac of non-ingstd food to dslvd nutrient/carbon
Brr 0.9  (none) Assimilate-able frac of ingested misc-Phyto
gPm 0.9 (none) Frac of ingested diatom that can be assimilated
gPt 0.7 (none) Frac of ingested detritus that can be assimilated
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Table 5a.Parameter values used in CMIP5 simulations (cont)

Param Value Units Description
nrk, 0.05 dt misc-Phyto respiration, specific rate
nnr, 0.0 dt Diatom respiration, specific rate
|} A 0.05 d!' (mMol N m=3)~! misc-Phyto mortality, density-dep rate
Phimin 0.01 mMol N m3 misc-Phyto conc below which mortality is zero
mnbm, 0.04 d ! (mMolNm=3)~! Diatom mortality, density-dep rate
mn’? 0.05 dt Zooplankton losses, specific rate
nzr., . 0.3 d ! (mMolNm=—3)~1 Zoopl. mortality, density-dep, Fe-replete
nz .. 0.3 d ! (mMolNm—3)~1 Zoopl. mortality, density-dep, Fe-deplete
Frmp 0.01 (none) Fraction of mortality to dissolved nutrient
Fomort 0.67 (none) Fraction of zoopl mortality to dissolved nutrient
Vi 10.0 md! Sinking speed, detritus
b« 8.58 md* Detrital remineralisation rate factor, carbon
o< 0.125 dat Max detrital remineralisation rate, carbon
B A 8.58 md* Detrital remineralisation rate factor, nitrogen
JH EAA. 0.125 dt Max detrital remineralisation rate, nitrogen
s 0.05 dt Detrital silicate (opal) remin/dissolution rate
Vbm 1.0 md? Diatom sinking speed
Fere 0.025 1Mol Fe (mMol C)™* Molar Fe:C ratio for ecosystem
kper 0.2 Mol Fe m3 Scale factor for Fe-limitation
LgT 1.0 Mol m~—3 Total ligand concentration
Krer 200.0 @Mol m—3)~1 Fe-ligand partition function
ek 50x10° d! Adsorption rate of iron onto particles
ht9a 1.302 mMol Q. (mMol C)~* Molar O,:C ratio for ecosystem
Rfc’ém, 0.0195 mMol CaC®@ (mMol C)~* Misc-Phyto molar ratio, carbnt frmtn:organic prodn
Ziys 2113.0 m Depth of lysocline
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