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We thank the anonymous reviewer for his helpful comments to our manuscript. The
manuscript for GWGEN, a weather generator for precipitation, temperature, cloud frac-
tion and wind speed using a hybrid Gamma-GP distribution, a hybrid-order Markov
Chain and a cross correlation approach) has been revised and improved.

In summary, a bug has been fixed that now makes the quantile-based bias correc-
tion for the minimum temperature redundant and instead another quantile-based bias
correction for the wind speeds intercept has been implemented to further improve the
results. Furthermore we made several attempts to improve the manuscript text for clar-
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ity and style. This includes a schematic representation of the workflow, changes in the
structure of the paper, more explanations to the figures and a fix of the notation in the
equations.

The spatial autocorrelation, however, that has also been addressed by the other re-
viewer and the editor is, to our believe, beyond the scope of this manuscript. Although
we think that it is possible, we agree with the reviewers that it is not that simple and sub-
ject to further research. Already for the technical aspect we would need a few months
to fix this issue. Nevertheless we think that this does not affect the utility of the weather
generator for a wide range of applications.

Detailed responses to the comments of the reviewer can be found below.

Responses

Reviewer Section 2.2.1. The first line is rather strange if one takes into account that
this is actually the frequential definition of probability. The probability that a given
day is wet is defined as

P (wet) =
#wet days

#total days
, (1)

for a specific month and station, so obviously there is a strong relationship. They
represent exactly the same thing.

Response We edited the text to acknowledge this fact.

Reviewer Use of a 2nd order MC gives better fit and results when modelling precipita-
tion, see for example the study done in Lennartsson et al. (2008). A 2nd order
MC is characterised by the transition probabilities pijk; i, j, k = 0, 1, therefore a
total of 8 transition probabilities. I understand that the authors are interested only
at the event of a wet day, i.e. we need pij1; i; j = 0, 1. These probabilities would
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be : p001, p101, p011, p111. Could the authors explain why instead of the last two
they model p11?

Response Any model development requires choices and trade-offs between absolute
realism and computational demand. Following the analyses and recommenda-
tion of Wilks (1999), we use a hybrid-order model that retains first-order Markov
dependence for wet spells but allows higher-order dependence for dry sequences
as a compromise between effectiveness and simplicity. This approach therefore
only uses the probabilities up to the last wet day, which are p11 and p101, as well
as p001 for a dry sequence. Using this, the MC only needs 3 probabilities instead
of 4. We will include this explanation in the paper.

Reviewer In Fig.2 the fit is per station in a given month or for all months and stations
together? The authors could do a better job explaining waht it is plotted in every
Figure.

Response We clarify our methodology by providing the following description in the text

We perform this analysis on a station and month-wise basis, i.e., we first extract
each of the (complete) Januaries, Februaries, etc. for a given station, and then
merge all of the Januaries (Februaries, Marches, etc...) for this station into a
single series representing each month. [. . . ] Merging months over several years
is particularly important for stations that have relatively little precipitation in a
given month; for example, it could take several years of observations to observe
a single (p101) event. The final transition probabilities were then regressed against
the fraction of days in the month with precipitation, which show the characteristic
linear relationship described by Geng et al. (1986)

Furthermore, the figure captions now include a new short description for clarifi-
cation:

The underlying data for the fits correspond to the means of the the multi-year
series for each month for each station.
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Reviewer In section 2.2.2, line 11: The strong relation... The mean of a gamma random
variable equals the product of its two parameters. i.e E(Γ) = αθ

Response We include following explanation in the revised manuscript:

The strong relationship between the gamma scale parameter and the mean pre-
cipitation on wet days noted by Geng et al. (1986) makes generation of precip-
itation amounts with only monthly input data feasible. It is based upon the fact
that the expected value of a gamma random variable equals the product of its two
parameters. i.e E(Γ) = αθ.

Reviewer Cleary the extreme values cannot be modelled using the Gamma distribu-
tion, it is not suitable for this.

Response We agree, and as noted, we adopt the hybrid Gamma-GP approach to cap-
ture high precipitation amounts as suggested by several previous studies.

Reviewer Page 8, line 9 : I would prefer the use of the term density since distribution
is usually reserved for the cumulative distribution function.

Response It has been changed to probability density function (pdf)

Reviewer How was the estimation of the Gamma distribution parameters performed?
If the authors used likelihood, how did they deal with the fact that the the ex-
cesses above level are modelled as GP. Durban and Glasbey (2001) and Bax-
evani and Lennartsson (2015) suggest a type of modeified likelihood that treats
the excesses as sensored data.

Response We used all of the data in fitting the Gamma distribution using likelihood. We
acknowledge that there could have been different approaches to this problem,
including censuring data above the threshold, but the final results of our model as
presented are acceptable to us. We clarify this point in the text when discussing
the fitting procedure.
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Reviewer If α and θ are estimated by fitting the distribution to the data, then E(Γ) =
p̄ = αθ. So what exactly is modelled by (7) and (8)? I am confused about what
the authors are trying to achieve here.

Response We explain that the resulting α in our calculations ends up being a constant,
effectively the slope of the relationship between the Gamma scale parameter and
p̄, and revise equation (8) to reflect this fact.

Reviewer Fig. 11 Right. The data do not seem to be in a linear relation here. I think
the authors shoud try some other relation or transformation also.

Response We agree and use a third order polynomial now which significantly improves
the relationship

Reviewer Section 2.2.6. I could appreciate some comments on why the matrices A
and B are needed and what they actually represent or try to model. Moreover,
are the matrices estimated for each station and for every month? I assume that
they are estimated using all months and stations together? How is something like
this justified?

Response We added additional clarification and explanation on this point at the begin-
ning of the relevant section.

Reviewer What is the exact length of each simulation record? When we compare
simulated versus observed records I assume that the simulated records are of
exactly the same length as he observed ones?

Response While the lengths of the observed meteorological records differ for each sta-
tion, in our model evaluation, we simulate a daily weather record that is exactly
as long as the input monthly weather observations. We clarify this point in the
text.
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Reviewer The authors notice that the gamma distribution does not perform so well for
low values. Maybe it would make sense to stich another distribution for these low
values, in the same fashion they did for the high ones.

Response Ecological and hydrological significance of very low precipitation is small,
also we are close to the precision of the measurements. For the sake of model
parsimony, we use the current methodology, as also suggested by several other
authors.

Reviewer Section 2.5 The choice of the threshold µ is a rather difficult one, see for ex-
ample Frigessi et al. (2002). The problem is that the fitting of the GP by likelihood,
is based on the assumption that the excesses above level µ are independent and
identically distributed. A rather difficult to satisfy assumption. If the level µ is
chosen too low this will result to too many excesses that will be probably de-
pendent. If it is chosen too high that would result to too few excesses to make
any kind of reasonable fitting. Moreover, I think the use of a global threshold is
oversimplifying.

Response We agree to this point. However, although we did fit the GP to our parame-
terization data above the threshold, this information could not be used. Instead,
we decided to use constant parameters for the GP shape and the threshold and
make a sensitivity analysis (previous section 2.5). The reason for this is, that
after extensive data analysis, we could not find any good relationship between
ξ, µ and the input data for our weather generator. In fact, as stated in the text,
we also tried a varying threshold such that the GP distribution is used, when the
Gamma random variable exceeds a certain percentile, but we could not find any
improvement.

Therefore we could not justify a varying ξ and µ although we acknowledge the
fact, that this is oversimplifying and we clarified this in the discussion. At the mo-
ment this is the best we can do and the results are nevertheless better compared
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to using the Gamma distribution alone and, indeed, they are surprisingly good.
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