Reviewer #1 comments and response:

We thank the reviewer for his/her helpful comments and corrections. Below are our responses to
the particular comments and corrections.

Comment 1: “Abstract: the authors report runtimes 10 to 57 times faster. I think this is a bit
misleading, as these numbers are when comparing the higher order elements with the reference
25 layers-P1 elements simulation. Improvement in runtimes are interesting if they allow to reach
a similar accuracy. As the 25 layers-P1 elements simulation is used as a reference, the respective
accuracy of the solutions is not known. However, it is shown that compared to the same
reference, a 10 layers-P1 elements simulation falls within the same criteria of 1%. Improvement
in runtimes is then only a factor 5. I think this is the more correct number to report in the
abstract.”

Response: We agree with the reviewer that the stated runtime speed increases can be misleading
in this context. In section 4.2 we highlight the associated runtime speed increases between the
25 layer P1 model and the 4/5 layer P2/P3 models, which is referenced in the abstract.

Following the reviewer suggestion, and because we deem the 10 layer P1 model to fall within the
criteria set in section 4.2, the abstract would be better suited to associate runtime speed increases
between the 4/5 layer P2/P3 model and the 10 layer P1 model. When doing so, the runtime
speed increase between a 5 layer P3/4layer P2 and a 10 layer P1 model are 5 to 7 times faster.
Considering these changes, we updated the abstract accordingly.

“Results indicate that when using a higher-order vertical interpolation, runtimes for a transient
ice sheet relaxation are upwards of 5 to 7 times faster than using a model which has a linear
vertical interpolation, and thus requires a higher number of vertical layers to achieve a similar
result in simulated ice volume, basal temperature, and ice divide thickness.”

Comment 2: “Page 2 , lines 95-96: it is said that the stress balance requires less vertical
resolution. I’m not sure that this is a well-established result, as for areas with high friction near
the base, there is also very sharp gradient of the stresses and strain rates, also requiring higher
resolution for the stress balance.”

Response: We agree that this is not a well-established result in the literature. In our experience
with ISSM, the stress balance is not as sensitive to changes in vertical resolution compared with
the thermal computation. To test how sensitive the stress balance computation was in our GrlS
model to changes in vertical resolution, we began by collapsing our 25 layer P1 model. By
collapsing the 25 layer model, the ice viscosity parameter (B) is depth averaged, and therefore
does not depend on depth. We next extruded our collapsed model to 25 layers and 5 layers, and
ran a stress balance computation.

We have attached the results of that experiment (Figure 1. A, B, C). When comparing the stress
balance surface velocity differences (A) between the 25 layer and 5 layer model, the area
averaged difference is 0.22%, with the maximum difference being 6.2%. The area averaged
difference in basal velocities (B) are 0.012%, with a maximum difference of 2.6%. Lastly, the
area averaged difference in basal shear (C) is 0.54 m/yr with a maximum of 87 m/yr. From this



experiment we conclude that the differences associated with the vertical resolution in the stress
balance computation are minor when compared to those differences in the thermal computation.
We agree that in complex regimes (high friction and large gradients in stress and strain), a higher
vertical resolution should be better at capturing features associated with the stress balance.

From our stress balance experiment, the larger differences between the 5 and 25-layer model
tend to occur in these complex environments. Given the nature of our paper, and the benefit of
using higher order vertical finite elements to improve the speed of model run targeted for
paleoclimate experiments, we conclude that the stress balance is captured well when compared
with the thermal computation, which relies on higher order vertical finite elements to achieve a
similar accuracy as a model with a higher vertical resolution.

Following both Reviewer #1 and #2 suggestions we adjust (in revised version) Line 115 from:

“Although the stress balance computation does not require a high vertical resolution, the thermal
model usually does in order to capture sharp thermal gradients near the base of the ice.”

to (additional changes in the color red):

The majority of the computational demand for an ice sheet model resides within the stress
balance computation. Although the thermal model requires many vertical layers in order to
capture sharp thermal gradients near the base of the ice, stress balance tests performed with
ISSM (not shown here) on models with 25 layers and 5 layers show the area averaged
differences in the surface and basal velocities to be 0.22 % and 0.012% respectively. Therefore,
for the purposes of the experiments outlined in this study, we consider that the stress balance
computation does not require a high vertical resolution. As a consequence of the high number of
vertical layers needed for the thermal computation, however, more runtime is needed during the
stress balance computation than is necessary.

Comment 3: “Sec. 2.4. Figure 2 compares an exponential function captured by vertical
elements with different polynomial interpolation. We understand that the figure is for 1 P3
element (i.e. 4 layers of nodes) or 3 P1 elements (i.e. 4 layers of nodes); but what is the
corresponding number of P2 elements?”

Response: It seems the confusion surrounding Figure 2 is a mistake on our part regarding the
wording of the caption. The figure on the left shows 3 prismatic elements, and on the right, we
show the exponential profiles captured by the different finite elements for these 3 elements. We
have changed the wording of the figure caption,

From:

“On the left is an example of P1xP3 prismatic elements. On the right is an example of exponential
profile captured by P1, P2 and P3 finite elements. With higher order finite elements in the vertical,
sharp gradients in temperature are captured more precisely than with a linear (P1) interpolation.”

To:

“On the left is an example of 3 prismatic elements used to capture an exponential profile. On the
right is an example of exponential profile captured by P1, P2 and P3 finite elements. With



higher order finite elements in the vertical, sharp gradients in temperature are captured more
precisely than with a linear (P1) interpolation.”

Comment 4: “Sec. 3.1: it is said that P1 elements are used for the stress balance. What is the
default number of integration points. Does it allow to capture the temperature profile, affecting
the viscosity, within the element?”

Response: We use Gauss-Legendre integration points in the vertical that capture polynomials of
degree up to 9, which is adequate for the integrals that we have here.

Comment 5: “Sec. 3.1. All the introduction is about using higher order models for the stress
balance, however most of the EISMINT comparison is done with the Shallow ice model, and we
learn this very late in the results section. It should be said here that the 100 000 years experiment
is done with the SIA, justifying the comparison with EISMINT?2, and that the BP model is used
only to do 100 years relaxations.”

Response: Both reviewers expressed a need for more clarity in defining what type of model was
used. We have therefore made adjustments in section 3 and 3.1. In section 3 (Model description
and experimental setup) we make clear the SIA was used in the single dome experiment and BP
used in the steady-state solution (Text added below is in the color red).

“We first test the precision of the higher-order vertical interpolation using a simplified single dome
ice sheet experiment that uses the SIA, following experiment A of the European Ice Sheet
Modeling INiTiative (EISMINT?2) experiments (Payne et al., 2000). We then apply a similar setup
to a GrIS wide model, where the steady-state thermal solution is computed using the BP model.
Specifics regarding model setup and the relevant experiments are discussed below.”

In section 3.1 (second sentence), we add:

“We perform all of our single ice dome experiments using the SIA on models with horizontal grid
resolution of 20 km x 20 km, with a model domain of 1500 km x 1500 km”

Comment 6: “Page 5, line 227. It is said that the elements are finer in areas of steep topography
and ice flow gradients. I think that the refinement is based on the second derivatives, not the
gradients, so elements are finer where changes in slope and ice flow gradients are high?”

Response: We have fixed the wording of the sentence to reflect this (changes in red). In the
revised version it is on line 286.

“The GrIS wide model relies on anisotropic mesh adaptation, whereby the element size is refined
as a function of surface elevation (Howat et al., 2014) and InSAR surface velocities from Rignot
and Mouginot (2012), becoming finer in areas in regions where the second derivative of these
two quantities is higher.”
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Reviewer #2 comments and response:

We thank the reviewer for his/her helpful comments and corrections. Below are responses to the
particular comments and corrections.

Comment 1: “Introduction) It would be helpful to expand on the descriptions of the types of
physics in order to more strongly make the case that Blatter-Pattyn is both desirable and expensive.
I don’t think you need any equations, but the hierarchy could be more explicit in terms of physical
assumptions and their mathematical/numerical consequences. For a modeling journal like GMD,
more detail than for a “regular” journal seems appropriate.”

Response: We have adjusted the paragraph (in the revised version, lines 93-115) following the
reviewer’s recommendation (addition to prior text is in the color red) as follows:

With model-data comparisons of past ice sheet changes becoming more common, however, some
applications may benefit from using an ice sheet model of increased complexity, particularly when
comparisons of past margin behavior is of interest. Ideally, full stokes (FS) models provide a
comprehensive 3D solution to the diagnostic equations. FS models, however, are prohibitively
expensive computationally and are mainly relegated to modeling experiments no more than a few
hundred years. As described above, SIA models represent the highest degree of simplification of
the FS equations, in which the vertical shear stress is the only non-zero stress component in the
force balance equations. Although advantageous due to its computational efficiency, SIA models
cannot simulate ice streams, grounding line dynamics, and floating ice shelves. On the contrary,
shelfy-stream or shallow-shelf approximation models (SSA; MacAyeal, 1989) were developed to
be implemented in ice shelve regions where longitudinal stresses dominate, however, these models
cannot represent slow flow in the interior of the ice sheet where vertical shear is non negligible.
Higher-order models (Blatter, 1995; Pattyn, 2003; herein referred to as BP for Blatter-Pattyn) on
the other hand, that include membrane stresses and elements of the vertical shear stress have been
a hallmark in the ice sheet modeling community over the past decade, being favored for their
ability to model both the fast and slow components of ice flow, while being computationally
cheaper than FS models.

Comment 2: Line 96) “stress balance computation does not require a high vertical resolution”
could use a reference.”

Response: Because this is not a well-established metric, there is no known reference for the
original statement made. However, from our experience with ISSM, users have found that the
number of layers does not directly hinder an accurate stress balance computation.

In order to make this point without overstepping the boundaries of the existing literature, we refer
the reviewer to the answer for comment 8 and comment 2 from reviewer #2. Based on these
tests we have changed our text in the introduction (revised version, lines 115 -122) to read
(additional text in the color red):



“The majority of the computational demand for an ice sheet model resides within the stress balance
computation. Although the thermal model requires many vertical layers in order to capture sharp
thermal gradient near the base of the ice, stress balance tests performed with ISSM (not shown
here) on models with 25 layers and 5 layers show the area averaged differences in the surface and
basal velocities to be 0.22 % and 0.012% respectively. Therefore, for the purposes of the
experiments outlined in this study, we consider that the stress balance computation does not require
a high vertical resolution. As a consequence of the high number of vertical layers needed for the
thermal computation, however, more runtime is needed during the stress balance computation than
is necessary.”

Comment 3: “Section 2) This could use a reference to your favorite finite element method book
for the definitions of the elements.”

Response: We have added a reference and sentence (revised version, line 224):

For more information about the finite element method, we direct the reader to Zienkiewicz and
Taylor (1989).

Zienkiewicz, O.C. and Taylor R.L. The finite element method. Vol. I. Basic formulations and
linear problems. London: McGraw-Hill, 1989. 648 p. Vol. 2. Solid and fluid mechanics:
dynamics and non-linearity. London: McGraw-Hill, 1991. 807 p. [School of Engineering,
University of Wales. Swansea, Wales]

Comment 4: “201) Totally OK to only run one of the EISMINT?2 experiments, but explain very
briefly why you picked A. Presumably because it’s the initial spin-up?”

Response: We ended up choosing experiment A to help determine how our different set of
experiments would perform under the initial relaxation, rather than for the remaining EISMINT 2
experiments which primarily tested the response of each model to various changes in forcings.
Because we were concerned with the outcomes of the experiments using different vertical
resolutions and difference vertical finite elements, our interest was in the spread of the various
experiments in ISSM compared to the suite of models in the EISMINT?2 experiment A relaxation.

To clarify in section 3.1, we added: Rather than performing all of the experiments associated with
the EISMINT?2 benchmarks, we choose to limit the analysis to only experiment A, where models
begin from the same initial state.

Comment S: “Section 3.1) Although you do say you’re comparing to an experiment for SIA
models, it should be more clear in the text that you’re using SIA.”

Response: Both reviewers expressed a need for more clarity in defining what type of model was
used. We have therefore made adjustments in section 3 and 3.1. In section 3 (Model description



and experimental setup) we made clear the SIA was used in the single dome experiment and BP
used in the steady-state solution (Text below in the color red is what was added).

“We first test the acuracy of the higher-order vertical interpolation using a simplified single dome
ice sheet experiment that uses the SIA, following experiment A of the European Ice Sheet
Modeling INiTiative (EISMINT?2) experiments (Payne et al., 2000). We then apply a similar setup
to a GrIS wide model, where the steady-state thermal solution is computed using the higher order
BP model. Specifics regarding model setup and the relevant experiments are discussed below.”

In section 3.1 (second sentence), we added:

“We perform all of our single ice dome experiments using the SIA on models with horizontal grid
resolution of 20 km x 20 km, with a model domain of 1500 km x 1500 km”

Comment 6: “Section 3.2, first paragraph) It should be more clear what your thermal steady-
state computation is, i.e. a simultaneous solution of heat transport and momentum equations
coupled by viscosity. Also, the description of the effective viscosity can probably just say it’s a
function of strain rates/velocity gradients and a temperature dependent hardness. The variable
name B isn’t necessary when the equation isn’t shown.”

Response: The thermal steady state computation is done iteratively (e.g. thermal computation,
stress balance, thermal computation, stress balance, etc.) until a user defined criterion is met (in

this case, fixed at 10 iterations).

For the effective viscosity, we have decided to add the equation (line 275 in revised version):

“Where B is the ice hardness, n is Glen’s flow law exponent and €,, is the effective strain rate. The
ice hardness, B, is temperature dependent following the rate factors given in Cuffey and Paterson
(2010, p. 75), while basal drag is empirically determined following a viscous flow law outlined in
Cuffey and Paterson (2010).”

Comment 7: “Section 4.1) It’s worth pointing out that Experiment A is a comparison of models
without a known analytic solution, some of which produced more plausible (to me, anyway)
solutions than others (e.g., W, X and Y). Comparison to the EISMINT?2 results that don’t show
stability problems may be more reasonable. Also, it seems possible that your 25-layer results are
better than the EISMINT?2 models.”

Response: We agree that no known solutions exist for the EISMINT2 experiments, and therefore
have added the following sentence, line 335 in revised version: ‘It is important to note that no



known analytic solution was provided in the EISMINT 2 experiment A comparison.” And we
have adjusted the sentence following to read: “Similar to Rutt et al. (2009), however, we compare
our simulated values to the mean and the standard deviation of the values for experiment A in the
EISMINT?2 experiment to assess the relative spread.”

The reviewer brings up a good point that comparison to all models may not be necessary as many
of the models experienced a thermal instability in the radial symmetry of the basal temperature.
We have made a table (similar to Table 1 — attached below) to show how our simulations compare
to the EISMINT?2 experiment A models W, Y, and Z, which had a radially symmetric basal
temperature during the spinup procedure. In general, our conclusions discussed in the paper
remain the same, which leads us to favor including all models associated in the EISMINT2
experiment A rather than only using models W,Y, and Z. The conclusion is that when using fewer
vertical layers, those models using the higher order vertical finite elements tend to match the model
mean for the EISMINT?2 experiment A models. This general conclusion is similar when using the
mean of all models as well as the mean of only models W,Y, and Z.

Comment 8: “Section 4.2) Given that a major selling point of the new method is making BP
affordable, I’d like to see some direct description of the dynamical results at some point. How do
your calculated velocities compare for different numbers of layers and vertical elements? Is
vertical shearing captured well? You only discuss experiments for which SIA is reasonable. I
have some concern about whether the reduction in the number of levels will work for transient
runs with more realistic geometry than the ice dome that include areas in which BP is
necessary.”

Response: This comment echoes concerns also shared from Reviewer #1. We are attaching the
same analysis that was used to respond to Reviewer #1 comment 2 (Figure 1. A, B, C).

To test how sensitive the stress balance computation was in our GrIS model to changes in
vertical resolution, we began by collapsing our 25 layer P1 model. By collapsing the 25 layer
model, the ice viscosity parameter (B) is depth averaged, and therefore does not depend on
depth. We next extruded our collapsed model to 25 layers and 5 layers, and ran a stress balance
computation.

We have attached the results of that experiment (Figure 1. A, B, C). When comparing the stress
balance surface velocity differences (A) between the 25 layer and 5 layer model, the area
averaged difference is 0.22%, with the maximum difference being 6.2%. The area averaged
difference in basal velocities (B) are 0.012%, with a maximum difference of 2.6%. Lastly, the
area averaged difference in basal shear (C) is 0.54 m/yr with a maximum of 87 m/yr. From this
experiment we conclude that the differences associated with the vertical resolution and the stress
balance computation are minor when compared to those differences in the thermal computation.
We agree that in complex regimes (high friction and large gradients in stress and strain), a higher
vertical resolution should be better at capturing features associated with the stress balance
computation. From our stress balance experiment the larger differences between the 5 and 25-



layer model tend to occur in these complex environments. Given the nature of our paper, and
the benefit of using higher order vertical finite elements to improve the speed of model run
targeted for paleoclimate experiments, we conclude that the stress balance is captured well when
compared with the thermal computation, which relies on higher order vertical finite elements to
achieve a similar accuracy as a model with a higher vertical resolution.

Although our tests show that the stress balance velocities are captured well using 5 layers, we
understand that in transient experiments this may change. This is a larger question that we
strongly regard to be acceptable for a different study separate than this one.

Comment 9: “347) “we began by using the relaxed model simulations that have thus far only
used the shallow ice approximation. . .” Please be a little more clear that you mean the single
dome calculations from 3.1/4.1.”

Response: To clarify, we add: “we began by using the relaxed model simulations that have thus
far only used the shallow ice approximation for the single dome experiments in section 4.1”

Technical corrections:

Line 76: Made the requested change and cut “a”

Line 77: Made the requested change and cut “for”

Line 80: Made the requested change from “towards” to “to”

Line 109: Made the requested change and added “more”

Line 129: Made the requested change and added a multiplication sign “x”
Line 143: Made the requested change and added spaces before and after the “=" sign.
Line 177: Made the requested change from “As” to “While”

Line 192: Made the requested change from “was” to “were”, and changed
“thermomechanically” to “thermomechanical”

Line 256: Made the requested change to “with respect to both”

Line 263: Made the requested change and cut “and above”

Line 357: Made the requested change from “criteria” to “criterion”

Table 2: We removed the units from the header.

Figure 3: We changed the last sentence of the figure caption from “Only those models that fall
within 2% of the simulated ice volume for the 25 layer P1 model are labeled” to “Only those
models that fall within 2% of the simulated ice volume for the 25 layer P1 model are labeled and
colored as shown in their respective legends”



Table 1 using EISMINT?2 models W,Y, and Z

Volume ( 10° km3) Ice divide basal temp (K) Ice divide thickness (m)

Eismint 2 exp.
A (mean value)
Payne et al., 2000 2.134 = 0.03 256.28 + 0.80 3676.5 £ 55.65

3 layer P1 2.344 247.229 4093.2

4 layer P1 2.265 250.240 3960.4

5 layer P1 2.231 252.351 3876.5

6 layer P1 253.285 3844.4

7 layer P1 253.793

8 layer P1

9layer P1

10 layer P1

3 layer P2 249.873

4 layer P2 252.598

5 layer P2 253.717

6 layer P2

7 layer P2

8 layer P2

9 layer P2

10 layer P2

3 layer P3 250.019
4 layer P3 252.689
5 layer P3 253.581
6 layer P3
7 layer P3
8 layer P3
9 layer P3
10 layer P3

Table 1 - Reviewer 2 comments. Ice volume, ice divide basal temperature, and ice divide thickness for each
indivicual simulation after 100 kyr. Also shown is the corresponding values for the EISMINT2 (Payne et al.,
2000) experiment A simulations W, Y, Z, which were noted in Payne et al. (2000) to produce a more radially
symmetric basal temperature. The shading indicates those simulations whose values fall within 1 standard
deviation (green), 2 standard deviations (blue,) and 3 standard deviations (red) from the EISMINT2 mean values
for experiments W, Y, Z.
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Abstract.

Paleoclimate proxies are being used in conjunatiith ice sheet modeling experiments to determing ho
the Greenland ice sheet responded to past chgmeygisularly during the last deglaciation. Althduthese
comparisons have been a critical component in aderstanding of the Greenland ice sheet sensitioity
past warming, they often rely on modeling experiteghat favor minimizing computational expense over
increased model physics. Over Paleoclimate timescaimulating the thermal structure of the iceeshe
has large implications on the modeled ice viscosityich can feedback onto the basal sliding andlde.

To accurately capture the thermal field, modelsmftequire a high number of vertical layers. Thisot
the case for the stress balance computation, haweseere a high vertical resolution is not necegsar
Consequently, since stress balance and thermatiegsiare generally performed on the same meshg mor
time is spent on the stress balance computatiam ihatherwise necessary. For these reasons, igi@nin
higher-order ice sheet model (e.g., Blatter-Patou®r timescales equivalent to the paleoclimatercebas
not been possible without incurring a large componal expense. To mitigate this issue, we propose
method that can be implemented within ice sheetatsodvhereby the vertical interpolation along the z
axis relies on higher-order polynomials, rathemthiae traditional linear interpolation. This methizd
tested within the Ice Sheet System Model (ISSMhaisjuadratic and cubic finite elements for theigalt
interpolation on an idealized case and a realiStieenland configuration. A transient experiment tfoe

ice thickness evolution of a single dome ice sldestonstrates improved accuracy using the highesrord
vertical interpolation compared to models using linear vertical interpolation, despite having fewe
degrees of freedom. This method is also showimprove a models ability to capture sharp thermal
gradients in an ice sheet particularly close tolibd, when compared to models using a linear &rtic
interpolation. This is corroborated in a thermalasly-state simulation of the Greenland ice sheagus
higher-order model. In general, we find that usingigher-order vertical interpolation decreasesnited
for a high number of vertical layers, while dramaliy reducing model runtime for transient simwas.
Results indicate that when using a higher-ordeticadrinterpolation, runtimes for a transient ideest
relaxation are upwards cEQ5 to 577 times faster than using a model which has a linesatical
interpolation, and thus requires a higher numberesfical layers to achieve a similar result in siated

ice volume, basal temperature, and ice divide tiésk. The findings suggest that this method wiidival
higher-order models to be used in studies invetitigace sheet behavior over paleoclimate timescatea
fraction of the computational cost than would ottise be needed for a model using a linear vertical
interpolation.

1 Introduction
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Although the future trajectory of the Greenland steet (GrlS) trends toward continued mass losgrund
elevated surface temperature into the future, pfeed and magnitude of these changes remain unknown
(Church et al., 2013). To provide clues as to hast gurface forcings influenced change over th& Grl
researchers have often relied on the paleoclineterd to serve as an analog for potential futuenghs
(Alley et al., 2010). These records allow sciesttstgain crucial insights into the evolution oé tlce sheet
during different climatic settings and are oftenrroborated by multiple lines of proxy evidence
highlighting ice sheet change (e.g., ice core mxomarine sediment records, terrestrial recoidéih
respect to the GrIS, a wealth of data has beerupeatihighlighting these changes since the beginafng
the Holocene (e.g., Alley et al., 2010; Briner &t 2016). These datasets have the potential tuigeo
invaluable constraints for ice sheet modeling ¢ff@imed at exploring the sensitivity of the GréSpiast
climate changes. For example, using relative seal kecords throughout Greenland, Tarasov anddPelti
(2002) were able to constrain an ice sheet mod#ieofGrIS over the last deglaciation. This approaak
improved through increased data coverage durireg Etudies (Simpson et al., (2009); Lecavalierlet a
2014), highlighting the practical usage of paleuelie proxies in ice sheet modeling efforts. Rdygeite
sheet modeling results of the last deglaciation ldobbcene have been compared with terrestrial dscor
that capture changes in the ice sheet margin pogitiarsen et al., 2015; Young and Briner, 2018¢kir

et al., 2016). Because these comparisons areedsitively nascent, large model-data discreparabiesxist

in some locations between the modeled margin aed nlargin derived from the proxy evidence,
particularly in areas along the ice sheet margieretiast flow dominates. Some reasons for the radaeal
discrepancies include the use of a relatively adikm or greater) grid and use of the shallow ice
approximation (SIA; Hutter, 1983; Sinclair et a2016). Because the SIA was mainly developed for
modeling the interior flow of ice sheets where tbe flow is dominated by vertical shear, it ignores
membrane stresses (longitudinal and lateral dtzaf)dare predominant closer to the GrlS margin @tutt
1983), and can lead to large thickness errorséaghiegions (Bueler et al., 2005). Both of thaséditions
have the impact of restricting how well an ice shmedel can simulate the behavior of an ice sheat n
the margin, which is where the majority of palewaie evidence exists (Kirchner et al., 2011;Sedud#.,
2012; Seddik et al., 2016).

Nevertheless, to improve simulation speed neededoftg paleoclimate spinups, ice flow models of
reduced complexity often utilizing the SIA with arfzontal resolution of 10 km or greater are used t
decrease computational cost, ultimately allowing #omore efficient modeling over time intervals
equivalent to a glacial cycle (~120 kyr) or longBespite its simplification, the SIA has allow&sl-great
strides in our understanding of the paleoclimatiolation of the GrlS both in mass and temperature
(Huybrechts, 2002; Tarasov and Peltier, 2002; Grevel., 2011; Rogozhina et al., 2011) and its

| justification can be relategwardstoits ability to sufficiently model the volume evtikn of the GrlS on a

scale that is consistent with the dominant flow rabteristics (Furst et al., 2013). To addresseissu
associated with the SIA, some models combine SkAtha shallow shelf approximation (SSA; MacAyeal,
1989), which allows a model to capture some ofdyr@amical processes occurring near ice sheet ngrgin
(Pollard and DeConto, 2009; Bueler and Brown, 200&hwanden et al., 2016). To achieve this coupling
however, models impose mass flux conditions agtieending line, which serves as a boundary conditio
for the SSA model, or rely on tuning of a weightjpgrameter, whereas this discontinuity does nait éai
higher-order models.

With model-data comparisons of past ice sheet awmngecoming more common, however, some
applications may benefit from using an ice sheet;lehcnf |ncreased complexny, pamcularly When
comparisons of past margin behavis )

#Hndmapsh—zegH}erem%feﬁred%ﬂa%B%pB#aﬁa&yn)are of |nterest Ideallv fuII stoke§IF

models provide a comprehensive 3D solution to tiagribstic. FS models, however, are prohibitively
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expensive computationally and are mainly relegéabeshodeling experiments no more than a few hundred
years. As described above, SIA models represenhithest degree of simplification of the full stsk
equations, in which the vertical shear stress ésahly non-zero stress component in the force loalan
equations. Although advantageous due to its coatipntl efficiency, SIA models cannot simulate ice
streams, grounding line dynamics, and floatingsicelves. On the contrary, shelfy-stream or shabelf
approximation models (SSA; MacAyeal, 1989) weredli@yed to be implemented in ice shelf regions
where longitudinal stresses dominate. However etimesdels cannot represent slow flow in the inteoior
the ice sheet where vertical shear is non-negigibHigher-order models (Blatter, 1995; Pattyn, 200

herein referred to as BP for Blatter-Pattyn) ondtieer handthat include membrane stresses and elements| Formatted: Font: Times,
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to capture sharp thermal gradients near the batieedte, stress balance tests performed with ISSM (not | Formatted: Font: Times,
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shown here) on models with 25 layers and 5 layieosvshe area averaged differences in the surfade an
basal velocities to be 0.22 % and 0.012% respdgtiv&herefore, for the purposes of the experiments

sheet model resides within the stress balance daripn. Although thestress-balance-computation-does { Formatted: Font: Times,
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outlined in this study, we consider that the strieslknce computation does not require a high \a&rtic

resolution. As a consequencef the high number of vertical layers needed far thermal computation, - 1 Formatted: Font: Times,

however more runtime is needed during the stress balaogutation than is necessary. Because of the [ color: Text 1
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increased model complexity in BP models they h#&ezetfore not been run over paleoclimate timescales
due to the large computational expenses needeashiplete the runs. To utilize BP models in paleoatien
simulations, methods to improve runtime speed withsacrificing the models precision need to be
addressed.

Here we present a method, which builds upon thembmechanical ice flow model ISSM (Ice Sheet
System Model), to improve model speed within the BB sheet model simulations. While our
implementation and analysis are done with ISSM, itfethods can be applied to a wide range of finite
element ice sheet models. The main componentisfdégvelopment focuses on the vertical extrusion of
layers within ISSM, and the type of finite elemensgd to create the vertical interpolation. The airthis
method is to allow the user to perform model sirtiafes that have a smaller number of vertical laylees
typically used, while still being able taoreprecisely capture the thermal state of the icetsthe& would
otherwise be captured using traditional meansngfali vertical interpolation. We begin by first désiog

the methodology associated with the implementattbrhigher order vertical elements in section 2,
followed by a description of the model experimeetup for an idealized single dome ice sheet and a
realistic GrIS configuration in section 3. The fésware accompanied by a discussion in sectiond an
conclusions in section 5.

2 Higher-order finite elements

Like many finite element ice sheet models, ISSMegbn prismatic elements, which are the resub of
vertical extrusion of a 2-dimensional triangular sime The interpolation used in these elements is
decomposed into a horizontal interpolation and eicad interpolation. A P2xP1 finite element, for
example, has a quadratic finite element on thezbotal plane (triangle) and a linear interpolatiorthe
vertical direction. Here, we assume that the viarat in model fields are accurately captured by the
horizontal mesh, but that sharp gradients in thegptrature at the base of the ice sheet need tagiared.
For this purpose, we investigate finite elements thave three different degrees in the verticalahod
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functions:1) P1 linear elements, 2) P2, with a gatid interpolation along the z-axis, and 3) P3thvad
cubic interpolation along the z-axis, as illustdaby Figure. 1.

Since the nodal functions are taken as a produlbozontal and vertical polynomials, they can réten
in the following terms: Nx,y,z) = §(x,y)_x ok(z). Here, we keep a linear interpolation fpamd they are
classically written as

fl(xl }’) =X

Lxy)=y @

fy)=1-x-y

in the standard triangle reference element whoseec® are (0,0), (1,0) and (0,1). The functioR&)g
control the degree of interpolation along the saand the nodes associated to these functiorlscated
along the 3 vertical segments of the prism. The bemof nodes along these segments depends on the
degree of these polynomials.

2.1P1xP1 prismatic elements

In the vertical direction, we use a reference efgntieat goes from=2 = -1 to z =1. A linear element

(P1xP1; herein noted as P1) has 6 nodes: one pexveWe have 6 nodal functions for the reference
element, 3 in the horizontal plane (Eq.1), timeddhg the z-axis:

1
91(2) = 5(1 —z)
@)
1
92(2) = 5(1 +2)
2.2 P1xP2 prismatic elements
For a quadratic finite element in the vertical diren (herein noted as P2), we have 9 nodes peregie

(Fig. 1): one per vertex and one in the centerachevertical segment. We have the following fummsiin
the vertical direction:

0:(2) =521~ 2)

92(2) = 52(1+2) 3)

93(2) = (1 —2z%)
2.3 P1xP3 prismatic elements
For a cubic finite element in the vertical direatitherein noted as P3), one needs 12 nodes peertiem

(Fig. 1): one per vertex and 2 located at one thind two thirds of each vertical segment. Theicairt
components of the nodal functions are:
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2.4 Benefits of higher-order vertical finite elemets

Increasing the degree of finite elements alongztais is comparable to increasing the resolutiong

the z-axis, whereby having higher-order polynomiaiskes it possible to better capture sharp changes
despite the number of elements in the verticaldéimited to 4 or 5. Figure 2 illustrates this adfor an
exponential function that is representative of exrtial profile. Here, the ice is uniformly cold aighout
except at the base where the ice is warmer duleet@eothermal heat flux and frictional heating.ings
only 4 layers and linear elements (P1), this valtofile is poorly captured, as the number oklsyis too
small to correctly represent the gradient of terapees near the basedsWhile quadratic elements do
better, the cubic elements capture the shape afxpenential curve with maximum accuracy, evenafor
coarse meshFor more information about the finite element methee direct the reader to Zienkiewicz
and Taylor (1989).

3 Model description and experimental setup

For the following model experiments we use thedbeet System Model (ISSM; Larour et al., 2012), a
finite element, thermomechanical ice sheet modéie tests performed in this study can be split fato
experiments. We first test the precision of thghbi-order vertical interpolation using a simplifisingle
dome ice sheet experimethtat uses the SiAollowing experiment A of the European Ice Shigleideling
INiTiative (EISMINT2) experiments (Payne et al.,00). We then apply a similar setup to a GrIS wide
model, where the steady-state thermal solutioromputed using the higher order BP modeSpecifics
regarding model setup and the relevant experinsetsliscussed below.

3.1 Single dome experiment setup

To test the performance of the higher-order vertioterpolation, we adopt a setup similar to the
EISMINT2 experiments (Payne et al., 2000), whighsweretargeted for the assessment tbérme-
mechanieallythermomechanicshallow ice models. We perform all of osingle ice domeexperiments
usinga-medelthe SIA on modelgith horizontal grid resolution of 20 km x 20 kmith a model domain of
1500 km x 1500 km. The maximum surface mass balah®.5 m/yr occurs at the center of the domain
(over the dome summit), and linearly decreasesligdis a function of the geographical distancenftbe
dome. Accordingly, the minimum surface air tempemat(238.15 K) is set at the dome summit, and
decreases away from the dome following the samis basthe surface mass balance. The ice rheotogy i
temperature dependent, following Cuffey and Pate(8010, p. 75).
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Rather thanperformingperformall of the experiments associated with the EISMINGenchmarks, we
choose to limit the analysis to only experiment Ahere models begin from the same initial state.
Experiments begin with zero ice over a bed with ftgography and are run to relaxation for 100,000
years. To compare the differences between thecakiinterpolations, we run 24 simulations in total
These simulations use the P1, P2, and P3 vertitaipolation for models that have a minimum of 3o
uniform layers to a maximum of 10 non-uniform lageEach model uses an extrusion exponent of 1.2,
indicating that the layers are not equally spacedrather modestly biased towards thinner layershat
bed. Aside from comparison of the results to EISW2N we run a simulation using the P1 vertical
interpolation on a model with 25 layers. This mod&l serve as the benchmark to compare the other
simulations to, with a 25 layer P1 model being espntative of what is typically used in the setupGrIS
wide simulations in ISSM (Seroussi et al., 2018)e note that for the stress balance computationisee
the P1 vertical interpolation, while the thermalngutation makes use of the higher order vertical
elements.

3.2 GrIS model setup

In addition to comparison with the EISMINT2 expeemt A, thermal steady-state computations are
performed for a GrIS wide model to determine howl whee vertical interpolations can capture thermal
profiles and basal temperatures throughout thesleet. The three-dimensional higher-order model (i.
BP) of Blatter (1995) and Pattyn (2003) is used tfee momentum balance equations. The nonlinear
effective ice viscosity result from Glen’s flow laf@len, 1955) and is given in equatiéref-Lareuretal.

(2012).5.
B

U =—= (5)
2¢,™

Where B is the ice hardness, n is Glen’s flow lawpanent and, is the effective strain rateThe ice

hardness, B, is temperature dependent followingatesfactors given in Cuffey and Paterson (20105},

while-the basal drag is empirically determined following &ceus flow law outlined in Cuffey and

| - { Formatted: Font color: Text 1 ]

The GrIS wide model relies on anisotropic mesh tdam, whereby the element size is refined as a
function of surface elevation (Howat et al., 20a4) InSAR surface velocities from Rignot and Mowgin

(2012), becoming finer in areas—steep—topography—and—targe—ice—flow—gradientsrehthe second - {Formatted: Font: Times, Font }

derivative of these two quantities is higfiEhe model mesh has a horizontal resolution ranfyorg 3 km calor: Text 1

in areas of ice streams to 20 km over the inteegions where the ice flow is slow, correspondingat | Formatted: Font: Times, Font }
two-dimensional model with ~10,000 triangular elese The horizontal mesh is then extruded to the Lcolor:Text1
corresponding number of layers outlined in sec8dn This results in 24 models with a 3-D mesh agg

from 30,000 to 100,000 prismatic elements, dependimthe models number of vertical elements. Simil

model that has 25 non-uniform layers and uses theeRical interpolation (250,000 elements).

The models are initialized with bed topography frBedMachine Greenland v3 (Morlighem et al., 2017),
and ice surface elevation from the GMIP DEM of Howa al. (2014). The surface mass balance and
surface temperatures are taken from Ettema e2@09), and the geothermal heat flux relies on apset

identical to Seroussi et al. (2013). The undedygeothermal heat flux from Shapiro and Ritzwoller
(2004) is used, however, values of 20 mWand 60 mWrf are added at the Dye3 and GRIP sites
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respectively, after Seroussi et al. (2013). Thesxlifications follow an exponential decay from the
particular sites with a radius of 250 km.

The thermal model for both the single dome anddstestate experiments use an enthalpy formulation
derived from Aschwanden et al. (2012), which inelsidboth temperate and cold ice. At the ice susfaice
temperature is imposed, while the geothermal Heati$ applied at the base. For full details outighthe
thermal model used in ISSM we direct the readeSdmussi et al. (2013) and Larour et al. (2012%tlya
the spatially varying basal drag coefficient isedetined using inverse methods (Morlighem et al1®20
Larour et al., 2012), providing the best match lestawvmodeled and INSAR surface velocities from Rigno
and Mouginot (2012).

4 Results and discussion
4.1 Single dome experiment

Each individual model is relaxed for 100,000 yearbring the ice sheet into steady-state both vefipect

to the ice thickness and temperature. In Figh&,i¢e volume for each particular simulation isvshas a
percent difference from the 25 layer P1 simulataith the shading corresponding to the zone where
models fall within 2% of the ending ice volume slatad by the 25 layer P1 model. Although all medel
simulate the same relative trend for the ice volusiaxation, they do not all converge on the ickine
simulated by the 25 layer P1 model. For the moddlsre the linear (P1) interpolation (Fig. 3A) &d in

the thermal model, only those models with at |&aktyersand-abevdall within the 2% range of ending
ice volume for the 25 layer P1 simulation. Wheimgsa higher-order vertical interpolation (P2 arig),P
however, models with 4 layers and above fall witiia 2% range (Figs. 3B and 3C).

To further compare the performance of each modwl, dorresponding ice volume, ice divide basal
temperature, and ice divide thickness are showfabie 1 for each model simulation and are comptred
the mean values derived from the EISMINT2 experimemesults (Payne et al., 2000l is important to
note that no known analytic solution was providedhie EISMINT 2 experiment A comparisdimilar to
Rutt et al. (2009)howeverwe compare our simulated values to the mean andtémdard deviation of the
values for experiment A in the EISMINT2 experimeitt assess the relative sprealth. general, models
using the higher-order vertical interpolation tendbetter match the EISMINT2 results. Models with
layers or more using the P2 or P3 vertical inteapoh fall within 1 standard deviatiow)(of the mean for
simulated ice volume, whereas models using theatinertical interpolation require 8 or more layéss
satisfy this constraint. With respect to the basalperatures simulated at the ice divide, onlylibdayer
P2, 10 layer P3, and the 25 layer P1 simulatiohsvithin 1 ¢ of the mean for the EISMINT2 experiment
A results.

Models with 5 or more layers using the P2 or P3is@rinterpolation fall within 26 of the EISMINT2
experiment A mean for basal temperatures simulatéle ice divide, while at least 7 layers are edeor
models using the linear vertical interpolation. Refing ice divide thickness, none of the model$ i
layers or less using the linear interpolation féthin 3 ¢ of the mean, however, the 25 layer P1 simulation
does. Generally, models using at least 6 layedstlae P2 or P3 vertical interpolation fall withinlaast 3

o of the mean for the simulated ice divide thicknegsterestingly, whereas the P3 models with 6 rfaye
and above only fall within & of the mean, models with 8 layers and above ferRR interpolation fall
within 2 ¢ of the mean. This is likely explained by the Istlg higher temperatures simulated with the P2
interpolation, which may feed back onto the iceotbgy and correspondingly, the ice flow. We note
however that these differences are small, and vexadels using the P2 and P3 vertical interpolatio
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show excellent agreement amongst each other. [En@exercise, it can be concluded that when using
fewer layers, models that utilize the higher-ordertical interpolation are more capable of capwiine
simulated ice volume, ice divide basal temperatarg$ice divide thickness simulated by the EISMINT2
experiment A models. Although some differencegxist between our simulated values and those dgrive
from the EISMINT2 experiment A results, the premsiof the models using the P2 or P3 vertical
interpolation is reasonable. As noted by Ruttle{(2009), there are inherent difficulties in adatiog
particular differences to specific model procesdei®st differences in the simulated temperature feare
feedbacks on the ice rheology and therefore theflise, which make comparisons with models using
different discretization methods difficult. Ovdradomparison with the EISMINT2 experiment A result
demonstrate that by using fewer layers with a higitder vertical interpolation, models are capatifie
capturing particular constraints more accuratefnttwould otherwise be simulated using a lineariceagrt
interpolation.

Because of the potential difficulties in assesdliffgrences between our results and those derined the
EISMINT2 experiment A, we also compare our restidtshe model simulation using the 25 layer P1
vertical interpolation. Because this model is espntative of what is characteristically used foee¢-
dimensional, thermomechanical modeling in ISSM ¢8ssi et al., 2013), further comparisons can beemad
to those models that agree well with simulatedvickime, ice divide basal temperature, and ice divid
thickness from the 25 layer P1 model. In Tabl¢h®, absolute value of the percent difference isvsho
between each individual model simulation and theihg the 25 layer P1 model. Following from the
comparison with the EISMINT2 experiment A resulte higher-order vertical interpolation allows misde
with fewer layers to capture changes simulatechby25 layer P1 model with a higher precision. &bl

2, the green shading denotes those model simutatidrere the simulated ice volume, ice divide basal
temperature, or ice divide thickness is within 18the 25 layer P1 model. Generally, models witleast

4 (P3) and 5 (P2) layers capture the simulated/abeme within 1% of that simulated by the 25 lajr
model. Using the linear vertical interpolation, [Byers are needed before simulating ice volumdimit
1% of the 25 layer P1 model. This is better ilagtd in Fig. 4, where the percent difference @aniolume
from the 25 layer P1 model is shown as a functiothe number of layers in each model. Those nwdel
using the P2 and P3 vertical interpolation convesigmificantly faster to ~0-1% difference at 4-ydes
from the 25 layer P1 model. We note that the negatifference for the P2 and P3 models arisedias t
temperatures simulated with the higher-order vafiiaterpolation are slightly higher, but not siigantly
different than that simulated by the 25 layer Pldeto(Table 2), providing a feedback between ice
rheology and ice flow. Lastly, the ice divide thiess follows a similar trend in that using thehieigorder
vertical interpolation allows a model with fewegéas to capture what is simulated with the 25 Iag&r
model (Table 2). When viewed as ice profiles edieg from the dome summit to the ice edge for 3, 5,
and 7 layer models (Fig. S1), the differences éntiickness between models appear small, with 2hani

P3 being almost identical, and only minor differemcexisting for the models using the P1 vertical
interpolation.

Differences between the linear vertical interpalatand the P2 or P3 interpolation become more appar
when analyzing ice temperature profiles. In Figich temperature profiles are plotted at the iv&ld for
models with 3, 5, and 7 layers. With only 3 layar®dels with the P1, P2, and P3 vertical interoha
simulate a temperature profile that is too warmwieein 500 to 1500 meters, and too cold approachiag t
base. Despite the vertical interpolation usedptiodile is not well captured, although improvensetd the
shape of the temperature profile in the transibetween 500 to 1500 meters can be seen in models us
the higher-order vertical interpolation. Addingma layers to each model improves the overallofithie
25 layer P1 model, although the models using tharR2P3 vertical interpolation capture the shapthef
temperature profile much better than the lineagrimlation. The overall fit is improved not only tae
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base but also in the transition between 500 to 158€rs where the ice begins to warm more rapidly
approaching the base. We also find that the difilee between the P2 and P3 vertical interpolatien a
marginal in this example, indicating that usinguadyatic vertical interpolation (P2) is suitableantgiven

the choice to using a cubic vertical interpolat{BR).

4.2 Improvements in simulation speed

Although much of the success regarding the highaerovertical interpolation resides in the modéddgity

to capture the vertical structure of temperatureghi@ ice using fewer layers than is needed from the
traditional linear vertical interpolation, improvemts to model speed are the main motivation for its
implementation, particularly in BP models. To thetv model speed is improved when implementing the
higher-order vertical interpolation, we begin byngsthe relaxed model simulations that have thusfedy
used theshallow-ice-approximation.SIA for the single dom@eriments in section 4.1From the relaxed
model states, each simulation is run for 100 yeaisg the BP ice flow model in ISSM, and uses tmae
boundary conditions from the relaxation with a éxenesteptime stepf 0.2 years.

Since we assume that the horizontal mesh accuraggfures variations in the model fields, running a
higher-order vertical interpolation reduces the hamof layers used in the stress balance compntatio
which is the most computationally demanding patrafsient simulations. Comparing the simulatiomet

for each individual model compared to the 25 la9&rmodel, all models, despite the vertical inteapoh
used, complete the 100 year run anywhere betweén(2R1) to 9 (10P3) times faster (Fig. 6). To
determine how models perform based upon the veititerpolation, aeriteriacriterionis established based
upon Table 2, such that each models simulateddene must be within 1% of those values simulated b
the 25 layer P1 model, which represents the re&ativcertainty associated with the present day abenve

of the GrIS (Morlighem et al., 2017). Based upoesthcriteria, models using the P1 vertical intexfioh
must have 10 layers or more, while models usingPth@nd P3 vertical interpolation can use at 1Bast4
layers respectively. When applying these critedatime is 5 times faster for a 5 layer P2 modebus a

10 layerslayeP1 model. If we assume a 7 layer P1 model iswateqthe runtime for a 5 layer P2 model
is 2 times faster. When compared with the 25 Ia&9&rmodel, the 5 layer P2 model completes the
relaxation 57 times faster.

4.3 Application to a GrIS wide model

The thermal steady state simulation is compareld thi2¢ GRIP ice core record (Dahl-Jensen et al.81LB0

Fig. 7 for models with 3, 5, and 7 layers as wslltlee 25 layer model with the P1 vertical interiola

The simulated thermal structure for the 25 layerniidel is similar to the thermal profile presented
Seroussi et al. (2013). Temperature difference®-5fdegrees occur between the models and the GRIP
record between 1200 to 2200 meters, and 500 to d@d6rs, however, this is consistent with other et®d
computing the thermal steady-state (Dahl-Jenseal.,e1998; Rogozhina et al., 2011). The influen€e
past surface temperatures, ice flow history, ardimclation are not represented in our thermal stead
state computation. Spinning up an ice sheet moasl a glacial cycle typically provides a bettertchato

the ice core records but is beyond the scope ef éRperiment (Greve, 1997; Rogozhina et al., 2011).
Nevertheless, the general profile is well simulateith only minor differences in the simulated Hasa
temperatures for the models using P2 or P3 intatjpols. Similar to the results presented for teedome
(Fig. 5), models using the higher-order verticakipolation simulate the shape of the thermal [@ofi
(compared to 25 layer P1) much better than the teagsng the linear vertical interpolation and gane
number of layers. When examined spatially, théedéhce in basal temperature decreases using al mode
with a higher-order vertical interpolation, partedy over the interior of the ice sheet (Fig. S9a-
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Although differences between models using the Rfica interpolation and the 25 layer model begin t
minimize with 8 layers, the differences for mode$ing the P2 and P3 vertical interpolation becomalls
with 4-5 layers.

5 Conclusion

This study aims at addressing the current communatilimitation in using higher-order stress bataice
sheet models for paleoclimate studies. Curreathglysis of ice sheet modeling experiments focusimg
the past behavior of the GrIS are being complentewith rich paleoclimate data constraining featwes
the past ice sheet behavior (Larsen et al., 201&inY and Briner, 2015; Sinclair et al., 2016). Ve¢he
shallow ice models might be limited in their alyiltb simulate the marginal behavior of the GriStlgh
the exclusion of higher-order stress terms anahability to run on a high-resolution mesh, BP medahy
become more appropriate for such comparisons ifutitee. To help alleviate the computational exgeen
in using a BP model, we implement higher orderigaltelements. As shown in section 4.1 of thiglgfu
increasing the degree of the vertical interpolatidiows the model to capture gradients in the tlaérm
profile of the ice with more precision than woultierwise be captured using a model with a lineaticzd
interpolation, despite having the same number dfoz layers. Models with correspondingly fewayeérs
that used the higher-order vertical interpolaticgrevable to capture the transient behavior comsisteh
the EISMINT2 experiment A results (Payne et al.0®0and also performed well when compared to a
model similar to those that are used for modelingiss in ISSM (Seroussi et al., 2013).

The biggest attraction for using higher order waitielements is that they not only decrease the
computational burden for the thermal model, bub &s the stress balance computation, due to aedser

in the number of vertical layers needed. Overdlis feads to a large reduction in computationaletim
particularly when a BP model is used. Models ushghigher-order vertical interpolation were shawn
shorten runtime anywhere between 2 to 5 times fbrlayer model compared to models with 7 and 10
layers respectively, using a linear vertical intdapion. When compared to the 25 layer model usiey
linear vertical interpolation, models with 5 to Eyers using the higher-order vertical interpolatiead
anywhere between a 57 to 10 times faster runtinith, minimal impacts on the precision of the simetht
ice volume and thermal state. When the higherroreeical elements were applied to a 3 dimensidagl
model of the GrlIS, experiments showed the thernsdé f the ice sheet can be captured as predsely
our 25 layer P1 model when at least 5 layers agd @ a quadratic (P2) vertical interpolation atdeast

4 layers for a cubic (P3) vertical interpolation.h& comparing the quadratic and cubic vertical
interpolation, the benefits of using a cubic vettimterpolation are slight, although it may befusevhen
modeling in areas of complex thermal regimes.

In the context of paleoclimate simulations, usingigher-order vertical interpolation improves siation
speed, particularly for BP ice sheet models. BRletousing this will still likely be too computatially
intensive for simulations which sample parametacspand thus require multiple independent simuiatio
(Applegate et al., 2012; Robinson et al., 2011)owkler, in experiments where BP models may offer
improvements in model data comparison versus usiradiow ice models, higher-order vertical elements
can be used as a means to improve model speedstillileeing able to capture the qualities simulaitea
model with many more layers, but at the fractionhaf speed. In this respect, future studies vl these
higher-order vertical elements to enhance compmrtatispeed while maintaining mechanical complexity
for ice sheet modeling experiments over various@aimate timescales.

Code availability
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The higher order finite elements are currently ienpénted in the ISSM code, which can be compiled
following the instructions on the ISSM website gistt/issm.jpl.nasa.gov/download).
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Tables AN
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Volume ( 16km?®) Ice divide basal temp (K) Ice divide thickness (m)

Eismint 2 exp. A

Lrxaan valio)
T U

Volume ( 10km®) Ice divide basal temp (K) Ice divide thickness (m)

_é'?%%ﬁ_g 3., 2000, 2.128 + 0.051 255.605 + 1.037 3688.3 + 27.757
MyreFHL A 2.144 254.723 3767.0
(m : 2344,
ﬁq Yoo 2085 Hoa 255%037
5 r :
= 2.231 se3-267
640 2.209 253.285
2.192 253.793
2.179 254.115
I 2.171 254.337
{'p 2.165 254.480
VLS 2264 287523
1 2.169 252.598
¢ 2.146 253.717
2.138 254.225
2.131 254.488
2.124 254.532
2.123 254.634
645 o Javer 2.122 254.656
3 E 2:245 280819 :
bl 2.160 252.689 :
5 2.145 253.581 .
2.143 253.895 3765.0
2.138 254.213 3756.5
2.131 254.334 3750.3
2.129 254.436 37485
1o Jayer, 2.127 254.600 3746.2
9 layer P3 2.129 254.436 3748.5
10 layer P3 2.127 254.600 3746.2
650
Table I. Ice volume, ice divide basal temperatare] ice divide thickness for each individual siatigin
after a 100 kyr relaxation. Also shown are theesponding mean values for the EISMINT2 (Paynd.gt a
2000) experiment A simulation and the standardat®n. The shading indicates those simulationsseho
values fall within 1 standard deviation (greenjt@ndard deviations (blue,) and 3 standard devisfjeed)
655  from the EISMINT2 experiment A mean values.
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Volume ( 10km?)

Ice divide basal temp (K)Ice divide thickness (m)

3layer P1 9.33 2.94 8.66
4 layer P1 5.64 1.76 5.13
5 layer P1 4.06 0.93 291
6 layer P1 3.03 0.56 2.05
7 layer P1 2.24 0.37 1.49
8 layer P1 1.63 0.24 1.05
9layer P1 1.26 0.15 0.73
10 layer P1 0.98 0.10 0.49
3 layer P2 5.60 1.90 6.80
4 layer P2 1.17 0.83 1.89
5 layer P2 0.09 0.39 0.50
6 layer P2 0.28 0.20 0.06
7 layer P2 0.61 0.09 0.35
8 layer P2 0.93 0.08 0.53
9 layer P2 0.95 0.04 0.62
10 layer P2 0.98 0.03 0.68
3 layer P3 4.71 1.85 6.24
4 layer P3 0.75 0.80 1.58
5 layer P3 0.05 0.45 0.33
6 layer P3 0.05 0.33 0.05
7 layer P3 0.28 0.20 0.28
8 layer P3 0.61 0.15 0.44
9 layer P3 0.70 0.11 0.49
10 layer P3 0.79 0.05 0.55
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Ice volume Ice divide besal temp. Ice divide thickness
3 layer P1 9.33 294 8.6€
4 layer P1 5.64 1.76 5.13
5 layer P1 4.0€ 0.93 291
6 layer P1 3.03 0.56 2.05
7 layer P1 224 0.37 149
8 layer P1 1.63 0.24 1.05
9layer P1 1.2€ 0.15 0.73
10 layer P1 0.98 0.10 0.48
3 layer P2 5.6C 1.90 6.8C
4 layer P2 117 0.83 1.89
5 layer P2 0.08 0.39 0.5C
6 layer P2 0.28 0.20 0.06
7 layer P2 0.61 0.09 0.35
8 layer P2 0.93 0.08 0.53
9 layer P2 0.95 0.04 0.62
10 layer P2 0.98 0.03 0.68
3 layer P3 471 1.85 6.24
4 layer P3 0.75 0.80 1.58
5 layer P3 0.0t 0.45 0.33
6 layer P3 0.05 0.33 0.08
7 layer P3 0.28 0.20 0.28
8 layer P3 0.61 0.15 0.44
9 layer P3 0.7C 0.11 0.4¢
10 layer P3 0.7 0.05 0.58

Table Il. The absolute value of the percent défere between each individual model run and thexgér|
P1 simulation at the end of the 100,000 year reéllexdor ice volume, ice divide basal temperatae] ice

660 divide thickness Green shading denotes modelsféfiatvithin 1% of the variables simulated by the 25
layer P1 model at the end of the relaxation.
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Figure 1. Top row: nodes for the P1xP1, P1xP2 RirdP3 prismatic finite element, respectively. Bt
row: vertical nodal functions for P1, P2 and P3téirelements.
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the end of the 100,000 year relaxation. Only thoselels that fall within 2% of the simulated icdurae
for the 25 layer P1 model are labeledd colored as shown in their respective legends.
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Figure 4. The percent difference in simulated icleime after the 100,000 year relaxation for thelsiice
775 dome experiment compared to the 25 layer P1 mdgath model run is shown as a function of the
vertical interpolation and the number of layersdise
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