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Abstract. This paper presents th&ran-SAS’ package, which includes a set of codes to model sotatesport and water
residence times through a hydrological system. The modehsed on a catchment-scale approach that aims at reprgducin
the integrated response of the system at one of its outlesc@des are implemented in MATLAB and are meant to be easy
to edit, so that users with minimal programming knowledge adapt them to the desired application. The problem of large
scale solute transport has both theoretical and practigglications. On one side, the ability to represent the ebhéemf
water flow trajectories through a heterogeneous systens helfaveling streamflow generation processes and allowsmak
inferences on plant-water interactions. On the other $idasport models are a practical tool that can be used ima&ithe
persistence of solutes in the environment. The core of thkguge is based on the implementation of an age Master Equatio
(ME), which is solved using general StorAge Selection (SABtions. The age ME is first converted into a set of ordinary
differential equations, each addressing the transporh @fidividual precipitation input through the catchmentd dhnen it is
discretized using an explicit numerical scheme. Resultg/ghat the implementation is efficient and allows the modelin

in short times. The numerical accuracy is critically evéddgiaand it is shown to be satisfactory in most cases of hydiolo
interest. Additionally, a higher-order implementatiorprevided within the package to evaluate and, if necessaiynprove

the numerical accuracy of the results. The codes can be aseddel streamflow age and solute concentration, but a number
of additional outputs can be obtained by editing the coddartber advance the ability to understand and model catohme
transport processes.

1 Introduction

The field of hydrologic transport focuses on how water flowstlgh a watershed and mobilizes solutes towards the catch-
ment outlets. The proper representation of transport ge&seis important for a number of purposes such as underggand
streamflow generation processes (Weiler et al., 2003; MeGurid McDonnell, 2010; McMillan et al., 2012), modeling the
fate of nutrients and pollutants (Jackson et al., 2007; hivaitz et al., 2015), characterizing how watersheds redpmohange
(Kauffman et al., 2003; Oda et al., 2009; Danesh-Yazdi e8Il 6; Wilusz et al., 2017) and estimating solute mass éxpor
stream (Destouni et al., 2010; Maher, 2011). The spatioteatpvolution of a solute is typically expressed (Rinaldd darani,
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1987; Hrachowitz et al., 2016) as a combination of displaa&is) due to the carrier motion, and biogeochemical reastio
due to the interactions with the surrounding environment.

Water trajectories within a catchment are usually considémom the time water enters as precipitation to the timeatés
as discharge or evapotranspiration. As watersheds areopetesous and subject to time-variant atmospheric foycirager
flowpaths have marked spatiotemporal variability. For teeson, a formulation of transport by travel time distribus (see
Cvetkovic and Dagan, 1994; Botter et al., 2005) can be paatity convenient as it allows transforming complex 3Decap-
ries into a single variable: the travel time, i.e. the timapskd from the entrance of a water particle to its exit.

While early catchment-scale approaches (see McGuire andito@)l, 2006) focused on the identification of an appro-
priate shape for the travel time distributions (TTD), engbdas recently been put on a new generation of catchmalg-sc
transport models, where TTDs result from a mass balancetiiequather than being assigneadriori (Botter et al., 2011).
As a concequence, TTDs change through time, as observedragpéally (e.g. Queloz et al., 2015a; Kim et al., 2016) and
as required for consistency with mass conservation. Thiscgeh has the advantage of being consistent with the adxberv
hydrologic fluxes and follows from the formulation of an agad¥er Equation (ME) (Botter et al., 2011), describing the-ag
time evolution of each individual precipitation input afentering the catchment. The key ingredient of this new @ggin is
the “StorAge Selection” (SAS) function, which describesvtgiorage volumes of different ages contribute to dischéagd
evapotranspiration) fluxes. The direct use of SAS functi@ssalready provided insights on water age in headwatenmaiats
(van der Velde et al., 2012, 2015; Harman, 2015; Benettih €2@17b; Wilusz et al., 2017), intensively managed laagss
(Danesh-Yazdi et al., 2016), lysimeter experiments (Quetal., 2015b; Kim et al., 2016), reach-scale hyporheigsiart
(Harman et al., 2016), and it has also been applied to nomlggic systems like bird migrations (Drever and Hrachayvit
2017). In principle, applications can be extended to anyesysvhere the chronology of the inputs plays a role in the wutp
composition.

The new theoretical formulation has improved capabiliiiecdluding being less biased to spatial aggregation (DaYezdi et al.,
2017) as opposed to traditional methods like the lumpeddaatien approach (e.g. Maloszewski and Zuber, 1993), bait th
numerical implementation of the governing equations iserd@manding. This can represent a barrier to the diffusidheof
new models, preventing their widespread use in transpodgsses investigation. To make the use of the new theory more
accessible, theran-SAS package includes a basic numerical model that soleesgeé ME using arbitrary SAS functions. The
model is developed to simulate the transport of tracers temshed systems, but it can be extended to other hydrolgsgierss
(e.g. water circulation in lakes and oceans). The numeciodé is written in MATLAB and it is intended to be intuitive én
easy to edit, hence minimal programming knowledge shoukliffecient to adapt it to the desired application.

The specific objectives of this paper are: i) provide a nucaérhodel that solves the Age Master Equation with any form of
the SAS functions in a computationally efficient way, i) shine potential of the model for simulating catchment-scaleite
transport, and iii) assess the numerical accuracy of theehfoddifferent aggregation timesteps.
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2 Model Description

The model implemented iman-SAS solves the age ME by means of general SAS functions agltbie solution to compute
the concentration of an ideal tracer (conservative andymtsvegetation uptake) in streamflow. The model is desdrifere
using hydrologic terminology and applications.

2.1 Definitions

The general theoretical framework relies on the works bytéat al. (2011); van der Velde et al. (2012); Harman (2015);
Benettin et al. (2015b). Here, we consider a typical hydyiaieystem with precipitatiod (¢) as input and evapotranspiration
ET(t) and streamflov®(¢) as outputs. The total system storage is obtainet{&s= S, + V' (t) whereS is the initial storage

in the system an®’(¢) are the storage variations obtained from the hydrologiaria equatiodV/dt = J — ET — Q.

The system state variable is the age distribution of the mgiteage. Indeed, at any timethe water storage is comprised
of precipitation inputs that occurred in the past and thakhwot left the system yet. Each of these past inputs can loe ass
ciated with an agd’, representing the time elapsed since its entrance into #terghed. Hence, at any tim¢he storage is
characterized by a distribution of ages(7',¢). Similarly, discharge and evapotranspiration fluxes a@gatterized by age
distributionspq (7', t) andpgr(T,t), respectively. Each water parcel in storage can also bectesized by its solute concen-
tration Cs(7,t), which in case of an ideal tracer is equal to the concentrasfgprecipitation upon entering the catchment
C,(t—T). Tracer concentration in streamflow is indicated’@s A useful, transformed version of the storage age disiobut
is the rank storag®r which is defined a$'(T,t) = S(¢) fOTpS(r,t)dr and represents the volume in storage younger Than
at timet.

The key element of the formulation is the SAS function, wHizhmalizes the functional relationship between the age dis
tribution of the system storage and that of the outflows. ddéht forms have been proposed to express the SAS function
directly as a function of age or as a derived distributiorhef$torage age distribution, (eapsolute, fractional or ranked SAS
functions, see Harman (2015)). For numerical convenieB&& functions are here expressed in terms of cumulativeaprob
bility distributions (CDF) of the rank storage, for both cligrge 2o (S, t)) and evapotranspiratiof (S, t)). Namely,
Qg(Sr,t) is, at any time, the fraction of total discharge which is produced$yy(7,¢). Hence, it is equal to the fraction of
discharge younger thdh. The corresponding probability density functions arecéatéd asvg (St,t) andwgr(St,t). Main
model variables are illustrated in Figure 1.

2.2 The Age Master Equation

The age ME (Botter et al., 2011) can be seen as a hydrologinbalapplied to every parcel of water stored in the catchment
Two different equations can be formulated, that describddhward-in-time or the backward-in-time process (Benedt al.,
2015hb; Calabrese and Porporato, 2015; Rigon et al., 203§, ve focus on the backward form, as it is the most convéenien
to model solute concentration in streamflow. The backwarohfof the ME can be written in a number of equivalent forms
that have been proposed in the literature (e.g. Botter €2@11; van der Velde et al., 2012; Harman, 2015). Here, wd@mp
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Figure 1. Conceptual illustration of the main variables of the theoretical formulatimtifitation volumes are represented through coloured
circles, with darker colours indicating the older precipitations with respemie@nt timet. Due to transport and mixing processes, precip-
itation volumes are retained in the catchment storage and released toftwe§uiot a). Both the catchment storage and its outfluxes are
characterized by a distribution of ages (plots b and c). For exampleptimeggst water (age— ¢4, light blue colour) accounts for 8/20 of
the storage and 3/8 of streamflow. By cumulating such distributions onehgetank storageér(7,¢) and the cumulative discharge age
distribution P (7', t) (plots d and e, red lines). The relationship betwSeiT’,t) and Py (7, t) is quantified by the SAS functiofg (St,t)

(plot f).

the cumulative version, which has a less intuitive physicedrpretation but a better suitability to numerical implentation.
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The complete set of equations reads:

aSr(T,t)  9Sp(T.t)

5 5T = J(t) = Q(t) Qo (Sr(T,t),t) — ET(t) Qer (St (T,t),t), 1)
Initial Condition: S (T',t =0) = S, , (2)
Boundary ConditionSy (T =0,t) =0, 3)

where the initial conditiort, indicates some initial distribution of the rank storageiwet 0. Note that to ensure that,
pg andpgr are distributions over the age domain+oo), the SAS functions must verify the conditiély, (St — S(t),t) =
Qper(Sr — S(t),t) = 1. This condition, however, is automatically verified as t#Sunctions were defined as CDFs.

The solution of equation (1) gives the rank storgg€T',¢), from which the discharge age distributiopg(7',¢) can be
obtained as:

OPQ(T,t)  00(Sr(T,t),t)  090(Sr,t) St
or aT - asy  or’

wherePy(T,t) is the cumulative distribution qf (T',t) and Py (T, t) = Q¢ (St,t) by definition. Stream solute concentration
Co(t) follows from:

o0

Co(t) = [ Cs(T.0pa(T. 0T (5)
0

The same reasoning applies to the age distributions aneéntnation of the evapotranspiration flux.
2.3 The SAS functions

As explained in section 2.1, SAS functions are CDF’s ovefittite interval(0, S(¢)]. A simple class of probability distributions
that is suitable to serve as SAS function is the power-latvidigion (Queloz et al., 2015b; Benettin et al., 2017b)ichtakes
the form:

ST(T,t)r B [ ST(T,t))r (6)

R | R et

The parametek € (0,-+00) controls the affinity of the outflow for relatively youngelder water in storage. Specifically,< 1

[k > 1] implies affinity for young [old] water, whereas the cdse- 1 represents "random sampling", i.e. outfluxes select water
irrespective of its age: can be conveniently made time-variant (e.g. dependentesytstem wetness) to account for possible
changes in the properties of the system (see van der Velde 2045; Harman, 2015). Equation (6) also requires knogged
of the initial storage in the systesy, which can be difficult to estimate experimentally and itfieo treated as a calibration
parameter. When using power-law SAS functions for @gtand ET", the system only requires 3 calibration parameteys:

ker and.Sy. Different classes of probability distributions can bedise have more flexibility in the SAS function shape,
e.g. the beta (van der Velde et al., 2012; Drever and Hradhp@017) or the Gamma (Harman, 2015; Wilusz et al., 2017)
distributions. Such functions can be more difficult to impént numerically, but they are usually available in sofenléraries.
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2.4 The special case of well-mixed/random-sampling

In case all the outflows remove the stored ages proportipmaltheir abundance, the outflow age distributions become a
perfect sample (orandom sample, RS) of the storage age distribution. The SAS funstio this case assume the linear form
Qo (Sr,t) =Qer(Sr,t) = Sr(T,t)/S(t) and equation (1) has analytical solution (Botter, 2012):

ps(T,t)pQ(Tvt)J(;(_t)T)eXp f/ Q(T);(gT(T)dT (7

Equation (7) can be seen as a generalization of the linearvas equation to fluctuating storage. Indeed, in the speeise
of a stationary system, wherte= @Q + ET and the ratiaJ/S is a constant, equation (7) takes the simple form (T) =
c exp(—cT).

3 Model Implementation
3.1 Problem Discretization

Equation (1) does not have exact solution, except for thdcpdar case of randomly sampled storage (section 2.4)nso i
general a numerical implementation is required. Followting approach by Queloz et al. (2015b) and Harman (2015), the
partial differential equation (1) is first converted intost of ordinary differential equations using the method afreleteristics.
Indeed, along a characteristic line of the type T+ t,, equation (1) simplifies into an ordinary differential etjoa in the
single variablérl™:

dSt(T,T +tg)

aT :J(T+t0)—Q(T-f—t())QQ(ST,T-l-to)—ET(T+t0)QET(ST,T+t0), (8)

with initial conditionsS7(0,ty) = 0. In this context, reformulating the problem along charaste lines means following the
variableSt (T, T + ty), i.e. the fraction of storage younger than the water inpterexd in¢y. This can be equally interpreted
as the amount of water storage entered after tim&he solutionS (7', T + t) starts from the value 0, corresponding to the
initial time ¢,. Then, as time (and age) grows; (T, T + t,) increases when precipitatiohintroduces younger water into the
system and decreases when out-fluesnd £7 withdraw water younger thafi. Water entered aftey gradually replaces the
water entered beforg and for very largel” the solution reaches (asymptotically) the total storag@énsystem, as no water
that had entered befotg is still present in the system.

We discretize time and age using the same time st€fis= At = h, resulting inT; =4 - h andt; = j - h, with 4,7 € N and
we use the convention that the discrete varialileandt; refer to the beginning of the timestep. To simplify the niotat
square brackets are used to indicate the numerical evaiuaita function and the indexeésind; are used fof; andt; respec-
tively. For examplef|, j] indicates the numerical evaluation of functi(i’;,¢,). The conventions used for the discretization
are illustrated in Figure 2. For numerical convenience aechbse real-world data often represent an average ovetaancer

time-interval, all fluxes ., @, ET) are considered as averages over the time ktépg., J[j| = 1/h fj(,f“)h J(7)dT). As a
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Figure 2. lllustration of the conventions used to discretize the time domain. Time stepsatfaed lengtth (e.g. 12 hours) and each time

stepj starts int; = j - h. The numerical evaluation of a functighat timet; is indicated ag|[j].

consequence, storage variations obtained from a hydmwlmajance are linear during a timestep and each value reféhe t
beginning of the timestep.

To solve equation (8), we implement a forward Euler scherhés &xplicit numerical scheme is intuitive and fast to splve
and its numerical accuracy is shown to be satisfactory fanyngydrologic applications (see model verification, setol).
By termingQ[i, j] = (Sr[i,j],t;), the discretized problem becomes:

Srli+1,j+1] = Srli,jl+ h- (J[j] - QU] Qq[i,j] — ET[j]1Qer(i,j]) ©)

for i,j € [0, N], with N indicating the number of timesteps in the simulation, andrialary conditionS [0, 5] = 0. In a pure
forward Euler scheme, this boundary condition implies tht, j] = ©(0,¢,;) = 0, meaning that no input can be part of an
output during the same timestep. This can be a limitatiosdtchment applications, where "event" water is often ngtigible
and it can bear important information on catchment form amtttion. For this reason, in equation (9) we use a modified
defined as:

[, gl = Q(Srli, 5+ eljl, t) (10)

wheree|[j] is an estimate of the youngest water stored in the systene afrith of time step. Such an estimate is here obtained
aselj] = max(0, J[j] — Q[j]Qq[0,j — 1] = ET[j]Qpr[0,j — 1], i.e. it is a water balance for current precipitation inpsing

the SAS functions evaluated at previous timestep. Theicl&sder scheme is returned dfj] = 0. This modification of the
classic numerical scheme only affects the behavior of thengest age in the system and it is a simple and efficient way to
account for transport of event water. The accuracy of thiserical scheme is evaluated in Section 5.1.

3.2 Numerical routine

The model solves equation (9) by implementing an externdbfap onj (i.e. on the chronologic time) and an internal for-loop
on: (i.e. on the ages). This means that during one timegtalpthe characteristic curves (equation (9)) are updatedrwgy
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timestep. The internal loop is implemented using vectoraipens. The vector length is indicated:asand it depends on the
number of age classes (which is also the number of charstitezurves) that are included in the computations at tjnieee
section 3.3). At any time step, the two fundamental openatto solve the discretized ME are:

— computeQy, [, j] andQg1[i, j] using equation (10);
— computeSr[i, j] using equation (9) foi € [1,n;];
To compute the model output, further operations are reduireparticular:
— updateCs|i, j] = Cs[i — 4], valid for conservative solutes entering through preaimn
— computepg i, j] - h=Qgli, 7] — Qqli — 1,7];
— computeColj] = 322, Csli.j] - poli, ] - bi

Starting from these basic routines, many additional operatcan be implemented, to e.g. characterize the non-p@ise
behavior of solutes or to compute some age distributiomnstit.

3.3 Additional numerical details

Afirstissue that the model needs to take into account is tietlatributions are defined over an age donji&in-oc), meaning
that the rank storage is made of an infinite number of elenveimése the oldest elements typically represent infinitebgtoaied
volumes. To have a finite number of elements in the computstian arbitrary old fraction of rank storage can be consitler
as a single undifferentiated volume of “older” water. Thisws merging a high number of very little residual volumatoi
a single “old” pool. Note that the term “old” should be usededally as its definition depends on the particular systemheun
consideration and it may differ depending on the charasttetimescales of the solute used to infer water age (Bierstal.,
2017a). The old pool is here defined as the volusw€T', t) > Sy, whereS;;, is a numerical parameter that can be fixed for
each different applicatiorty;, also defines the adgg, corresponding t& (7 = Ty, t) = Sy, Which indicates the oldest age
that is computed individually. Numerically, the parame$g; controls the number; of age classes (or equivalently rank
storage volumes) that are taken into account in the conipogatS;;, should be chosen so that the number of elements used
in the computations remains small but the numerical acguiciot compromised. It can be convenient to define a non-
dimensional threshold,;, € [0,1] such thatS;, = f:, S(t). In this case, a valug;, = 0.9 means that the old pool comprises
the oldest 1% of the water storage. Whefy;, = 1 no old pool is taken into account. Once a storage elementiigeddo the
old pool, its individual age and concentration propertiasrot be retrieved, but the mean properties of the old pkelthe
mean solute concentration are preserved.

A second, connected problem regards the initial conditidise system, i.e. the unknown storage age distributiorsahde
concentration to be used at the beginning of the calculstiorthe absence of information, the initial storage candmsiclered
as one single old pool, hence the initial number of age ctasgés equal to 1. Once computations start, new elements are
introduced and accounted for in the balance, reducing tipadtand the influence of the initial conditions. The old pgetis
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progressively smaller (and vector lengthlarger) until it reaches the stationary value definedhy. An initial spinup period
can be used to initialize the ME balance and reduce the siteedhitial old water pool. This is particularly indicatechen
modeling solutes with long turnover times like tritium. Timfluence of the initial conditions decreases with time, dginen
the long timescales that may characterize transport pseset is likely never completely exhausted. This halittipact on
the output concentration but it limits the maximum compléaige to the time elapsed since the start of the simulation.

The computational time of a simulation can be reduced by nobanting for zero-precipitation inputs as they have no
influence in the balance but increase the number of opesatamjuired at each time step. In such a case, however, théoposi
of an element in the vector does not correspond with its agmare and age has to be counted separately. To keep the model
intuitive, we decided to not remove zero-precipitationuts

4 Application Example

Application of the approach requires knowledge of the ifgmtput water fluxes to/from the catchment, the input sobate-
centration and the initial conditions on the water storaggmitude and concentration. Then, a SAS function must befggue

for each outflow. The code comes with example virtual datadha be used to evaluate the model capabilities. Four years
of hydrologic data were obtained from recorded preciptaind streamflow at the Mebre-Aval station near Lausanng.(CH
Evapotranspiration was obtained from regional daily eatés around the Lausanne area and modified to match thedamg-t
mass balance. On average, yearly precipitation is 1100 ristharge is 580 mm (53 of precipitation) and evapotranspira-
tion is 520 mm. The storage variations, computed by solMigghlydrologic balance, were normalized to the interval][@1
serve as a non-dimensional metric of catchment wetnessiplatvi). Overall, the data are not meant to be representative of
a particular location, but they constitute a realistic $dtyalrologic variables to test the model.

The code was run on the example data using the 4 illustratiapes for the discharge SAS function listed in Table 1. All
simulations share the following settings: 12-h timestepedr spinup period obtained by repeating the example detegge
thresholdf;,=1 (i.e., no old-pool schematization), initial storagegmaeterS,=1000, evapotranspiration SAS function selected
as a power law with parametér1 (equivalent to a random sampling). The different shapeshie discharge SAS function
were selected to test different functional forms (power, lpawer law time variant, beta distribution) and to illusérdhe
transition from the preferential release of younger watdumes (examples, andw-) to the random sampling cases( and
the preferential release of older watets ). The time-variant power-law SAS,() was obtained by using equation (6) with a
time-variant exponent(t) = kg1 + [1 — wi(t)] (kg2 — kg1), with parametergg; andkg. corresponding to the exponeht
during the wettestu(i = 1) and driest {7 = 0) conditions. This parameter choice is used for illustraporposes and should
not be taken as representative of a general catchment loehavi

Two different examples of solute transport were simulatedhe test. In the first case, solute input concentration was
generated by adding noise to a sinusoidal wave with annudé cyhis example can be representative of atmospheriersac
with a yearly period (like stable water isotopes). In theoseccase, the initial storage was set to a concentration @f 10
mg/l and any subsequent input was assigned a concentrdti@ma/Il, causing the system to dilute. This example can be
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Table 1. Description of the discharge SAS functions used in the application. All thetifuns were tested with the same initial total storage
S0=1000 mm.

name type parameters  value
. . ko1 0.3
w1 power law time variant
ko2 0.9
w2 power law ko 0.7
w3 random sampling - -
a 1.5
Wy beta
0.8

representative of a diluting system, e.g. a catchment vatiservative agricultural inputs like chloride (Martin &t 2004;
van der Velde et al., 2010) that undergoes a step reductiesuli® of both examples are shown in Figure 3.

Each discharge SAS function simulates different transp@thanisms and provides rather different outputs, botarimg
of water age and streamflow concentration. In the first sahatesport example (Figure 3a), discharge concentratie® ge
progressively damped and shifted as the SAS function maoees younger-water preference to older-water preferenbe. T
travel time distributions extracted for February 15th, @(Q&igure 3d) show that the median age of streamflow may vary by
a factor of 3-8 simply based on the selection of the SAS foncti.e. leaving the storage parameter unchanged). Thetyaffin
for younger water is rather typical in catchments, at leasind wet conditions, while the release of older water is enor
representative of soil columns or aquifers. The secondea@ample (Figure 3b) evaluates the “memory” of a systesm, i.
the time needed to adapt to a new condition. Again, the pefal release of older storage volumes and the implied ddick
young water in streamflow makes the system response moreediaidpwever, this also means that the old water gets depleted
faster, hence in the long term the trend may be reversed andedidual legacy of the initial conditions may be stronger i
systems with a high affinity for younger water. This is visilih Figure (Figure 3b) right after year 2, although the dffec
very mild in this case. The time-variant SAS functian ) is particularly illustrative in this example, becausehbws that
streamflow concentration can increase in time (e.g. arogad ¥ in Figure 3b), even in the absence of new solute inpsit, ju
as a consequence of the changing transport mechanisms.

Overall, these quick examples were used to illustrate thegatnmapabilities and to show that results may change signifiiz
depending on the choice of the parameters. A sensitivitlyaisas generally advised to identify the parameters tlaaelthe
highest impact on model results. For example, previoushoatot studies (e.g. Benettin et al., 2017b) highlighteattzlenge
in constraining the SAS function of ET flux when based on sif@av concentration measurements only. As a consequence,
the hypothesis of random sampling for the ET flux is often disl\&s the preference for the younger/older stored waterit bu
is more parsimonious. Different models outputs are aftebieparameters in different ways, and water ages (for exathgl

10
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Figure 3. Example of results that can be obtained from the model. a) streamflote sesponse in case of synusoidal tracer input; b)
streamflow solute response in case of step-reduction of the tracer @llstration of the differentvg used in the simulations and listed

in Table 1 (asv; is time-variant, its possible shapes are represented by a colored dauedjnulative streamflow travel time distributions
(TTDs) extracted on a specific day (15 February 2016, indicated witbss én plots a) and b)). All simulations share the same settings and

only differ in the choice of thesg function.

median age, Figure 3d) are typically more sensitive thamsaoncentration to parameters variations. The low coatjountal
times of the model aid the development of sensitivity aregdys

5 Discussion

5.1 Model verification

We evaluate here the numerical accuracy of the model in ctingpthe solution of the age ME (i.e., the rank stora&gg and
streamflow concentratiof’y. The numerical model is first evaluated by comparing our fiedliEuler solution (equation 9)
to a numerical implementation of the analytic solution @gpn 1). This comparison is only possible for the case ofloam
sampling (see section 2.4), as no analytic solution is lsaahilable for other transport schemes. Then, the corsparis
made for other shapes of the SAS function, approximatingtthe’ solution with a higher-order implementation of etjoa
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(8). As in section 4, comparisons are made on the examplseatatasing daily average fluxes and the sinusoidal traceit inp
concentration.

For the RS comparison, the analytic solution was obtainedrpjementing equation (7) at daily scale, considering that
fluxes are piecewise constant while the storage is piecdinisar during the timestep. The numerical solution for ti&was
obtained by setting botRg andQgr as power laws with parameteks) = kg = 1. The numerical model was run for 8
different aggregation timesteps 1, 2, 3, 4, 6, 8, 12, 24 hours. For each run, the resultingstfiew concentration and one
rank storage (corresponding to the end of day 2745) werefosedmparison with the analytic solution. Models were ran f
8 years using 4 years of spinup. To allow direct comparisonssa different aggregation timesteps, streamflow coragons
were extracted at the end of each day, resulting in 8 diffdhereseries (one pér) of 2920 elements. The timeseries were then
normalized by the mean and standard deviation of the analgtution. A timeseries of model errors on streamflow concen
tration rrc,) was finally obtained from the difference between the aiabd the numerical (normalized) solutions. The
rank storage was evaluated on the entire age domain everg24 (again, to allow comparisons across different tingete
To avoid comparisons between cumulative functions, thk storage was used to compute the storage age pdfee Sec-
tion 2.1). The errors ops were obtained from the difference between the analytic hachimerical solutions. In this case,
the error timeseriese{r,,) consists, for each of the 8 aggregation timesteps, of 2ktfents. For additional comparisons,
the performance of our numerical implementation (*“ERvas compared to the classic implementation of the forvizautkr
scheme ("EF", i.e., equation (10) witfyj] = 0). Results are obtained for 4 different values of the ingiarageS,: 300, 500,
1000, 2000 mm. The standard deviationgf,, anderrc,, are shown in Figure 4 as a function of the aggregation tirpeste
The EF and EF implementations almost have the same erropgnindicating that accounting for the event water does not
have a major impact on the overall solution of the age ME. Henes different ages do not contribute equally to streamflo
the event water can have a larger impact on streamflow caatient. This is evident in the performance em¢,,, where the
modified EF implementation is about one order of magnitude more aceuban the classic Euler scheme. The error is on
average smaller than 18 the variance of th€’ signal, which is lower than most measurement errors. Thi@eance on
errc,, also shows that the errors tend to grow with decreasing saltithe mean storage, i.e. when the storage gets depleted
(or filled) faster. The error of the EFscheme shows a good stability. This is not surprising as thedge resembles a linear
reservoir (see Section 2.4) with a coefficier@ipproximately equal to the mean ratio between the fluxestenstoragéd.j/.S)
during a timestep. The stability condition for the Euler\ard scheme in the case of a linear reservoir requiresctha/h
(no fast decay). In typical hydrologic applications, fluees usually much smaller than the storage, hege) < 1/h and
the EF solution is stable.

Results show that the numerical implementation of the MEisfactory for the RS solution both in terms of accuracy and
stability. However, solutions other than the RS case may @ mhallenging owing to the non-uniform age selection @tay
by the outflows. For this reason, we tested power-law SAStioms (equation (6)) with different values of the expongnt
0.2,0.3,05,0.7,1, 1.2, 1.5, 2, 3. The same exponent wabazsth time for botlf2, and2gr. The model was run with a
fixed initial storageS, = 1000, for the same timespan and aggregation timesteps as in tlwaseSand the performance was
again evaluated in terms efr,, anderrc,. Given the lack of analytical solutions, we approximateel titue solution by
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Figure 4. Numerical errors on the storage age distribution (left panel) and oansfi@v concentration (right panel) as a function of the
aggregation timestep. The error timeseries are summarized throughtttrelard deviation. Each plot shows the performance of 2 different
numerical schemes: classic Euler Forward (EF) and modified Euterafd (EF, which is the default model version). The Efmplemen-
tation shows significant improvements with respect to EF in the accurastyeafmflow concentration.

using a higher-order implementation (built-in MATLAB selv'ode113’ (Shampine and Reichelt, 1997)) for equationA®8)
example ofC, timeseries obtained from the different valuesidbr i = 24 hours is reported in Figure 5. Tlig, timeseries
are rather different, being progressively more lagged amdmbd for increasing values bf Although the residual with respect
to the higher-order solution can occasionally be up to 1.3,ntgs on average very low compared to the signal, so in this
case the accuracy of the model is satisfactory everhfor24 hours. Note that for this dataset, the parameters of the SAS
function (¢ =0.2 andS, =1000) imply that 306 of the input, on average, becomes output during the sameéTtayresiduals
are overall low and do not accumulate during the 8-year sitian, suggesting that even the 24-hour simulation is stalie
performance o was further evaluated in the same way as for the RS case: wealiped the concentration signals and
obtained the error timeseriesrc,, from the difference with the higher-order solution. Simijawe computed the erroesr,

with respect to the higher-order solution for simulatiory @@45. The standard deviations of the errors are shown ir&i§

for different values ok and aggregation timesteps. The errorgpgrgrow for increasing preference of the SAS functions for
the younger stored volumes (lower valuegpfThis indicates that the young water preference is a maabesiging numerical
condition for the solution of the age ME. This behavior is éohostly attributed to the errors on the youngest wateronage.
Although we use a modified version of the EF scheme to accaurthé presence of event water in the outflows (equation
(10)), this approximation has some limitations. In pafcithe youngest age in storaggj() is quantified through the SAS
function from previous timestep, so it may give rise to esrat the onset of intense storm events. The interpretatidheof
behavior of the error o (Figure 6b) is less straightforward as the errors on thetisolps can be amplified in various ways
by the different SAS functions. Errors appear not too didainfor 4 in the range 0.5-1.2 and they all are reduced by 1 order
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Figure 5. Solute concentration({p) timeseries obtained from power-law SAS functions with paraméter 1000 and parameter

k €10.2,3.0], using a 24-hour timestep (top panel). The timeseries are rather diffé@ng progressively more lagged and damped for
increasing values df. The difference with the higher-order solution forms the residual tinesséottom panel, same scale as top panel).
Residuals are overall limited and they do not cumulate during the 8-yeafaion.

of magnitude moving from daily to hourly timesteps. The m@dreme" age selections (i.2.< 0.3 andk > 2) tend to result

in higher errors, although the error magnitude remains less(than 102 the signal variance) and the solution is stable.
These examples suggest that the behavior of the system cintebgreted using a (non-linear) reservoir analogy. Each

individual water parcel can be seen as a depleting resetivairdecreases in time owing to the particular outflow rerhova

(equation 8). This removal is mediated by the SAS functisnst can become large corresponding to high values(sf-,t),

potentially leading to an unstable fast-decay. The depigbattern of the reservoir is rather complex as it is noalirend it

changes at every timestep, but it suggests that very praeodusge selections should be considered carefully and etidok

potential numerical instabilities. Note that for illuditam purposes the effects of the two power-law SAS functiaremeters

k and Sy were presented separately (Figures 4 and 6), but they slheutdnsidered together as lower storage values may

enhance the selection of younger/older waters and incteasaimerical errors. The model was here tested for seVeasipks

of the SAS functions on a realistic hydrochemical dataséholigh every dataset is different and it would be imposstbl

do a model verification valid for all applications, theseutessprovide some first guidelines as to where the expliaihercal

implementation may become critical.
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Figure 6. Numerical errors on the storage age distribution (a) and on streamflogentration (b) as a function of the aggregation timestep.

The error timeseries are summarized through their standard deviatch. ot shows the model performance for several shapes of the
SAS function, parameterized as a power-law distribution with paraniefequation (6)). The color code is the same as in Figure 5. The

random-sampling case (i.k= 1) is indicated in black and it is equivalent to the curves featuing= 1000 in Figure 4.

5.2 Model applicability, limitations and perspectives

The model is based on a catchment-scale approach, so itemyres catchment-scale fluxes like precipitation, digghand
evapotranspiration. These fluxes can often be measuredo@eled in the case of ET) without the need for a full hydratogi
model. Moreover, the ‘pure’ SAS function approach implieatt differently from previous approaches (e.g. Bertuzzi.e
2013; Benettin et al., 2015a), the transport equationstware solved in the model are completely decoupled from the wa
fluxes were obtained. This notably reduces the number ofiadgparameters and it simplifies the applicability of thed®lo

to different datasets and contexts. Although more reseiardeeded to classify the expected shapes of the SAS fusction
based on measurable catchment properties, one can quiatdindirst-order evaluations of solute transport by usidg$sS
functions already tested in the literature (e.g. van ded&et al., 2015; Harman, 2015; Queloz et al., 2015b; Benettih,
2017Db; Wilusz et al., 2017) and a reasonable choice of thialistorages;.

The use of an explicit numerical scheme has the potentiatexdtty reducing the computational times. Short aggregatio
timesteps are generally recommended, especially whendgeke affinity for younger storage volumes (e.g. equat@m(th
parametett < 0.3), but in case larger timesteps (elg—=24 h) prove satisfactory, the model can typically run in s a
second on a normal computer. The short computational tineserthe use of calibration techniques easier and the model
structure is directly compatible with the DREAM (Vrugt et,&009; ter Braak and Vrugt, 2008) calibration package® Th
model can be made faster by not considering the zero-ptatigei times but, as explained in section 3.3, this improzenis
currently not implemented to keep the model more intuitive.

The model is based on a catchment-scale formulation ofgirahprocesses, so it cannot provide spatial informatidaam

the system is partitioned into a series of spatial compartsn@.g. Soulsby et al., 2015). Even in this case, one woekdl n
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to know the fluxes to/from each compartment, hence losingabribe main advantages of the general SAS approach. The
catchment-scale nature of the formulation also implies 8/S functions have a conceptual character and they camnot b
determined directly from physical properties of the systéheir general shape, however, can be traced back to elargent
advection-dispersion processes (Benettin et al., 2018} mechanistic basis for time-variable SAS functionsrieasntly
been highlighted (Pangle et al., 2017).

Although the numerical accuracy of the computations hagteMaluated for each different application, section 5. Viges
some first guidelines to cases where the numerical accuragyot be satisfactory. Systems whose storage is quicklgtiep
by the fluxes are prone to inaccuracies and instabilitieis ddn happen, for instance, if the system storage is smalpaced
to the fluxes and the SAS functions have a very strong preferéor some storage portions. In such cases, higher order
schemes may become desirable. The model package alreadlygzra higher-order solution to equation (8) (obtainedugh
the MATLAB built-in function 'ode113’), that can help evaidting the numerical accuracy of the results.

The codes implemented in thran-SAS package can be used to simulate the transport of catsersolutes through a
catchment. This represents a first step towards the modsafiagge-scale solute transport. Simple reactive trartgmprations
can be easily implemented in the main model routine (se@&ighusing effective formulations that integrate biogemuical
processes across the catchment heterogeneity (Rinalddanashi, 1987). Being based on a travel time formulation af$-
port, the model is obviously not suited to simulate the datian of solutes for which the chronology of the inputs alnel 4ge
of water are irrelevant. For a number of cases of interestehier, both the time of entry into the catchment and the essid
time of water within the catchment storage may play an ingrdntole in the transport process. Many such examples hare be
addressed in the literature using a catchment-scale agiprivecluding the case of nitrate export from agriculturaichments
(Botter et al., 2006; van der Velde et al., 2012), solutesiarfted by evapoconcentration effects (Queloz et al., 20p&is-
ticide transport (Bertuzzo et al., 2013; Lutz et al., 2017 aolutes produced by mineral weathering (Benettin e2@ll5a).
The provided codes are designed to be easy to understandatstinéy can be easily customized by the user and adapted
to different contexts and applications. The next step is tieeadapt the model to real-world problems, where solutes-n

conservative behavior has to be taken into account.

6 Conclusions

Thetran-SAS package includes a basic implementation of the agedvigsfuation (equation 1) using general SAS-functions.
The codes can be used to simulate the transport of solutesgihra catchment and to evaluate water residence times. The
package is ready-to-go and it includes some example datadnabe used to test the main model features. The codes are
extensively commented so that they can be edited accorditigetuser’s needs. The model is based on a catchment-scale
formulation of solute transport and it only relies on meable data. Main model equations are implemented using ditiéxp
Euler scheme that allows to reduce computational times.nlimeerical accuracy of the model was verified on the example
data and was shown to be generally satisfactory even atrlégge daily) computation timesteps. The most criticalesaare
those in which the stored water parcels are rapidly remoyettid outflows. This situation can occur when the SAS function

16



assumes very high values for some stored water volumeschncases, higher-order model implementations (providdinvi
the package) should be used to check the numerical accufrtoy solution. The model allows to test different SAS fuons
and evaluate solute transport in the catchment storagewfidves. Applications can be oriented to different catchtaemnd

solutes, advancing our ability to understand and modehoag¢nt transport processes.

7 Code and Data availability

The current model release, including example data and dectation, is available at https://doi.org/10.5281/zen©@d03600.
A maintained GitHub project is available at the followingii&ub repository: https://github.com/pbenettin/tranSsA
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