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Preamble: In addition to the changes made to the manuscript following the suggestions of
the two reviewers, we also identified three minor issues that required performing a re-analysis
of the data and also modifying comments regarding the comparison to Brewer measurements
of Section 2.2. These changes did result in a small correction in the scaling and fit factors,
but results remain essentially the same (other than improving the agreement with Brewer
UV irradiances). These points are as follows:

1. An adjustment of the broadband wavelength boundaries from 280, 294, 310, and 400
nm to 280.11, 294.12, 310.70, and 400.00 nm (this was an error)

2. A correction in applying a moving boxcar averaging window covering ±0.25 nm about
sampling points at intervals of 0.5 nm

3. A correction in the calculation of differences with the Brewer UV spectra in Section
2.2, resulting, most significantly, in a reduction of the mean percent differences for the
311-330 nm band from 7.5% to 2.9% (and implying related text changes).

The correction of few other typographical errors were also made.



The following are general comments and questions:

I am not accustomed to seeing correlations expressed as percent, rather as a unitless val-
ues ranging from -1.0 to 1.0.

The root mean square relative error calculation provides a more tangible, quantitative,
overall representation of the errors and their scatter. Percentages were used to determine the
absolute range of values that were encountered. While the Pearson correlation coefficient, R
(ranging from -1.0 to 1.0), which provides a value which represents the “goodness” of the fit
in a linear correlation, could also have been calculated and shown, the root mean square er-
rors (and mean differences) were considered sufficient and more appropriate for our purpose,
in addition to presenting the scatter plot themselves.

This is a rhetorical question: Which is preferred : ‘UV index’ or ‘UV Index’? Even the
WMO web page has a mixture of both. But its acronym is ‘UVI’ implying that ‘index’ is
capitalized.

While, we are not aware of a definitive preference, one could choose to follow the con-
vention of a capitalized ‘index’ considering the often used acronym ‘UVI’. The format for
using the lower case i in this work was simply done to avoid any possible conflicts with the
manuscript composition guidelines with regard to figures, section titles, etc that have been
detailed by the publisher, while trying to maintain consistancy throughout the paper. Having
said that, we see now that there are 2-3 times where consistancy was not maintained. The
manuscript has therefore been edited so that ‘UV Index’ appears using only the uppercase I
and the term is treated as a proper name where the word index should be capitalized.

Comments, questions:
P2, L20: Should be ‘oxygen (O2)’.

Correction made.

P2, L27: Expand on what is meant by ‘more sensitive population.

Changed to more photosensitive populations. This refers to people who have extremely
little melanin/skin pigmentation which provides a natural UV barrier. There are also a
number of ailments where minimal doses of UV radiation can cause allergic reactions and
severe burns. Increased photosensitivity can also present itself as a side effect for a variety
of medications.

P3, L4: ‘erythemal action spectrum (EAS)’

Correction made.
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P3, L15 The UVI does not have to be an integer.

The word ‘integer’ has been removed.

P3, L17 The tropics have high UVI values not just because the SZA is small, but also because
the total column ozone there is also low compared to higher latitudes.

Commentary appended to the manuscript as ‘... solar zenith angle and the total column
ozone are small.’

P3, L24 I would also cite the two WMO reports addressing the UVI and the ‘Global Solar
UV Index’ publication by the WMO.

Citations added in a new paragraph immediately following equation 3. The bulk of that
paragraph was previously in the abstract and moved following a request by the second re-
viewer to shorten the abstract.

P4, L 6 Is there a reference for the GEM?

Citation of ‘Charron et al. (2012), and references therein,’ added.

P4, L11 Provide a reference here at the initial mention of the Cloud-J model.

Citation of Prather (2015) added.

P4, L20 Is there a reference for the cccmarad RTM?

Citation of Scinocca et al. (2008) added.

P4, L34 Is the ozone (total and mixing ratios) really generated separately? The next para-
graph discusses how LINOZ scheme is used ‘within’ the GEM to generate ozone forecasts.

Yes, the ozone analyses (ozone mixing ratio analysis fields) were generated separately
from the weather analyses. This just means that a separate application of the variational
assimilation with GOME-2 ozone data (described in the next paragraph of that section) was
applied for ozone relative to the application of variational assimilation with weather data.
This was done since the weather analyses had been generated previously. The ozone forecasts
are generated by LINOZ within GEM. The process of assimilation improves on these forecast
fields at regular time intervals of 6 hours, these improved fields are called analyses and are
fed back to the model (to serve as new initial conditions) for it to generate the forecasts
for the following time periods. The total column ozone is calculated (also in LINOZ) from
vertically integrating the ozone mixing ratio profiles.
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P10, L7 Can you determine the elevation adjustment per kilometer to determine if the dif-
ference between the grid point elevation and the actual elevation is the reason?

This could be performed but was not done. It is just one factor among many others that
could have affected the comparisons and results over the different stations and there was no
clear evidence to suggest that it was a comparatively important attribute to this effect. A
small change in UV index in the order of roughly 1.5% only is estimated for a difference of
150 m. A related statement has been added to the text.

P10, L7 While doing the above can you determine if the elevation adjustment is equal at all
UV wavelengths or wavelength specific?

An adjustment for elevation would require a wavelength specific correction. To demon-
strate, the surface pressure was modified in Cloud-J for seven wavelengths in the 280-400
nm range in a given geographical location (Toronto, 29 Aug 2015) to determine the percent
difference in the surface irradiance contribution for each of the wavelengths at two differ-
ent surface pressures. Pressures of 995 hPa and 1013 hPa were used, which correspond to
an altitude difference of ∼150 m. The percent differences in irradiance are as follows: 280
nm (1.55%), 300 nm (1.05%), 320 nm (0.68%), 340 nm (0.54%), 360 nm (0.45%), 380 nm
(0.38%), 400 nm (0.32%). In all, a disparity in altitude of up to 150 m would generate an
error no greater than ∼1.5%.

P10, L12 Is there a plan to bias adjust the GOME observations to bring them more in line
with the Brewer observations?

Yes. That work has been done (using another satellite data source that is in better agree-
ment with Brewers) and is the topic of a separate journal paper to be submitted.

P12, L4 Typing error : “Simpson’s rule”

Text Corrected.

P12, L15 Do you plan to ‘correct’ the GEM equivalent broadband absorption cross-section
and the TOA solar fluxes to agree with the Cloud-J?

We only plan to scale the GEM broadband irradiances to emulate the general tendency
of Cloud-J output as a function of the irradiance value as done in this paper and indicated
at the end of Section 3.1.1. This takes the position that the OMI TOA solar spectrum in
Cloud-J are deemed ‘correct’. The sample effective broadband cross-section value was de-
rived for irradiances at the surface and would not be valid for other levels (nor necessarily
all differing ozone profiles). As well, choosing to revisit or not the TOA solar fluxes (and or
the applied cross-sections) would be the prerogative of those responsible for the model.
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P13, L20 All of these adjustments or scalings will need to be revisited every time the GEM’s
radiation code is modified. Communication and collaboration between the authors and the
GEM modelers needs to be strong such that these differences can be addressed and best
corrected in the GEM so that the number of adjustments in the UVI computations is limited
or eliminated.

Yes, should there ever be future pertinent modifications to the GEM radiation code, ad-
justments to the scalings and fits for UV Index determination would have to be made or
considered depending on the significance of the change. We do not anticipate our work af-
fecting the GEM radiation code development as such. A suite of programs has been created
with a users’ manual so that other collaborators/modelers can rerun the programs using
updated GEM output files containing data using a newer/modified radiation scheme so new
sets of scaling functions can be generated and the broadbands re-weighted accordingly.

P13, L31 The I294-310 is where the bulk of the erythemal weighted values come from. I
would think that the coefficient (11.03) would be total column ozone and solar zenith angle
dependent.

Considering Figure 9 and the related results, it was a pleasant surprise that constant
scaling factors were sufficient for that equation to provide good UV Index values (e.g. er-
rors/differences in UV Index of typically still within 0.2-0.3 with some exceptions), this in
light of the erythemal weight varying significantly with wavelength for the two central bands.
So the dependence of the UV Index on SZA and ozone with this equation is sufficiently well
captured through only the broadband irradiances themselves - as the calculation of broad-
band irradiances is dependent on SZA and the ozone profile (and, as such, total column
ozone).

P14, L18 I presume that the actual total column ozone was used during this comparison
and not the OMI climatology, then why wasn’t the GEM’s albedo used instead of the OMI
albedo climatology? Does the GEM’s albedo need to be corrected to the OMIs for 100%
snow cover? Using the GEM’s albedo would then eliminate the ‘cold spot’ discussed in the
following paragraph. The purpose of these two difference plots should be to show the differ-
ences between the integrated and linear solutions, not the differences between each and the
GEM.

The OMI albedo climatology was used because, with it, wavelength specific global fields
for surface reflectivity could be used by Cloud-J to perform the high spectral resolution irradi-
ance calculations. GEM uses a different approach for surface reflectivity where global albedo
fields are represented by broadband (UV-NIR) effective values for reflectivity that have been
differentiated within the model for specific surface types, of which contain the albedos for
soil, glaciers, water, ice, and the aggregated value. For this work, it was therefore deemed
more advantageous to use the OMI climatology for our purposes. The resulting larger differ-
ences such as in the ‘cold spot’ would have been removed/reduced using the same albedos.
We were willing to accept retaining these differences considering the good agreement of the
results elsewhere.

5



Whether the GEM albedos would need to be corrected to (or account for) the OMI-based
values for 100% snow cover would then be the prerogative of the GEM model developers.

We think the purpose of the Fig. 9 needs to cover both aspects (differences with GEM-
based values and differences between the methods). While this is implied at the beginning of
the second paragraph of Section 3.1.2, a sentence has been added to mention that the inte-
gration approach fairs a bit better, i.e. ‘The integration approach provides better agreement
to Cloud-J, this by up to about 0.1-0.2 for some locations.’

P15, L8 What is meant by ‘short term forecasts’? 6, 12, 24, 48 hour?

For this particular section, it refers to daytime 7.5 minute time steps (corrected from 12
minutes - a mixup between two forecast setups) covering up to 24 hours. The text at the
beginning of this section has been changed to ‘GEM model 24-hour forecast output at 7.5
minute intervals over successive twelve hour forecasts’. A similar change has been made in
the last sentence of the Fig. 11 caption. In the section the data spanned solar zenith angles
from morning to night. Other references to ‘model short-term forecasts’ in this section were
changed to ‘model output’.

P15, L30 Instead of just using the 18 UTC observations and model output, other times of the
day could have been used to generate additional UVI and solar zenith angle determinations.
Additionally, the range of total ozone values over Canada during July and August are rather
small. Comparisons between model and observations could have also been done for April or
May when the sun is relatively not too low in the sky but range of total column ozone values
is much greater.

The 18 UTC field alone were used only in the other sections as clarified for the above
point. While we did have forecasts relying on assimilated ozone data for the Summer already
available, we did not have such forecasts for the Spring.

P16, L31 As % cloud amount increases so does the variability of transmission through the
clouds. Such a plot in place of the density plot may better show the differences between
the Cloud-J and the GEM all sky values. It would be interesting to note if, via the Cloud-J
model, there is a spectral dependence of UV adjustments upon cloud amount, type, altitude.
The point of the text discussion is that the GEM and the Cloud-J produce reasonably simi-
lar results under all-sky conditions. Is it known whether either is correct against real world
observations from the Brewers or solar radiometers?

The purpose of the density plot was to make the point that there were many more occur-
rences of reasonably good agreement than large disagreements, this not being evident from
panel of Figure 12. The previous P16 L32-33 lines were modified to ‘... along or near the
regression line, largely, but not entirely, represent those surface irradiances under cloudless
or light-cloud, conditions. The probability of deviation from the regression line typically
increases with increasing cloud amount and opaqueness.’ This is further illustrated by Fig-
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ure 13 which shows the reduced agreement with increasing ECC (cloud fraction X (1- cloud
transmittance)). The last sentence of that paragraph was not clear and out of place. It has
been moved following the next paragraph introducing Figure 13 and clarified.

A plot of cloud amount itself versus variability (and or differences) of transmission through
the clouds would provide a demonstration of the difficulty of correlating cloud amount alone
to the impact of clouds on the UV Index - at least when cloud amounts are not that small,
e.g. '30-50%. While we prefer not embarking on this for this paper, it is worth consider-
ing in further examining/qualifying the impact of clouds (and model clouds) on the UV Index.

It should be noted that the Cloud-J calculations do take into consideration cloud scat-
tering and absorption that is wavelength dependent and also accounts for water droplet size
and ice crystal type. Values are provided through the use of look-up tables.

We have not evaluated the accuracy of the model clouds in their resulting impact, char-
acteristics, and coincidence of occurence relative to ground-based measurements (or even
satellite base cloud measurements). We do not known the level of correctness of either cloud
models. This is something of interest that is beyond the scope of this study.

P18, L10 I gather this answers my previous question about spectral impacts upon cloud
amount. Or else the impacts are accumulated in the band coefficients.

The CloudJ calculations for cloud scattering and absorption are wavelength dependent
using interpolated data obtained from look-up table parameters for water droplet size and
ice crystal type.

P18, L22 There are only so many aspects of solar radiation that can be accounted for. Hope-
fully, these additional aspects are second order and fall within the error bars of the UVI values.

Hopefully, these geometry considerations do fall within the current uncertainty levels as-
sociated to the representation of spatially extended overhead clouds and their impact on
the UV index. The treatment of water/ice clouds, particularly for non-uniform opacity and
scattering within clouds, is one of the most challenging aspects to correctly manage within
radiative transfer models.

Figure 11 The symbols and line need to be identified in the figure caption. The Y axis caption
also needs to have ‘% difference’ in it.

Correction made.

Figure 13 Add ‘effective’ to cloud cover (ECC) in first line of figure caption.

Correction made.

7



Responses to Anonymous Referee #2

Interactive comments on:

Optimizing UV index determination from broadband irradiances
by

Keith A. Tereszchuk et al.

Provided by: Anonymous Referee #2
Received and published: 27 January 2018

Preamble: In addition to the changes made to the manuscript following the suggestions of
the two reviewers, we also identified three minor issues that required performing a re-analysis
of the data and also modifying comments regarding the comparison to Brewer measurements
of Section 2.2. These changes did result in a small correction in the scaling and fit factors,
but results remain essentially the same (other than improving the agreement with Brewer
UV irradiances). These points are as follows:

1. An adjustment of the broadband wavelength boundaries from 280, 294, 310, and 400
nm to 280.11, 294.12, 310.70, and 400.00 nm (this was an error)

2. A correction in applying a moving boxcar averaging window covering ±0.25 nm about
sampling points at intervals of 0.5 nm

3. A correction in the calculation of differences with the Brewer UV spectra in Section
2.2, resulting, most significantly, in a reduction of the mean percent differences for the
311-330 nm band from 7.5% to 2.9% (and implying related text changes).

The correction of few other typographical errors were also made.



Page 1 Row 1: In its current form, the abstract is quite long. The reader would appreciate
a more concise abstract where the main objectives and major findings are summarized.

The abstract has been made more succinct.

Page 3 Row 3: As regards the action spectrum for erythema, which is the basis for the UV
Index, you refer to McKinlay&Diffey (1987) and CIE Technical Report (2014). However,
Eq. (1) does not exactly comply with either of these. In the formulation given by McKin-
lay&Diffey (1987), there are no “smaller than” (“<”) signs, only “smaller than or equal”
(“≤”) signs. This would cause a small jump at 328 nm - which you do not have in your
curve in Fig. 1, so probably you are not using the action spectrum of McKinlay&Diffey
(1987). CIE Technical Report (2014) refers to ISO/CIE1999 and gives a piecewise func-
tion where the signs are like in your Eq. (1). However, the equation for the range 328
< lambda < 400 includes a term (140 – lambda), not (139 – lambda) in the exponent, as
does your Eq. (1). Please check which erythemally weighted action spectrum you are using
and give a reference for that. An excellent description on the differences between the dif-
ferent erythemally weighted action spectra may be found, for instance, in Webb et al. (2011).

Reference: Webb, A.R., Slaper, H., Koepke, P. & Schmalwieser, A.W. 2011. Know your
standard: clarifying the CIE erythema action spectrum. Photochemistry and Photobiology
87: 483-486.

The erythmal action spectrum that was originally intended to be used was the McKin-
lay&Diffey (1987) reference spectrum. This spectrum had been reported in a number of
publications in the literature search of the UV Index as the benchmark erythemal spectrum
to be used in the calcualtion of the UV Index. Ultimately, the piece-wise function that was
actually used was the one detailed in a NOAA reference article found here:

http://www.esrl.noaa.gov/gmd/grad/neubrew/docs/UVindex.pdf

The article cites their representation of the erythmal action function as being the one
published by McKinlay&Diffey (1987). It appears that the NOAA article contains a typo in
the wavelength limits that had not been noticed.

The UV calculations in this work and associated figures for the manuscript have been
redone using the action spectrum detailled in the CIE Technical Report (2014). The jump
referred to at 328 nm is present in the original Fig. 1 plot, but is not large enough to be
discernible. The manuscript has been edited to explain the change in the function and refer-
ence has been made to the Webb et al. (2011) publication.

Page 4 Line 1: You refer to Long (2003) in the context of UV Index forecasting practices
worldwide. More recently, Schmalwieser et al. (2017) has also reported on UV Index moni-
toring practices in Europe. That work could be also worth referring to.
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Reference: Schmalwieser, A.W., Grobner, J., Blumthaler, M., Klotz, B., De Backer, H.,
Bolsee, D., Werner, R., Tomsic, D., Metelka, L., Eriksen, P., Jepsen, N., Aun, M., Heikkila,
A., Duprat, T., Sandmann, H., Weiss, T., Bais, A., Toth, Z., Siani, A., Vaccaro, L., Diemoz,
H., Grifoni, D., Zipoli, G., Lorenzetto, G., Petkov, B.H., di Sarra, A.G., Massen, F., Yousif,
C., Aculinin, A.A., den Outer, P., Svendby, T., Dahlback, A., Johnsen, B., Biszczuk-
Jakubowska, J., Krzyscin, J., Henriques, D., Chubarova, N., Kolarz, P., Mijatovic, Z., Groselj,
D., Pribullova, A., Gonzales, J.R.M., Bilbao, J., Guerrero, J.M.V., Serrano, A., Andersson,
S., Vuilleumier, L., Webb, A. & O’Hagan, J. 2017. UV Index monitoring in Europe. Photo-
chemical & Photobiological Sciences 16: 1349-1370.

Citation added.

Page 4 Line 26: “the total (clear+cloudy) sky analog”. It is not very clear to this reader
what this means. Could you please rephrase?

Clarification made to manuscript.

Page 9 Line 6: You have chosen to use weekly (7-day) averages. Could you please explain to
the reader why you have chosen averages calculated for a period of 7 days? Why not 5 days
– or 10 days?

While the choice of seven days was arbitrary as fewer or more days could also have been
selected, the averaging was done for computational efficiency in the minimization. This text
has been added to the manuscript.

Page 9 Line 24: You examine 5-day averages of Brewer measurements. Could you please
justify the use of 5-day averages? Why not 7-day averages here?

Again arbitary. It was also partially limited by the number of coincident Brewer mea-
surements, made under clear sky conditions, which were recorded within ∼2 minutes local
time of the analogous model data produced for the July-August 2015 period. This has been
added in the manuscript.

Page 9 Line 23. You remind the reader that a boxcar averaging window was used for the OMI
composite TOA spectrum and point out that the slit function of a Brewer spectrophotometer
is trapezoid-shaped. The Brewer spectra can be purged from the effects of the slit function
by performing a deconvolution. Could you please briefly discuss on how much the different
schemes, averaging with a boxcar window vs. convolution with a triangular slit function,
may be estimated to affect to the spectra.

Before proceeding, it is necessary to point out that the text should have referred to an
approximately triangular-shaped slit function (not trapezoid-shaped). The text has been
corrected. Deconvolving the Brewer spectra could have been performed for the model v.
instrument comparison, but would have been an involved process. This not only in consider-
ing the Brewer slit function, but also in accounting for the spectral variability present in the
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TOA solar spectrum in the process. An alternative would have been to apply a triangle-shape
averaging function to the TOA spectrum for the simulations instead of the boxcar approach.
This would have shown the difference in implications of the two averaging approaches. No-
table disparities are visually observed at relative extrema points in some of the plots seen in
Fig. 4, suggesting that the differences of averaging functions may play a notable role in these
disparities. We preferred not doing this as the overall consistency in spectral shape between
the simulated and measured data is sufficient for this work. Note that the text of that section
has also been revised due to improvements/corrections in the calculations as pointed out at
the beginning of this document.

In addition, it was desired to focus on the re-processing and regenerating the figures and
updating the text following the corrections identified above in the preamble (and the adjust-
ment of the applied erythemal action spectrum indicated above).

Page 16 Line 2: “The simulated broadbands”. I think it should be “The simulated broad-
band irradiances”. There are some other instances in the body text with the same kind of
formulation where the actual physical quantity is missing, like on Page 16 Line 28: “all sky
broadbands” or Page 14 Line 8: “GEM broadbands”. Please add the name of the physical
quantity wherever it is currently missing.

Corrections made. ‘All sky’ has also been changed to ‘all-sky’ for consistency with use of
‘clear-sky’.

Page 17 Line 33: What is a “spectral broadband”? Please explain the term.

The coarse spectral resolution GEM irradiance broadbands. The explanation has been
added to the manuscript.

Page 18 (Conclusions). The reader would be extremely interested in any estimate on how
much your approach would save computer time as compared to the current operational UV
index forecasting. Would you please be able to give an estimate on that?

Neglecting the limitation of the current operational UV index forecasting in providing
good UV Index values essentially only over parts of Canada and the northern U.S. (the new
setup allows for global coverage at whatever model resolution is available), there are two
phases to consider. One is providing the ozone field and or the GEM weather variable or
irradiance fields. The second is the calculation of the UV Index itself from the ozone and
GEM model output.

The first phase of the two methods are quite different. The operational approach first
requires the calculation of total column ozone from weather fields over a pre-determined
northern hemisphere grid. On the other hand the setup in this paper requires that ozone
field assimilation and forecasting be performed first. This by itself would be much more com-
putationally expensive. On the other hand, the ozone assimilation and forecasting process is
also intended to benefit other applications. The ozone field forecast is then provided, instead
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of an ozone climatology, to the model radiation code applied for weather forecasting and so
does not add any cost.

For this second phase, it is not believed there would be much or any computational
advantage. The calculation for this new setup requires the scaling of the GEM UV surface
broadband total irradiances and their application in the integration or linear interpolation
approaches. Considering the equations involved, the linear interpolation approach might be
a faster and the integration approach could be similar if not a bit slower. The integration
was still made to be computationally quite efficient. A few repeat UV Index calculation runs
of ∼11500 points for each case required, on average, ∼0.08 seconds for the operational case
and the integration approach and about ∼0.07 seconds for the linear interpolation (assuming
the units are correct for the conversion of processor clock counts to seconds), with some
calculations performed being common to all three cases. This phase of the calculations does
not imply any significant time as compared to model forecasting (and estimating the total
column ozone for the operational case.
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Optimizing UV index
:::::::::
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:
determination from broadband

irradiances
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Abstract. Amidst mounting concerns about the depletion
of stratospheric ozone (O3), and for subsequent increases
in the surface irradiances of ultraviolet (UV) light and its
effects on human health, a daily UV forecast program was
launched by Environment Canada in 1993. The program5

serves to monitor harmful surface UV radiation and provide
this information to the Canadian public through the UV
index, a scale which reports the relative intensity of the Sun’s
UV radiation at the Earth’s surface, and the corresponding
protection actions to be taken. The UV index was accepted10

as a standard method of reporting surface UV irradiances by
the World Meteorological Organization (WMO) and World
Health Organization (WHO) in 1994.

A study was undertaken to improve upon the prognostica-
tive capability of Environment and Climate Change Canada’s15

(ECCC) UV index
::::
Index

:
forecast model. An aspect of that

work, and the topic of this communication, was to investi-
gate the use of the four UV broadband surface irradiance
fields generated by ECCC’s Global Environmental Multi-
scale (GEM) numerical prediction model to determine the20

UV index
::::
Index.

The basis of the investigation involves the creation of a
suite of routines which employ high spectral resolution ra-
diative transfer code developed to calculate UV index

::::
Index

fields from GEM forecasts. These routines employ a mod-25

ified version of the Cloud-J v7.4 radiative transfer model,
which integrates GEM output to produce high spectral res-
olution surface irradiance fields. The output generated us-
ing the high-resolution radiative transfer code served to ver-
ify and calibrate GEM broadband surface irradiances un-30

der clear-sky conditions and their use in providing the UV
index

:::::
Index. A subsequent comparison of irradiances and UV

index
::::
Index

:
under cloudy conditions was also performed.

Linear correlation agreement of surface irradiances from
the two models for each of the two higher UV bands 35

covering 310-330 nm and 330-400
:::::::::::
310.70-330.03

::::
nm

:::
and

::::::::::::
330.03-400.00 nm is typically greater than 95% for clear-sky
conditions with associated root mean square relative errors
of 5.5% and 3.8

::::
6.4%

::::
and

:::
4.0%. On the other hand, under-

estimations of clear-sky GEM irradiances were found on the 40

order of ∼30-50% for the 294-310
::::::::::::
294.12-310.70 nm band

and by a factor of ∼30 for the 280-294
::::::::::::
280.11-294.12

:
nm

band. This underestimation can be significant for UV index

:::::
Index determination but would not impact weather forecast-
ing. Corresponding empirical adjustments were applied to 45

the broadband irradiances now giving a correlation coeffi-
cient of unity. From these, a least-squares fitting was derived
for the calculation of the UV index

::::
Index. The resultant dif-

ferences in UV indices from the high spectral resolution ir-
radiances and the resultant GEM broadband irradiances are 50

typically within 0.2
:::
-0.3

:
with a root mean square relative er-

ror in the scatter of∼5.5
::
6.6% for clear-sky conditions. Simi-

lar results are reproduced under cloudy conditions with light
to moderate clouds, having a relative error comparable to the
clear-sky counterpart; under strong attenuation due to clouds, 55

a substantial increase in the root mean square relative error
of up to 30

::
35% is observed due to differing cloud radiative

transfer models.

Copyright statement. The works published in this journal are
distributed under the Creative Commons Attribution 4.0 License. 60

This licence does not affect the Crown copyright work, which
is re-usable under the Open Government Licence (OGL). The
Creative Commons Attribution 4.0 License and the OGL are
interoperable and do not conflict with, reduce or limit each other.



2 Keith. A. Tereszchuk et al.: Optimizing UV Index determination from broadband irradiances

Figure 1. Sample UV irradiance spectrum at the Earth’s surface on
a clear summer day (averaged and sampled over 0.5 nm intervals).
Stratospheric (O3) is the primary species which serves to absorb UV
radiation in the atmosphere (blue curve). The Huggins/Hartley band
system of O3 attenuates the radiative flux (black curve) by several
orders of magnitude in the UV-B region. The product of the absorp-
tion cross-section and the top-of-atmosphere flux gives the resultant
incoming irradiance at the surface (red curve). The erythemal action
spectrum (green curve), demonstrates the increasing susceptibility
of human skin to epidermal damage (erythema).

© Crown copyright 2017

1 Introduction

Throughout the late 1980s and early 1990s, extensive atmo-
spheric studies in the polar regions of the planet revealed that5

stratospheric ozone (O3) concentrations were being depleted
due to a variety of O3 destroying catalytic cycles driven by
photochemical reactions liberating chlorine (Cl) and bromine
(Br) atoms from chlorofluorocarbon (CFC) and hydrofluo-
rocarbon (HCFC) molecules emitted into the atmosphere as10

airborne anthropogenic pollutants (Rowland , 1996).
Ozone is an important atmospheric absorber of energetic,

short-wavelength, radiation emitted by the Sun. Most criti-
cally, O3 is the primary absorber of ultraviolet (UV) radia-
tion, which has wide-ranging implications on the health of15

the biosphere; both on a molecular level with the potential of
damaging the cellular DNA of individual organisms (Ravanat
et al. , 2001), to the destabilization of entire biogeochemical
cycles within a biome (Zepp et al. , 1998).

UV radiation is categorized into three broadband regions20

which are defined as: UV-A (315-400 nm), UV-B (280-
315 nm) and UV-C (100-280 nm). Molecular species in the
Earth’s atmosphere absorb very little of the longer wave-
length UV-A radiation, as it reaches the surface with a
minor net difference (mainly due to scattering) in the ra-25

diative flux from the top of the atmosphere. UV-B radia-
tion is partially transmitted through the atmosphere and is
primarily absorbed by O3 (Huggins/Hartley band system).
The Huggins/Hartley system (∼200-360 nm) of O3 and the
Hopfield/Schumann?Runge

:::::::::::::::
Schumann–Runge

:
system (∼70- 30

200 nm) of molecular oxygen
:
(O2:) serve to absorb all UV-

C radiation, which is impeded from reaching the top of the
troposphere. This absorption occurs primarily in the ozone
layer, a thin band of O3 contained within the stratosphere
where the peak molecular number density of O3 is located 35

∼20-30 km above sea level. Figure 1 demonstrates how the
absorption by ozone increases rapidly with decreasing wave-
length in the UV-B region, causing surface irradiances to fall
off sharply with decreasing wavelength.

At progressively shorter wavelengths of UV light, in- 40

creasingly energetic photons become subsequently more and
more damaging to biological species, including humans.
Studies were conducted as early as the 1930s to quantify
the damage done to human skin by UV radiation. It had
been well known for quite some time that UV-A and UV- 45

B radiation is harmful to unicellular organisms, the surface
cells of plants and animals, and to the health of the more
sensitive population.

::::::::::::
photosensitive

::::::::::
population.

::::::::
Increased

:::::::::::::
photosensitivity

::
in

:::::
people

::::
can

::
be

::::::
caused

::
by

::
a

::::::
number

::::::
factors,

::
the

:::::
most

::::::::
common

::::::
cause

::
is
::::

due
:::

to
::::::
having

::::::::
minimal

::::
skin 50

:::::::::::
pigmentation

::::::::
(melanin),

::::::
which

:::::::
provides

::
a
::::::
natural

::::::
barrier

::
to

::
the

::::::
Sun’s

:::
UV

:::::
rays.

:::::::
Certain

:::::::
immune

::::::
system

::::::::
ailments

::::
such

::
as

::::
solar

:::::::
urticaria

::::
can

:::::
cause

::::::::::::
hypersensitive

:::::::
allergic

:::::::
reactions

::
to

:::::::
minimal

::::::::
exposures

::
of

::::
UV

::::::::
radiation

::::::
causing

:::::
hives,

::::::
rashes,

:::
and

:::::::::
blistering.

:::::::::::::
Photosensitivity

::
is
:::::
often

:::::::::
associated

::::
with

:::
the 55

:::
use

::
of

:::::::
certain

:::::::::::
medications,

:::::::::
including

:::::
some

:::::::::::
non-steroidal

::::::::::::::
anti-inflammatory

::::::
drugs

:::
and

::::::::::
painkillers,

::::::::::::
tranquillizers,

:::
oral

:::::::::::
anti-diabetics,

:::::::::
antibiotics

::::
and

:::::::::::::
antidepressants

::
(http://www.

who.int/uv/faq/uvhealtfac/en/
:
).

Colblentz and Stair (1934) sought to obtain measure- 60

ments of the spectral erythemic reaction (reddening) of
untanned human skin exposed to UV light. In essence,
this was one of the first recordings of a UV erythemal
action spectrum, where an action spectrum for a particular
biological effect expresses the effectiveness of radiation 65

at each wavelength as a fraction of the effectiveness at a
certain standard wavelength. In this case, the tolerance of
human skin to ultraviolet radiation. Today, research has
revealed that humans are susceptible to much more than
sunburns when exposed to UV rays. Prolonged exposure 70

can lead to the premature aging of the skin, suppression of
the immune system, eye damage including the development
of corneal photokeratitis and cataracts, and skin cancer
(melanoma). The contemporary action spectrum adopted by
most international organizations is the CIE (Commission 75

Internationale de l’Éclairage, International Commission on
Illumination) action spectrum using the method outlined by
McKinlay and Diffey (1987); CIE Technical Report (2014).
The piecewise function in

::::::::::::::::::::::::
(CIE Technical Report , 2014).

:::
The

::::
CIE

:::::::
standard

:::::::::
spectrum, Eq. (??), which mathematically 80

http://www.who.int/uv/faq/uvhealtfac/en/
http://www.who.int/uv/faq/uvhealtfac/en/
http://www.who.int/uv/faq/uvhealtfac/en/
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represents the McKinlay-Diffey erythemal action spectrum
, is also detailed in Fig. 1

:
is
::::::
based

::
on

::::
the

:::::
action

::::::::
spectrum

::::::::
originally

::::::::::
developed

::::
by

::::::::::::::::::::::::::
McKinlay and Diffey (1987),

:::::
which

::::
was

::::::::::
constructed

:::
by

:::::::::::::
re-normalizing

:::
the

:::::
data

:::::
points

:::
and

:::::::::
modifying

::::
the

:::::::::
piecewise

::::::::
function

:::
to

::::::
avoid

::::::
having5

:::::::::
overlapping

::::::::::
wavelength

:::::::
intervals

:::::::::::::::::
(Webb et al. , 2011).

EAS(λ) = {

The UV index
:::::
Index was developed as an erythemally

weighted representation of the total surface flux of UV ra-10

diation in the biologically active range of 280-400 nm (CIE
Technical Report , 2014; Fioletov et al. , 1997; Allaart et al.
, 2004; Fioletov et al. , 2010; Moshammer et al. , 2016); the
range below ∼280-290 nm can be excluded as its contribu-
tion is negligible. It was conceived to produce a simplified15

scale which reports the relative strength of the Sun’s UV ra-
diation, and to inform the public of the Sun protection actions
that should be taken as a precaution if they are to be exposed
to the Sun’s rays for extended periods of time.

To determine the UV index
::::
Index

:
from high spectral res-20

olution irradiances, an effective spectral curve is calculated
from the product of the erythemal action spectrum and the
surface irradiance (Fig. 2). This effective curve, the weighted
UV irradiance, is then integrated over the spectral range
representing the UV-A and UV-B (280-400 nm) to pro-25

duce the UV index
:::::
Index (see Eq. (2)). A scaling factor of

(25mW/m2)-1 is implemented to provide a convenient set of
integer

::::::::
numerical

:
values, normally ranging from 0 to 11. In

extreme cases, values of >11 can be reached and are typ-
ically recorded in the tropics where the solar zenith angle30

is at a minimum
::
and

::::
the

::::
total

:::::::
column

:::::
ozone

:::
are

:::::
small. Ex-

treme values are also recorded at high elevations where the
atmospheric optical path is shortened, resulting in a reduced
attenuation of actinic fluxes and consequently producing in-
creased surface irradiances.35

UV I =
1

25mW
m2

400 nm∫
280 nm

I(λ) ·EAS(λ)dλ (2)

Following
::::::
Amidst

::::::::
mounting

:
concerns arising in the late

1980s from the escalating loss
::::::::
depletion

:
of stratospheric

O3 due to CFCs, and the subsequent increases in the sur-
face irradiances of UV radiation (Crutzen , 1992), Environ-40

ment and Climate Change Canada began providing daily UV
index

:::::
Index

:
forecasts as of 1992 (Burrows et al. , 1994).

Since its inception in 1992, the UV index
::::
Index

:
has been

adopted worldwide as standard indicator to characterize so-
lar UV intensity at the Earth’s surface (Fioletov et al. , 2010)45

and serves to inform the public about the strength of the
Sun’s UV radiation and the adequate sun protection actions
recommended to avoid excessive exposure to UV radiation
.

::::::::::::::::::::::::::::::::::::::::::
(WHO Report , 2002; CIE Technical Report , 2014).

::::
The

:::
UV

:::::
Index

::::
was

:::::::
officially

:::::::
adopted

:::
as

:::
the

::::::
method

::
of

::::::::
reporting50

::::::
surface

::::
UV

:::::::::::
irradiances

:::
by

::::
the

:::::::
World

:::::::::::::
Meteorological

::::::::::
Organization

::::::::
(WMO)

:::::
and

::::::
World

:::::::
Health

::::::::::::
Organization

::::::
(WHO)

::
in

:::::
1994.

:

At present, the UV index
:::::
Index determination for the

ECCC forecast system relies on a statistically derived 55

weather-based computation of the total column ozone field,
adjustments using total column measurements of the Cana-
dian Brewer network and empirical conversions to the UV
index

:::::
Index

:
accounting for the solar zenith angle, cloud

conditions, surface altitude and snow cover. A recently 60

undertaken study toward improving the UV index
::::
Index

forecast system makes direct use of ozone data assimila-
tion, ozone model forecasts, and model UV irradiance fore-
casts for both clear-sky and cloudy conditions as done in
some capacity at other forecast centers (e.g., NCEP/NOAA, 65

KNMI, and ECMWF). A summary of UV index
:::::
Index fore-

casting practices conducted by various governmental or-
ganizations worldwide were compiled by Long (2003);

:
a
:::::

more
::::::::

recently
:::::::
updated

:::::::::
overview

:::
of

::::
UV

:::::::::::
measurement

::::::
stations

::::
and

:::::::::
monitoring

::::::::
networks

::
in

::::::
Europe

::::
was

:::::::
reported

::
by 70

::::::::::::::::::::::
Schmalwieser et al. (2017).

This current study is part of a multi-faceted project which
seeks to include having a UV index

:::::
Index forecasting pack-

age more tightly integrated into the current weather (and air
quality) forecasting system, and increasing the array of UV 75

index
:::::
Index

:
products available from ECCC to Canadians,

such as daytime variation, longer forecasts, and continental
and regional maps. The ECCC Global Environmental Multi-
scale (GEM) numerical weather prediction model

:::::::
described

::
by

:::::::::::::::::::
Charron et al. (2012),

::::
and

:::
the

:::::::::
references

:::::::
therein,

:
pro- 80

vides four broadband irradiances shown in Fig. 2 covering
the UV spectrum in the range of 280-400 nm, which can be
calculated using three-dimensional prognostic ozone fields.
The work presented in this communication consists of in-
vestigating and optimizing the calculation of the UV index 85

:::::
Index from these broadband irradiances, with focus on clear-
sky conditions, for minimizing computational cost and pro-
cessing time. This is done through comparisons of the UV
index

::::
Index

:
and broadbands irradiances produced from GEM

to those calculated using the Cloud-J radiative transfer model 90

:::::::::::::
(Prather , 2015), which has been adapted to provide high res-
olution irradiance spectra at the Earth’s surface.

The following subsections provide some background on
the GEM-based weather forecast system, the Cloud-J radia-
tive transfer model, and their products. Section 2 describes 95

the general methodology and the related fitting approaches
applied in Sect. 3 to investigate and optimize the calcula-
tion of the UV index

::::
Index

:
from the broadband irradiances

through the use of high-resolution spectral irradiance simula-
tions for clear-sky conditions. While a specific optimization 100

under cloudy conditions is not performed due to differing
cloud radiative transfer models, comparisons for both clear
and cloudy conditions are presented and fully discussed in
Sect. 3. Conclusions are provided in Sect. 4.
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Figure 2. The UV index
::::
Index

:
is defined as the integral of the ery-

themally weighted irradiance spectrum (shaded region), produced
from the product of the surface irradiance (red curve; see Fig. 1)
and the erythemal action spectrum (green curve), over the UV-A
and UV-B spectral range. The result is then multiplied by a scaling
factor (25 mW/m2)-1 to create a numerically convenient value for
the index. Also depicted are the corresponding irradiances for the
GEM broadbands divided by their respective bandwidths.

1.1 GEM with LINOZ

The irradiance fields calculated by GEM are based on
the cccmarad radiative transfer scheme

::
use

::::
the

:::::::::
CCCmarad

:::::::
radiative

:::::::
transfer

::::::
model.

:::::::::
CCCmarad

::
is

::
an

::::::::
in-house

:::::::
radiation5

::::::
scheme

:::::
based

:::
on

:
a
::::::::
modified

::::::
version

::
of

:::
the

::::::::
Canadian

::::::
Centre

::
for

:::::::
Climate

:::::::::
Modelling

::::
and

::::::::
Analysis

::::::::
(CCCma)

::::::::::
atmospheric

::::::
general

::::::::::
circulation

::::::
model

::::::::::::::::::::
(Scinocca et al. , 2008),

:
which

uses a correlated-k distribution method for gaseous transmis-
sion detailed by Li and Barker (2005) and von Salzen et al.10

(2013). The Li and Barker (2005) radiation scheme has four
wavenumber intervals for the shortwave and nine intervals
for the longwave. The visible and UV portion of the short-
wave is further subdivided into 9 subbands. The four sub-
bands of relevance to the calculation of the UV index

::::
Index15

cover the following spectral ranges: 280-294 nm, 294-310
nm, 310-330 nm, 330-400

::::::::::::
280.11-294.12

:::
nm,

::::::::::::
294.12-310.70

:::
nm,

::::::::::::
310.70-330.03

::::
nm,

::::::::::::
330.03-400.00

:::
nm.

::::
For

::::::::::
convenience,

::
the

:::::::::
remainder

:::
of

:::
the

::::
text,

::::
will

:::::::
instead

::::
refer

:::
to

:::
the

::::::
integer

:::::
values

::
of

::::
280,

::::
294,

::::
311,

::::
and

:::
400

:
nm. The irradiances of the20

subbands, i.e., the broadband irradiances, consist of direct
and diffuse components which are available in addition to
their sum. Also differentiated, are the clear sky and the total
(clear+cloudy) sky analog for the total surface irradiance, as
well as differentiation for each of the individual direct and25

diffuse components of the subbands
::::
This

:::::
paper

:::::::
involves

:::
use

::
of

::
all

:::::
three

::::::::
irradiance

:::::
terms

::
of

:::::
these

::::
four

::::::::
subbands.

:::
As

::::
well,

:
it
::::
will

:::::::::
separately

:::::::
consider

:::
the

::::::::
clear-sky

:::
and

::::::
all-sky

:::::
cases

::
in

::
the

::::::::::
calculation

::
of

:::
the

:::::::::
irradiances,

::::::
all-sky

:::::::::
conditions

:::::::
implying

::
the

:::::::
possible

::::::::
presence

::
of

::::::
clouds. 30

The GEM dynamical core is described in Girard et al.
(2014), while basic descriptions of the physical parameteri-
zations or detailed references can be found in Zadra et al.
(2014a, b). Model runs were performed using a 7.5 minute
time step for a uniform 1024x800 longitude-latitude grid 35

(0.352°x0.225°) and a Charney-Phillips vertically staggered
grid with 80 thermodynamic levels extending from the near-
surface (at η = 1) to ∼0.1 mbar (η ≈ 0.0001). The analyses,
serving as initial conditions for providing the forecasts used
in this study, are a composite of the already available ECCC 40

weather analysis and separately generated ozone analyses.
The GEM forecast products used as input for the simulations
performed with Cloud-J are detailed in Sect. 2.1.

Prognostic ozone is solved with a linearized photochem-
istry scheme called LINOZ (McLinden et al. , 2000), which 45

was implemented on-line within the GEM NWP model (de
Grandpré et al. , 2016). For this work, the ozone anal-
yses stem from assimilation of total column ozone data
obtained from the National Environmental Satellite, Data,
and Information Service (NESDIS/NOAA) for the Global 50

Ozone Monitoring Experiment-2 (GOME-2) instruments of
the MetOp-A and MetOp-B satellites (Callies et al. , 2000;
Munro et al. , 2006) . Assimilations were performed with the
incremental three-dimensional variational approach with the
first guess at appropriate time (FGAT; Fisher and Andersson 55

(2001)) using elements of the system described in Charron et
al. (2012), and the references therein, adapted for chemical
data assimilation.

For the treatment of cloud, GEM employs a prognostic
total cloud water variable with a bulk-microphysics scheme 60

for non-convective clouds. The radiative transfer impact from
clouds is primarily dictated by the liquid and ice water mix-
ing ratios (LWCR and IWCR) and cloud fraction (CLDR).
Fractional cloudiness is based on a relative humidity thresh-
old, which varies in the vertical. Individual cloud layers are 65

assumed to overlap in the vertical using a maximum random
cloud overlap (Sundqvist et al. , 1989; Paquin-Ricard et al. ,
2010).

The GEM model currently does not assimilate aerosol
measurement data. The radiative effects associated with 70

background aerosols are based on a climatology produced by
Toon and Pollack (1976). This climatology specifies maxi-
mum aerosol loading at the equator and a decrease toward the
poles, with different values for continents and oceans. These
distributions also include a latitudinal gradient. Aerosols are 75

assumed only to affect the solar absorption properties of the
clear-sky atmosphere (Markovic et al. , 2008).

1.2 Cloud-J

Cloud-J, a recent release of the Fast-J program (Wild et al. ,
2000; Bian and Prather , 2002), is a multi-scattering, eight- 80

stream, radiative transfer model for solar radiation (Prather ,
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2015) developed for integration into three dimensional chem-
ical transport models to calculate photolysis rates (J val-
ues) in the atmosphere. The version of the program used
for this work is Cloud-J v7.4. The program is developed
and maintained by M. Prather in the Department of Earth5

System Science at the University of California, Irvine (http:
//www.ess.uci.edu/group/prather/scholar_software/cloud-j).

To calculate photolysis rates, the standard Cloud-J code
uses 18 interpolated wavelength bins covering a spectral
range of 187-599 nm. The integrated radiative transfer model10

uses a plane parallel atmosphere assumption and a full scat-
tering phase function. Rayleigh and isotropic scattering are
taken into consideration. Numerous cloud types and aerosol
species of varying sizes are accounted for in the calcula-
tions by making use of look-up tables containing the scat-15

tering functions for water droplet size, ice crystals of vari-
ous phases, dust, absorbing soot (black carbon), stratospheric
sulfates (background and volcanic) and water haze at 0.1 µm
and 0.4 µm. Optical depth properties include extinction opti-
cal depth, single scatter albedo, and a scattering phase func-20

tion.
Cloud-J provides numerous options for the treatment of

clouds in its radiative transfer calculations. Option 1 is the
calculation for clear-skies conditions. Option

::::::
Options

:
2&3

are variations of the direct use of the cloud water content,25

which employs cloud fraction and separate liquid and ice wa-
ter paths. The remaining five options (4-8) employ different
variations in the correlated, overlapping cloud scheme. The
approach seeks to represent the fractional cloud cover in the
model layers through the calculation of numerous indepen-30

dent cloud atmospheres (ICAs), where each ICA would be
either 100% cloudy or clear in each cell of the cloud model
layer. This fractional cloud-overlap model serves to deter-
mine the layer structure, weighting, and number of ICAs that
best represent the actual cloud distribution in the model lay-35

ers.

2 Methodology

Given the availability of realistic three-dimensional prognos-
tic ozone to the GEM numerical weather prediction model
through the LINOZ linearized ozone model and ozone data40

assimilation, it was proposed to make direct use of the four
GEM model UV broadband irradiances at the Earth’s sur-
face to calculate the UV index

:::::
Index. The Cloud-J radiative

transfer model was adapted to provide high spectral resolu-
tion surface irradiances in the UV, 280-400 nm. The high res-45

olution output is used to evaluate the GEM broadband irra-
diances for clear-sky conditions and to optimize the determi-
nation of the UV index

::::
Index

:
using these coarse resolution

spectral broadbands. A comparison of results from the two
models under cloudy conditions is also performed in Sect. 3.50

To perform the optimization of the GEM
broadbands

:::::::::
broadband

::::::::::
irradiances, the desired output

from Cloud-J is two-fold:

1. Sets of Cloud-J broadband irradiances generated by in-
tegrating portions of the high resolution irradiance spec- 55

tra to produce simulated versions of the four GEM
UV broadbands covering 280-294 nm, 294-310 nm,
310-330

:::::::
294-311

:::
nm,

::::::::
311-330 nm and 330-400 nm.

2. A global UV index
::::
Index

:
field produced by integrat-

ing the erythemally weighted high-resolution irradiance 60

spectra over the 280-400 nm spectral range, Eq. (2).

Simulated broadbands
::::::::
broadband

::::::::::
irradiances

:
are gener-

ated for comparison with the GEM broadband irradiances
and, as needed, used to create sets of scaling functions to cali-
brate the GEM values to the Cloud-J output. The scaled GEM 65

broadbands
::::::::
broadband

:::::::::
irradiances

:
are then weighted accord-

ingly such that the global UV index
::::
Index

:
field produced us-

ing the GEM broadbands
:::::::::
broadband

:::::::::
irradiances emulates the

high resolution UV index
::::
Index

:
field calculated from Cloud-

J. Two different approaches were implemented to calculate 70

the UV index
:::::
Index from the resultant GEM broadband sur-

face irradiances. A least-squares fitting was employed in both
cases to optimize the weighting under clear-sky conditions
using the UV index

::::
Index

:
field produced from the high-

resolution Cloud-J spectra as a reference. 75

The following subsections briefly describe the application
of GEM products and the Cloud-J model to ultimately evalu-
ate and optimize the UV index

::::
Index

:
determination from the

broadband irradiances.

2.1 Calculation of high spectral resolution irradiances 80

Originally designed to calculate tropospheric/stratospheric
photolysis rates in 3D global models, the Cloud-J program
was adapted to input three-dimensional fields from the GEM
model and output direct and diffuse, high spectral resolu-
tion, surface irradiances instead of mean photolytic intensi- 85

ties. The resultant surface spectral irradiances are, in turn,
used to calculate UV index

:::::
Index fields.

To produce the high spectral resolution output for UV
index

::::
Index

:
calculations, the number of wavelength bins was

increased to 241 with 0.5 nm intervals over the 280-400 nm 90

spectral range. Having augmented the number of wavelength
bins to perform the high resolution calculations, additional
spectroscopic data was required for integration into Cloud-J.
These spectral parameters were interpolated onto a 0.5 nm
resolution grid and reformatted for reading into the program 95

along with the GEM model forecasts. The spectral data in-
corporated into Cloud-J include:

• A set of UV-Visible temperature/pressure absorption
cross-sections for O3 obtained from the GEISA spec-
troscopic database (Jacquinet-Husson et al. , 2008). 100

http://www.ess.uci.edu/group/prather/scholar_software/cloud-j
http://www.ess.uci.edu/group/prather/scholar_software/cloud-j
http://www.ess.uci.edu/group/prather/scholar_software/cloud-j
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Figure 3. Cloud-J clear-sky UV index
::::
Index field produced using

GEM 6h forecast data with the OMI and GEISA spectral parameters
detailed in Sect. 2.1. The UV index

::::
Index

:
field was generated from

a 7-day average of spectral irradiances produced from 23-29 August
2015 at 18h UTC.

• An Earth surface reflectance climatology from five
years (2005-2009) of OMI data (Kleipool et al. , 2008).
Surface reflectivities are provided as monthly averages
for 23 wavelength channels, 328-499 nm range, on a
0.5°x0.5°grid.5

• A high-resolution, top of atmosphere (TOA), solar flux
spectrum between 250 and 550 nm (Dobber et al. ,
2008). Provided by Q. Kleipool of the Royal Nether-
lands Meteorological Institute, the reference spectrum
was created to calibrate/validate the Ozone Monitoring10

Instrument (OMI).

• Rayleigh scattering parameters calculated using the
methodology detailed in a publication by Chance and
Spurr (1997).

The O3 cross-sections obtained from the GEISA database15

(http://www.pole-ether.fr/ether/pubipsl/GEISA/geisa_
crossUV_frame_2011_uk.jsp) were recorded by Voight
et al. (2001) on a Bruker IFS 120HR Fourier-transform
spectrometer at a spectral resolution of 5.0 cm−1). The
measurements were performed as a follow up to the cross-20

sectional data initially recorded by Burrows et al. (1999)
on the GOME-FM instrument. The new data sets recorded
by Voight et al. (2001) offer precise reference spectra
where the spectral accuracy of the data is better than 0.1
cm−1 (∼0.5 pm at 230 nm and ∼7.2 pm at 850 nm), which25

was validated by recording visible absorption spectra of
gaseous diatomic iodide I2 in a reference cell using the same
experimental set-up. The agreement between observed and
modelled data was determined to be 1% and better within
the 255-310 nm region. Sets of O3 absorption spectra were30

recorded using total pressures of 100 mbar and 1000 mbar

at five different temperatures ranging from 203-293 K. The
spectra in the UV range at 100 and 1000 mbar are nearly
identical with larger differences at higher wavenumbers.
Three O3 absorption spectra from this data set were used 35

for incorporation into Cloud-J (1000 mbar at 293 K, 100
mbar at 246 K and 223 K). The selection of the three spectra
was based on consideration of the typical temperature
distribution as a function of pressure.

In addition to the O3 temperature cross-sections, the O1D 40

quantum yields associated with ozone photolysis were also
required by the Cloud-J radiative transfer model. Values
for the quantum yields were calculated using the prescribed
method outlined by Matsumi et al. (2002) for the same three
temperatures associated with the GEISA O3 cross-sections. 45

The albedo data was interpolated from its native grid onto
the 1024x800 GEM global grid. A linear interpolation was
then performed on the data from the 23 re-gridded wave-
length channels to obtain the intermediate albedo global
fields corresponding to 0.5 nm intervals over the 328-400 50

nm spectral range to be subsequently used in the high res-
olution irradiance calculations. Albedo values for the bins
corresponding to the missing wavelength range of 280-328
nm were obtained by linearly interpolating the data between
the 328 nm OMI channel and the UV-B values published by 55

Chadyšien and Girgždys (2008). According to the experi-
mental data reported in Table 2 of Chadyšien and Girgždys
(2008), snow/ice is the primary reflector of UV-A and UV-B
radiation where surface reflectivity for these spectral regions
are 94% and 88% respectively, representing a drop in reflec- 60

tivity of 6.38% in the shorter wavelength region. To emulate
the experimental data, the reflectivities for the 328 nm OMI
channel were linearly reduced by 6.38% over the 280-328
nm spectral range.

The OMI solar reference spectrum produced by Dobber 65

et al. (2008) was used to provide the TOA solar flux val-
ues required for the high-resolution irradiance calculations
performed by Cloud-J. Currently, there are no high resolu-
tion solar spectra that cover the UV-A and UV-B wavelength
ranges. Most UV/Vis TOA spectra are pieced together from 70

different sources in order to provide a continuous, unbroken
spectrum. The OMI reference spectrum was created to val-
idate the radiometric calibration of OMI measurements and
to monitor potential optical degradation of the instrument.
Also a combined spectrum, it was produced by employing 75

the approach used by Chance and Spurr (1997). It merges
the balloon spectrum of Hall and Anderson (1991), which
covers a shortwave UV region between 200 and 310 nm, with
a ground-based spectrum obtained from the McMath-Pierce
solar telescope at Kitt Peak National Observatory (Kurucz et 80

al. , 1984). The broadband Kitt Peak spectrum covers a spec-
tral range of 296 and 1200 nm. The final derived spectrum is
at 0.01 nm sampling and at 0.025 nm resolution.

This spectrum was chosen for use in this work, from
amongst others, because the OMI composite spectrum uses 85

high resolution (0.01 nm) UV measurements made in the

http://www.pole-ether.fr/ether/pubipsl/GEISA/geisa_crossUV_frame_2011_uk.jsp
http://www.pole-ether.fr/ether/pubipsl/GEISA/geisa_crossUV_frame_2011_uk.jsp
http://www.pole-ether.fr/ether/pubipsl/GEISA/geisa_crossUV_frame_2011_uk.jsp
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Figure 4. Cloud-J clear-sky surface irradiances compared to in-situ Brewer measurements obtained from six measurement stations belonging
to ECCC’s ozone monitoring network. Plotted are 5-day averages for 18h00 UTC of Brewer spectral irradiances (red curve) and the associated
Cloud-J irradiances (light blue). The Cloud-J irradiances shown here were calculated with the Dobber et al. (2008) TOA spectrum averaged
over 0.5 nm intervals with a sampling resolution also of 0.5 nm.

stratosphere from a balloon at ∼40 km in altitude (Hall and
Anderson , 1991) to avoid affects of the strong atmospheric
absorption below 300 nm Dobber et al. (2008). The solar ref-
erence spectrum produced by Thuillier et al. (2003) was also

considered since it is composed from measurements made
from the SOLSPEC and SOSP satellite instruments (Thuil- 5

lier et al. , 1998, 2003) with a resolution of 1 nm. With
both spectra being similar, the former was selected due to its
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Figure 5.
::::::::
Correlation

:::
of

::::::
GEM

::::
and

:::::::
Cloud-J

::::
total

:::::::
surfaces

::::::::
irradiances

:::
for

:::::::
clear-sky

:::::::::
conditions.

::::
The

:::::
GEM

::::
UV

::::::::
broadband

::::::::
irradiances

:::
are

:::::::::
compared

::
to
::::::::

simulated
:::::::::

broadband
:::::::::

irradiances

:::::::
produced

::
by

::::::::
integrating

:::
the

:::
high

::::::::
resolution

::::::
Cloud-J

:::::
output

::::
over

::
the

::::
same

::::::
spectral

::::::
regions.

:::::::
Presented

:::
are

::
the

::::::::
individual,

:::::
7-day

:::::::
irradiance

:::::::::
contributions

::::
from

:::::
23-29

::::::
August

::::
2015.

higher spectral resolution even though the resolution of the
latter is only a factor of two coarser than our simulation reso-
lution. A moving boxcar averaging window covering ±0.25
nm about sampling points at intervals of 0.5 nm was applied
to the OMI composite spectrum to generate the simulation5

spectrum.
Consideration was also given to high resolution spectra

based on accurate models of the Sun using the Kurucz et al.
(1984) spectrum, such as those by Chance and Spurr (1997);
Chance and Kurucz (2010), which provide excellent spectral10

range, sampling, and resolution. These spectra unfortunately
neglect optimization in the UV-B region for radiometric ac-
curacy. The SAO96 and re-calibrated SAO96 (SAO2010) ref-
erence spectra described by Chance and Kurucz (2010) both
utilize the original Kurucz et al. (1984) Kitt Peak spectrum15

for the UV-B, where O3 structure was not fully removed.
Chance and Spurr (1997) reported that efforts were focused
on intensity calibration of the wavelength range where most
application to satellite measurements are performed. Inten-
sities for portions of the spectrum shortward of 305 nm may20

be in substantial disagreement, by as much as 20%, with both
the Dobber et al. (2008) and Thuillier et al. (2003). These
spectra were deemed unsuitable for use in the calculation of
the UV index

::::
Index.

It should be noted that the solar spectrum used in this work25

is representative of a yearly average value of the Earth’s TOA
flux. Changes in the Earth-Sun distance and associated solar
fluxes during the Earth’s annual cycle are taken into account
and are corrected for by Cloud-J in the high-resolution sim-
ulations.30

The input atmospheric conditions provided to Cloud-J for
this study consist of a set of 6 hour forecasts from the
GEM model output for the dates of August 23-29, 2015, at
18h00 UTC with daytime over North America. The GEM
fields provided as input are surface pressure, and the three- 35

dimensional fields of temperature, pressure (derived from the
vertical coordinate and surface pressure), ozone, specific hu-
midity (converted to relative humidity), liquid and ice wa-
ter mixing ratios (LWCR and IWCR), and cloud fraction
(CLDR). For the all-sky conditions, the parameters LWCR, 40

IWCR and CLDR determine the liquid and ice water partial
column amounts (in g/m2) of each model layer in the pres-
ence of clouds.

Cloud-J was run individually for each day during the pe-
riod of August 23-29 to produce irradiance fields represent- 45

ing the direct, diffuse and total surface flux under both clear-
sky and all-sky conditions. Weekly (7-day) averages of the
direct, diffuse and total spectral irradiances served as refer-
ence spectra in the least-squares minimization for evaluation
and adjustments of GEM broadband irradiances, with indi- 50

vidual forecast values used in the scatter plot comparisons.

:::::
While

:::
the

::::::
choice

:::
of

:::::
seven

::::
days

::::
was

::::::::
arbitrary

:::
as

:::::
fewer

::
or

::::
more

::::
days

:::::
could

::::
also

::::
have

:::::
been

:::::::
selected,

:::
the

:::::::::
averaging

:::
was

::::
done

:::
for

::::::::::::
computational

::::::::
efficiency

:::
in

:::
the

::::::::::::
minimization. The

UV indices produced with Eq. (2) from
:::
the weekly averages

of total spectral irradiances served as reference in optimizing
of UV index

::::
Index

:
estimation models based broadband irra-

diances. The UV index
::::
Index

:
field from the clear-sky weekly

averages is shown in Fig. 3.5

2.2 Comparison to ground-based clear-sky irradiances

In addition to measuring total column ozone, Brewer spec-
trophotometers provide ground-based measurements of the
UV spectrum in the range 290-325 nm with an effective
resolution of about 0.55

:
a
:::::::::
full-width

::
at

:::::::::::::
half-maximum

::
of10

::::
about

:::::
0.58 nm and a sampling interval of 0.5 nm. The data

processing scheme used to generate spectral irradiances at
each 0.5 nm interval, which includes calibration and cor-
rections for various factors, is described in the work de-
tailed by Kerr (2010)

:::
and

:::
the

:::::::::
references

:::::
within. A sample15

inter-comparison of three Brewer instruments by Thompson
et al. (1997) (see Kerr (2010) for other inter-comparison
sources) showed relative overall differences between instru-
ments within 6% with an average of 3% for wavelengths
longer than 300 nm; uncertainties are larger at shorter wave-20

lengths.
Cloud-J clear-sky surface UV irradiances were compared

to Brewer spectra obtained from six different measurement
stations belonging to ECCC’s ozone monitoring network
and identified to be under clear-sky to optically thin cloud25

conditions. The applied TOA solar spectrum used here for
the Cloud-J simulations, as well as for optimizing use of
the GEM broadband irradiances in UV index

::::
Index

:
cal-

culations, has the same sampling interval of 0.5 nm as
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Figure 6. Correlation of GEM and Cloud-J total surfaces
:::::::
broadband

:::::
surface

::
irradiances for clear-sky conditions. The GEM UV

broadbands are compared to simulated broadbands produced by
integrating

::::::::
irradiances

::::::::
generated

::::
with

:::::::
Cloud-J,

:::::
where

:
the high

resolution Cloud-J output over
:::::::::
calculations

::::
were

::::::::
performed

::::
using

the same spectral regions
::::::::
broadband

::::::::
absorption

::::::::::
cross-section

:::
and

::::
TOA

::::
solar

:::::
fluxes

::::::::
associated

::
to

:::
the

:::::::::
correlated-

:
k

::::::
scheme

::::
used

::
by

::::
GEM

:::
for

::::
each

:::
UV

:::::::
sub-band. Presented are

:::::::::
Correlations

:::::::
represent

the individual, 7-day
::::
single

:::
day

:
irradiance contributions from 23-29

:::::::::
contribution

::
for

:::
23 August 2015.

the Brewer measurements and a similar effective resolu-30

tion of 0.5 nm. For the latter, a boxcar averaging window
was applied instead of the trapezoid-shaped

:::::::::::
approximately

::::::::::::::
triangular-shaped

:
Brewer slit function. Figure 4 depicts 5-

day averages of Brewer measurements taken at 18h00 UTC
on random days in the months of July and August of 201535

and the equivalent counterpart irradiance spectra calculated
from Cloud-J. The locations were chosen to provide in-situ
measurements for different solar zenith angles in addition to
varying geographic locations to evaluate the level of agree-
ment between the Cloud-J model application and the Brewer40

spectra.
::::
Only

:::::
5-day

::::::::
averages

:::::
were

::::
used

::::::
partly

::::
due

::
to

:::
the

::::::
limited

:::::::
number

::
of

:::::::::
coincident

:::::::
Brewer

::::::::::::
measurements

:::::
made

:::::
during

:::
the

:::::::::::
July-August

::::
2015

::::::
period

:::::
which

::::
met

:::
the

:::::::
selection

::::::
criteria

:::
for

:::
the

::::::::::
comparative

::::::::
analysis.

::::::
Brewer

::::::::::::
measurements

:::
not

::::
only

::::
had

::
to

:::::
have

:::::
been

:::::
made

:::::
under

::::::::
clear-sky

:::
or

::::
near45

:::::::
clear-sky

::::::::::
conditions,

::::
but

::::
also

:::::
were

::::::::
recorded

:::::::
within

:::
∼2

::::::
minutes

:::::
local

::::
time

::
of

:::
the

:::::::::
analogous

:::::
18h00

:::::
UTC

:::::
model

::::
data.

The Cloud-J derived spectral irradiance curves largely fol-
low those recorded by the Brewers. The differences between50

the sets of curves give an overall root mean square relative er-
ror between the Cloud-J and Brewer spectra of ∼15%.

::::
16%.

::::
This

::::::
reflects

:::
the

:::::
level

::
of

:::::::
varying

:::::::::
differences

::::
over

:::
the

:::::
range

::
of

:::::::::::
measurement

::::::::::::
wavenumbers.

:::::
Some

:::::::
sources

::::
that

:::::
might

::
be

::::::::::
contributing

::
to

::::
the

:::::::
spectral

:::::::::
variability

:::
of

:::
the

::::::::::
differences55

Figure 7. GEM broadband surface irradiances compared to
simulated irradiances generated with Cloud-J

:::::
GEISA

::::::
ozone

::::::::
absorption

::::::::::
cross-sections

::::::::
measured

::
at

:
a
:::::::::
temperature

::::
and

::::::
pressure

:
of
::::

223
::

K
::::

and
:::
100

:::::
mbar, where the Cloud-J calculations were

performed using
:::::::::
respectively.

:::::::
Overlaid

:::
are the broadband

::::::
effective

absorption
:::::::::
coefficients

::::::::
calculated

::::
from

:::
the

::::::
GEISA

:
cross-section,

:
as
::::::::

described
::
in

::::
Sect.

:::::
3.1.1, and TOA solar fluxes associated to the

correlated-k scheme used by GEM
:::::
average

:::::::::
absorption

::::::::
coefficients

for each
::::::::::
representative

:
UV sub-band

::::::::
broadband

:::::
region. Correlations

represent the single day irradiance contribution for 23 August 2015.

:::::
would

::::::
include

::::::::::
differences

:::::::
between

:::
the

::::::
boxcar

::::::::
averaging

:::
for

::
the

::::::::::
simulations

::::
and

::
an

:::::::::::::
approximately

::::::::
triangular

:::::::::
instrument

::
slit

::::::::
function,

:::::::::::
measurement

:::::::
random

:::::
errors,

:::
and

:::
or

:::::
errors

::
in

::
the

::::
TOA

::::::
spectra

:::
for

:::
the

::::::::::
simulations,

::
if
:::
not

::::::
others.

:::::::
Having

::::
large

:::::::::
differences

:::::::
visually

::::
seen

::
in

::::
Fig.

:
4
::
to

:::::
often

::::::
appear

::
at

::::::
relative 60

::::::
extrema

::::::
points

::::::::
suggests

::::
that

:::
the

::::::::::
differences

:::
of

::::::::
averaging

:::::::
functions

:::::
may

:::::
play

::
a
::::::::

notable
::::
role

:::
in

::::
the

::::::::::
differences.

::::::::::
Investigating

::::
this

::::::
further,

::::::::
including

:
a
::::::::::
comparison

::
of

:::::::
applying

:
a
:::::::::::::

triangle-shaped
::::::::

window
:::::::

instead
::
of
:::

a
::::::
boxcar

:::::
with

:::
the

::::::::::
simulations,

::::
was

::::
not

:::::
done

::
as

::::
the

::::::
overall

:::::::::::
consistency

::
in 65

::::::
spectral

:::::
shape

::::
was

:::::::::
considered

::::::::
sufficient

:::
for

::
the

::
in
::::
this

:::::
work.

The overall differences in the Cloud-J and Brewer data
were also quantified by integrating the spectra of each of
the six stations to produce sets of broadbands

::::::::
broadband

:::::::::
irradiances

:
covering the 295-310 nm and 310-325 nm 70

regions, the 310 nm node denoting the point transition

::::::::::
approximate

:::::::::
transition

:::::
point

:
between the similarly corre-

sponding GEM irradiance broadbands. The resultant mean
percent differences of the Cloud-J broadband

::::::::
irradiance val-

ues compared to the ground-based measurements for the 75

295-310 nm and 310-330 nm bands are 0.9
:::
-1.6%±4.0%

and 7.5
::::
3.8%

::::
and

::::
2.9%±1.4

:::
1.8%, respectively. While not

clearly evident from the figure for the lower band, the
largest band differences were obtained for Resolute at
5.3% and 9.9%, respectively. Different sources possibly 80

contributing to the variations observed between the model
and measurement for each station include :

:::
The

::::
band

:::::
mean
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:::::::::
differences

:::
are

::
in

:::
the

::::::
range

::
of

:::::::::::
uncertainties

::::
from

::::
the

::::
three

:::::::
Brewers

::::::::::::::
inter-comparison

::::
by

:::::::::::::::::::::::
Thompson et al. (1997) and

:::::::
provided

::::::
above,

:::
and

::::::
within

:::
the

:::::
spread

::
of

:::::
mean

:::::::::
differences

::
in

::::::::::::::::::
Bais et al. (2001) over

:::
the

:::::::
different

:::::::
Brewers

::::
and

:::::::::
instruments

::
of

:::::
other

:::::
types

::::::
from

:::
the

:::::::::
SUSPEN

:::::::::::::::
inter-comparison

:::
for5

::::::::::
wavelengths

::::::
above

::::::::
300-305

::::
nm.

::::::::
Sources

:::::::::
affecting

:::
the

::::::
smaller

::::
band

::::::::::
differences

:::::
might

:::::::
include

:
disparities in clear-

sky to light cloud conditions, surface reflectivities, air pollu-
tion, column ozone, and in the actual locations and heights
between the Brewer stations and the nearest corresponding10

model grid points used to represent these locations. Dif-
ferences in height above sea level between the model grid
points and station locations are under 30 m except for Sat-
urna (Fig. 4e) at 26 m versus 202 m and Eureka (Fig. 4c) at
159 m versus 9 m. For example, the lower grid point height15

for Saturna might be contributing to lower irradiances in the
295-310 nm range relative to most stations when comparing
to the Brewer data

::::
These

::::::::::
differences

:::::
would

:::::
imply

:::::::::
differences

::
in

:::
UV

:::::
Index

:::
that

:::
are

::
no

::::::
greater

::::
than

:::::::
∼1.5%,

:::
and

::::::
similar

::::
sized

:::::::::
differences

::
in

:::
the

:::
UV

:::::::::
irradiances.20

Average differences in total column ozone between the
GEM model ozone fields provided to Cloud-J simulations
and the Brewer measurements for the sample data set of the
figure in the range of 2.8 to 4.4% for the four non-Arctic
stations and 0.5 and 0.4% for the two Arctic stations of Eu-25

reka (Fig. 4c) and Resolute (Fig. 4d). It was determined that
the GOME-2 column ozone data used in the assimilation to
generate the model forecasts were similarly biased relative
to Brewers for that period; satellite data bias can be reduced
through corrections such as in van der A et al. (2015). Cor-30

recting for the ozone differences
::::
larger

::::::
ozone

:::::::::
differences

::
of

::
the

::::::::::
non-Arctic

:::::::
stations

:
would increase the Cloud-J irradi-

ances , and thus the differences with Brewers, by at least
::
by

3-5% in the lower bandfor the non-Arctic stations and much
less so for the Arctic stations, correspondingly increasing35

the positive ,
::::::::::::::
correspondingly

::::::::
changing differences with the

Brewer spectra. The higher band would be less affected as
absorption from ozone is comparatively weaker for the upper
wavelengths. This would bring the 295-310 nm band irradi-
ance

:::::
mean differences in percentage closer to the 310-32540

nm differences.
GEISA ozone absorption cross-sections measured at

a temperature and pressure of 223 K and 100 mbar,
respectively. Overlaid are the effective absorption
coefficients calculated from the GEISA cross-section,45

as described in Sect. 3.1.1, and the GEM average absorption
coefficients for each representative UV broadband.

:::
The

::::
solar

::::::::
irradiance

:::::::
changes

::::
due

:::
to

:::
the

:::::::::
changing

::::::
orbital

::::::::
earth-sun

:::::::
distance

:::
are

:::::::
reflected

:::
in

:::
the

::::::::::
simulations

::::
and

::
so

::::::
would

:::
not

::
be

::
a

:::::
cause

::
of
:::::::

notable
::::::::::

differences.
::::

The
::::

sun
:::::
itself

:::::::
displays50

::::::
cyclical

::::::::::
short-term

:::::
(solar

:::::::::
rotation)

::::
and

:::::::::
long-term

:::::
(solar

:::::
cycle)

::::
solar

::::::::
spectrum

:::::::::
irradiance

:::::::::
variability.

::
In

:::
the

:::
UV

:::::
Index

::::::
spectral

::::::
range,

:::::
these

:::::::
changes

:::
are

::::::
within

:::::::
roughly

:::::
0.2%

:::
and

:::::::
0.6-1.5%

::::::
based

:::
on

::::::::::::
measurements

::::
over

:::
the

::::::
recent

:::::::
decades

::::::::::::::::::::::::::::::::::::::::::::::::::::
(Yeo et al. , 2015; Marchenko et al. , 2016; Mathes et al. , 2017);55

::
the

:::::
total

:::::::::
irradiance

::::
has

::
a
:::::::
weaker

:::::
solar

:::::
cycle

:::::::
change

::
of

::::::
∼0.1%.

::::::
These

::::::::
variations

:::
are

::::::
within

:::
the

::::::::
standard

::::::::
deviations

::
of

:::
the

::::
mean

::::::::::
differences

::::
over

:::
the

:::
six

:::::::
stations.

Further analysis of the data sets depicted in Fig. 4 reveal
that the ratio of the 310-325 nm to 295-310 nm bands is 60

:
∼25 for the two Arctic stations and 15 to 17 for the four

non-Arctic stations. This illustrates the relative increase of
irradiances above versus below 310

:::
311

:
nm for increasing

solar zenith angles associated to the stronger increased at-
mospheric attenuation by ozone in the lower band. As the 65

contribution of the 295-310
:::::::
295-311

:
nm band to large UV

index
:::::
Index values (low solar zenith angles) is more domi-

nant, the impact of differences above 310
:::
311 nm would be-

come more visible on low UV index
:::::
Index values (high solar

zenith angles). Implications of the differing sizes of differ- 70

ences between the 295-310nm and
::::::::
∼295-310

:::
nm

::::
and

::
∼310-

330 nm bands and in model ozone forecasts are examined
further

:::::
briefly

::::::
further

::::::::
examined

:
in Sect. 3.1.3.

The source of the usually larger Cloud-J irradiances
is not known. This is larger than the 3% uncertainty 75

from the three Brewers inter-comparison by
Thompson et al. (1997) but within the spread of mean
differences in Bais et al. (2001) over the different
Brewers and instruments of other types from the
SUSPEN inter-comparison for wavelengths above 300-305 80

nm. The latter does not however address the overall
consistency of the differences of the Cloud-J results
over the six Brewers. The solar irradiance changes due
to the changing orbital earth-sun distance are reflected
in the simulations. The sun itself displays cyclical 85

short-term (solar rotation) and long-term (solar cycle)
solar spectrum irradiance variability. In the UV index
spectral range, these changes are within roughly 0.2% and
0.6-1.5% based on measurements over the recent decades
(Yeo et al. , 2015; Marchenko et al. , 2016; Mathes et al. , 2017);90

the total irradiance has a weaker solar cycle change of 0.1%.
These are too small to account for the differences seen in the
310-325 nm band. Taking the Brewer spectra as reference,
the above would suggest a scaling factor adjustment of the
Cloud-J irradiances roughly of size 0.93. No such scaling is 95

applied in this paper.

2.3 Estimation of the UV index
:::::
Index

:
from GEM

broadband irradiances

Two UV index
::::
Index

:
estimation approaches using the four

broadband irradiances were considered. One consists of lin- 100

ear fitting directly to three of the four UV broadband irradi-
ances, i.e.

UV I = w1I280-294 +w2I294-311+

w3I311-330 +w4I330-400 (3)

with I∆λ in W/m2 and fit coefficients wi. With this equation,
the contribution from the lowest band can be neglected un- 105

less the total column ozone is less than roughly 210 DU to
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contribute at least 0.1 units to the UV index
::::
Index. Its coef-

ficient value w1 is analytically derived to be 40 m2/W since
the erythemal action spectrum is constant over the spectral
range of the lowest band.5

The other approach involves applying the integral of Eq.
(2) to piecewise interpolated spectra. Both fits are intended
to have the UV index

:::::
Index values derived from the broad-

band irradiances be consistent with the values obtained from
the integrated high resolution effective spectra. UV index10

:::::
Index values larger than 3 are used in the minimization to fo-
cus the weighting on regions of moderate to high UV index

:::::
Index values. The fitting over points with UV index

::::
Index

values larger than 3 does not exclude points and regions with
isolated outlier differences and includes both land, water,15

and snow/ice surfaces. Minimization was performed using an
amoeba downhill simplex method employing a least-squares
fitting of the UV index

::::
Index

:
fields from the scaled GEM

broadband irradiances to those from the high resolution spec-
tra produced by Cloud-J.20

For the integral approach, the available irradiances in
W/m2 over the four UV spectral broadbands must be trans-
formed to spectral irradiances for multiplication to the ery-
themal function prior to spectral integration. The approxi-
mate conversion to spectral irradiances is done as follows:25

1. The band irradiances are divided by the band widths to
generate average spectral irradiances.

2. Each of the resulting average spectral irradiances in
W/(m2/nm) is associated with a particular reference
spectral position to be determined through fitting.30

3. Logarithmic first or second order Lagrange interpola-
tion is applied over each piecewise spectral integration
interval without forcing agreement at the band inter-
faces.

The selected order of the logarithmic interpolations and35

initial estimates of the spectral reference positions were cho-
sen through trial and error. The optimized spectral positions
are determined through least-squares fitting to the UV index

:::::
Index values calculated from the Cloud-J high spectral reso-
lution irradiances.40

Interpolations and weighted integrations are performed
over four segments covering the ranges 294-298, 298-310,
310-328

:::::::
298-311,

::::::::
311-328,

:
and 328-400 nm. The irradiance

for 280-294 nm is simply added to the sum of the integra-
tions over the above four ranges as the erythemal function45

is constant with a value of unity over that spectral range; its
contribution over this integration segment could alternatively
be omitted as it is negligible. Determination of a reference
spectral irradiance for this first band in step 2 above is still
done to provide a required interpolation node for the other 50

integration segments. The specification of the segments is
dictated by the band widths and the two positions, 298 nm
and 328 nm, of the slope changes in the erythemal function.

Figure 8.
:::::::

Calibrated
:::::
GEM

::::::::
broadband

:::::::::
irradiances,

:::::::
corrected

::::
using

::
the

::::
total

::::::::
irradiance

:::::
scaling

:::::::
functions

:::::
found

::
in

::::
Table

::
1,

::::::::
compared

:
to

::
the

::::::::
simulated

::::
GEM

::::::::
broadband

::::::::
irradiances

::::::::
produced

::
by

::::::
Cloud-J.

The applied interpolations are of second order for the ranges
294-298 and 310-328

::::::
311-328

:
nm and are linear in the other 55

ranges. The simple interpolations do not strictly preserve the
original broadband irradiance values nor accurately replicate
high resolution spectra since the main interest is the fast com-
putation of good estimates of the resultant integral value. The
integrations for the last three segments are done using Simp- 60

son?’s rule with two subintervals (5 interpolation nodes) and
that for 294-298 nm is done with one interval (3 interpolation
nodes).

3 Results

3.1 Clear-sky conditions 65

3.1.1 Broadband irradiances

The comparisons made between GEM and Cloud-J broad-
band irradiances for clear-sky conditions shows a fairly good
agreement in the 310-330

:::::::
311-330

:
nm and 330-400 nm

bands. For these bands, the linear correlation agreement be- 70

tween the two models is typically greater than 95% with
associated root mean square relative errors of 5.5% and
3.8

::::
6.4%

:::
and

:::
4.0% for midday values. On the other hand, un-

derestimations of GEM irradiances were found in the order
of ∼30-50% for 294-310

::::::
294-311

:
nm band and by a fac- 75

tor of ∼30 for the 280-294 nm band as shown in Fig. 5b
and Fig. 5a, respectively. It was subsequently identified that
the bulk of the differences for the two lower bands, espe-
cially the disparity in curvatures in bands 1 and 2 of Fig. 5,
stems from differences in equivalent broadband absorption 80

cross-sections if not also TOA solar fluxes. This is further
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supported by the significantly improved agreement demon-
strated in Fig. 6 where the cross-sections of the correlated-k
approach cited in Table 6 of Li and Barker (2005) and the so-
lar broadband top of the atmosphere (TOA) fluxes employed5

by the GEM model were instead applied in the Cloud-J cal-
culations. It should be noted that the band solar fluxes used in
GEM differ by approximately 0.02% to 0.15% from the UV
sub-band solar fluxes reported in Table 6 of Li and Barker
(2005).10

A direct comparison was made between the GEM TOA
solar fluxes and the broadband averages that were calcu-
lated from Cloud-J using the data obtained from Dobber
et al. (2008). There are significant differences in the two
short-wavelength broadbands with the band values calculated15

from the Dobber et al. (2008) fluxes being smaller than the
GEM fluxes by 35% and 15% for the 280-294 and 294-310

:::::::
294-311 nm bands, respectively; values for the higher bands
are only 3% smaller and 2% larger, respectively. These dif-
ferences would favour an underestimation of the Cloud-J ir-20

radiances relative to GEM at the shorter wavelengths in the
absence of differences in cross-sections, which is opposite
to the results in Fig. 5. A comparison to the band averages
derived from the solar flux spectrum of Chance and Kurucz
(2010) gives smaller differences of -12%, 2%, -1% and 3.5%25

relative the GEM values.
Calibrated GEM broadbands, corrected using the total

irradiance scaling functions found in Table 1, compared to
the simulated GEM broadbands produced by Cloud-J.

The spectrally, uniformly-weighted average cross-sections30

from the GEISA dataset which represent the four UV
broadbands

::::::::
broadband

::::::::::
irradiances are about 24-32% larger

than the values reported in Table 6 of Li and Barker (2005),
this also being inconsistent in implication with Fig. 5. How-
ever, these estimates do not account for the non-linear impact35

of the strong spectral variation of absorption cross-sections
from the GEISA database at lower wavelengths in the UV
spectral range shown in Fig. 7. Effective band cross-sections

from the GEISA spectrum were also calculated for each
spectral region for irradiances at the surface using 40

ceff =
1

N
· ln
[ ∑

Fλ∆λ∑
Fλe−Ncλ∆λ

]
(4)

where Fλ denotes the solar spectral irradiances in W/(m2·
nm), cλ are the absorption coefficients set for a reference
temperature and pressure of 223 K and 100 mbar, and the
N is a total column ozone of 8.07x1018 molecules/cm2,
equivalent to 300 DU. The numerator is equivalent to de-
riving broadband average solar fluxes from equally weight-
ing values over all wavelengths as in the previous paragraph.5

The effective cross-section estimates calculated from Cloud-
J for the two lowest UV bands (280-294 nm and 294-310

:::::::
294-311

:
nm), with values of 1.09x10−18 and 2.20x10−19

cm2/molecule respectively, are now instead smaller by 31%
and 19% relative to the cross-sections referred in Li and10

Barker (2005) implying larger Cloud-J irradiances; values
are larger for the higher wavelength bands by 5% (313-
330 nm) and 18% (330-400 nm). The impact of these dif-
ferences is made stronger for the lower bands as their ab-
sorption cross-sections are larger than for the higher bands 15

by an order of magnitude or more; absorption by ozone in
the higher bands is comparatively much weaker. The im-
plied tendency is now in agreement with Fig. 5. This sug-
gests weaker atmospheric attenuation at least from using
the GEISA cross-section dataset instead of the broadband 20

absorption cross-sections associated to the correlated-k ap-
proach. Taking the spectrally dependent cross-sections and
solar fluxes used with Cloud-J as more reliable references,
then one or both elements of the broadband cross-section and
solar flux pairs associated to Li and Barker (2005) and GEM 25

for the lower bands could be considered less optimal for de-
termining irradiances at the surface. This stance is supported
by the better agreement, for non-polar stations in Sect. 2.2,
between the Cloud-J and Brewer sample spectra especially
for the dominant 295-310

:::::::
295-311 nm band. 30

Considering the above analysis of the differences in broad-
band irradiances shown in Fig. 5, scaling of the GEM ir-
radiances to the Cloud-J broadband irradiances was applied

Table 1. Sets of scaling functions to calibrate the GEM UV broadbands
::::::::
broadband

::::::::
irradiances

:
to emulate the simulated broadbands

::::::::
broadband

::::::::
irradiances

:
produced by Cloud-J. Functions were obtained for total surface irradiances and also their direct and diffuse com-

ponents.

GEM UV broadband irradiance scaling functions
Wavelength

range Total irradiance (W/m2) Direct component (W/m2) Diffuse component (W/m2)

280-294
::::::::
280.11-294.12 nm

::::::::
294.12-310.70 nm

::::::::
310.70-330.03

:
nm f(x) = 0.973x

::::::::::
f(x) = 0.953x

f(x) = 1.048x
::::::::::
f(x) = 1.026x f(x) = x0.892

:::::::::
f(x) = x0.872

:

330-400
::::::::
330.03-400.00 nm f(x) = 0.993x

::::::::::
f(x) = 0.985x f(x) = 1.031x

::::::::::
f(x) = 1.025x f(x) = x0.970

:::::::::
f(x) = x0.965

:



Keith. A. Tereszchuk et al.: Optimizing UV Index determination from broadband irradiances 13

Figure 9.
::::::::
Differences

::
in
::::

the
:::
UV

::::::
Index

::::
field

::::::::
produced

::::
from

::
the

:::::
scaled

::::
and

:::::::
weighted

:::::
GEM

:::::::::
irradiances

:::::::
compared

::
to
:::

the
::::

field

:::::::
produced

:::::
using

:::
the

::::
high

::::::::
resolution

::::::
Cloud-J

:::::::::
irradiances

:::
for

:::
the

::::::::
integration

:::::::
approach

:::
and

:::::
linear

:::
fit,

:::::::::
representing

:::::
plots

::
(a)

::::
and

::
(b)

:::::::::
respectively.

as functions of the irradiance values for each spectral band.
While contributions to the UV index

:::::
Index

:
from the 280- 35

294 nm band itself could be neglected for total column ozone
above roughly 150 DU, scaling functions for this band were
still generated since the band value is used in the spectral in-
terpolation to higher wavenumbers for the second UV index

:::::
Index model of Sect. 3.1. Also, scaling for the two highest 40

UV bands is not essential and was done here for complete-
ness. Fits were generated using the 7-day contributions for
the total, direct, and diffuse irradiances of the four bands
under clear-sky conditions (23-29 August 2015). The scal-
ing functions are provided in Table 1. The correlation of the 45

broadband Cloud-J and the scaled GEM total irradiances ob-
tained for clear-sky conditions are provided in Fig. 8.

3.1.2 UV index
::::
Index

:
from broadband irradiances

The UV index
::::
Index

:
fitting based on the Sect. 2.3 integral

approach applied to GEM scaled broadband irradiances pro- 50

vided reference positions of 285.3, 302.7, 320.3, and 379.4

Figure 10.
::::::::
Correlation

:::
of

:::
the

:::
UV

:::::
Index

:::::
fields

::::::::
generated

::::
from

::
the

:::::::
Cloud-J

:::::::
(purple)

::::
and

:::::
GEM

:::::
(blue)

:::::::::
broadband

:::::::::
irradiances.

:::::
Results

::::
from

:::
the

::::::::::
least-squares

:::::::::::
minimization

::::
using

:::
the

::::::::
integration

:::::::
approach

:::::
(upper

:::::
panel,

::
a)

:::::::
produced

::::::::
reference

:::::::
positions

::
of

:::::
285.2,

:::::
302.8,

:::::
320.8,

::::
and

:::::
393.3,

::::::::::
respectively

:::
for

::::
each

::::
UV

::::::::
sub-bands.

::::::::::
Minimization

::::::::
performed

:::::
using

:::
the

::::::
direct

:::::
linear

:::::
fitting

::::::
method

:::::
(lower

::::::
panel,b)

:::::::
produced

:::::::::
coefficients

::
of

::::
10.26,

:::::
0.069,

:::
and

:::::
0.025

::
for

::::
bands

:
2
::::::
through

::
4,
::::::::::
respectively,

::::
where

:::
the

::::::::
weighting

::
for

::::
band

:
1
:::
was

:::::::::
intentionally

::::
fixed

::
to

:
a
:::::
value

:
of
::::

zero.

:::::
285.2,

::::::
302.8,

::::::
320.8,

:::
and

:::::
393.3

:
nm for bands 1 through 4,

respectively, while the straight forward linear fit yielded:

UV I = 11.0310.26
::::

I294-310294-311
:::::

+0.0840.069
::::

I310-330311-330
:::::

+0.0290.025
::::

I330-400

(5)
Differences in the UV index field produced from the 55

scaled and weighted GEM irradiances compared to the field
produced using the high resolution Cloud-J irradiances for
the integration approach and linear fit, representing plots (a)
and (b) respectively.
where the first coefficient was derived analytically as men- 60

tioned in Sect. 2.3. Most of the sensitivity to ozone vari-
ability is typically reflected in I294−310::::::::

I294−311 as absorp-
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tion from ozone is comparatively weaker for the upper wave-
length bands. Reductions in column ozone by 20% from 300
DU imply changes of about 38%, 8.6%, and 0.15% in UV
index

::::
Index

:
from the last three terms, respectively, when the

sun is directly overhead.
Correlation of the UV index fields generated from the

Cloud-J (purple) and GEM (blue) broadbands. Results5

from the least-squares minimization using the integration
approach (upper panel, a) produced reference positions
of 285.3, 302.7, 320.3 and 379.4, respectively for each
UV sub-bands. Minimization performed using the direct
linear fitting method (lower panel,b) produced coefficients of10

11.03, 0.084, and 0.029 for bands 2 through 4, respectively,
where the weighting for band 1 was intentionally fixed to a
value of zero.

Differences of the clear-sky UV index
::::
Index

:
field be-

tween the Cloud-J and resulting GEM values are shown in15

Fig. 9 and are found to be typically less than 0.2
:::
-0.3

:
for

both the integration (upper panel, a) and linear fit (lower
panel, b) approaches.

:::
The

::::::::::
integration

::::::::
approach

::::::::
provides

:::::
better

:::::::::
agreement

::
to

:::::::
Cloud-J,

::::
this

::
by

:::
up

::
to

:::::
about

::::::
0.1-0.2

:::
for

::::
some

::::::::
locations.

:
Over North America, the resultant UV index20

:::::
Index values are usually smaller than the Cloud-J based val-
ues by 0.1 to 0.3. Both plots also demonstrate an extended
circular region at high zenith angles in the Southern Hemi-
sphere with positive differences reaching up to

::
∼0.5 in the

South Pacific area. These larger differences are coincident 25

with UV index
:::::
Index values near the threshold value of 3

used in the least-squares minimization of the scaled GEM
broadbands

::::::::
broadband

:::::::::
irradiances

:
to the high resolution UV

index
::::
Index

:
field produced by Cloud-J. In addition, there are

a sparse number of hot spots which are primarily confined 30

to the Arctic and the high altitude regions of the Western
Cordilleras of North and South America. Here, the differ-
ences in the UV index

::::
Index

:
range between 0.2 to an ex-

treme of 2.4, where the largest differences are confined to a
few isolated mountain peaks in Ecuador and the Southern 35

Patagonian Ice Fields bordering Argentina and Chile. The
source of the hot spots were determined to be originating
from the diffuse component of the calculated surface irradi-
ances, where it was ascertained that the cause was ultimately
due to differences in the albedo values used by the GEM and 40

Cloud-J models, where the GEM albedo values underesti-
mate the snow/ice reflectivities in these regions. UV surface
reflectivities for snow/ice are typically >85% (Chadyšien
and Girgždys , 2008), and are readily observed in the OMI
monthly average surface reflectivities used by Cloud-J. Al- 45

though the GEM albedo values for these same regions are
also elevated, with respect to the surrounding terrain, they
are typically smaller as compared to the OMI-based clima-
tology by 35-50%.

Curiously, there exists a notable cold spot in the plots of 50

Fig. 9, and it too occurs in South America along a large bar-
ren desert tract of the Andes mountains in northwestern Ar-
gentina, northern Chile, and southwestern Bolivia. Here, the

Figure 11. Average UV index
::::
Index and total column ozone rela-

tive differences between the model forecasts and Brewer measure-
ments as a function of solar zenith angle for daytime clear-sky to
lightly cloudy conditions for both sets over July and August 2015.
This is accompanied by the corresponding average UV index

::::
Index

values. The averages are over 5 degree intervals in solar zenith an-
gles over the two Arctic stations (Eureka and Resolute) and four
non-Arctic stations (Churchill, Edmonton, Saturna and Toronto) of
Fig. 4. The resultant numbers of averaging points per bin range from
30 to 1002 with statistical outliers having been removed in final av-
erages. Model short-term forecasts with output for station locations
every 12

::
7.5 minutes were generated from weather and ozone anal-

yses at
::
for

:
00 , 06, 12, and 18

:
12

:
UTC.

GEM model indicates that surface reflectivities are elevated
to values ranging from 60-75%, much higher than those as- 55

sociated with the snow/ice albedos representing the Southern
Patagonian Ice Fields. OMI, on the other hand, produces re-
flectivities of only 10-15%, making little distinction with the
surrounding landscape. Further investigation reveals that this
region is variably snow-covered during the winter months of 60

the Southern Hemisphere, where the presence of snow is not
consistent throughout the month or from year-to-year. Dur-
ing the 23-29 August 2015 analysis period used our study,
this corresponding region of the Andes was covered under
a fresh layer of snow. This observation is corroborated by 65

both snow depth (SD) data obtained from the GEM model,
and through visual confirmation using imagery data pro-
vided by the Moderate-Resolution Imaging Spectroradiome-
ter (MODIS) instruments onboard the Aqua and Terra satel-
lites (https://worldview.earthdata.nasa.gov/). Since the OMI 70

albedo data represents monthly mean reflectivities over a 5
year period (2005-2009), it is unsurprising that a variable
presence of snow in this region creates disparities with the
long-term averaged values recorded by OMI. The averaging
would result in an underestimation in the OMI reflectivites, 75

thus creating the observed cold spot seen in Fig. 9(a and b).

https://worldview.earthdata.nasa.gov/
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Figure 10 shows the resultant direct correlations between
clear-sky UV index

:::::
Index

:
values obtained from the high

resolution effective spectra versus those from the broad-
band Cloud-J and GEM irradiances for both the integra-
tion approach (a) and direct linear fit (b) for the data cor-
responding to the 7-day contributions over North Amer-5

ica and the Arctic on August 23-29, 2015, at 18 UTC.
The integration approach, used to weight the scaled GEM
broadbands

::::::::
broadband

:::::::::
irradiances

:
(cyan), show an excellent

agreement with the UV index
:::::
Index

:
calculated using the

Cloud-J broadbands
:::::::::
broadband

:::::::::
irradiances

:
(purple) where10

the slope of the curves, m, and associated Pearson correla-
tion coefficients, R, are at unity. The resultant differences
in UV indices from the high spectral resolution irradiances
and the resultant GEM broadband irradiances are typically
within 0.2 with a root mean square relative error in the scat-15

ter of ∼5.3
:::
5.6% for clear-sky conditions. The UV indices

calculated using the direct linear combination fitting of the
GEM broadbands

::::::::
broadband

::::::::::
irradiances produce similar re-

sults with a root mean square relative error in the scatter of
∼6.6

:::
7.8% for UV index

::::
Index

:
values larger 3.20

3.1.3 Comparison to ground-based UV index
:::::
Index

measurements

Section 2.2 provided a comparison of simulated Cloud-J
and measured Brewer sample irradiance spectra. The com-
parison with Brewer measurements is extended here to the25

clear-sky UV index
::::
Index

:
and column ozone values from the

GEM model short-term
::::::
24-hour

:::::::
forecast

::::::
output

:
at
:::
7.5

::::::
minute

:::::::
intervals

::::
over

:::::::::
successive

:::::
twelve

:::::
hour forecasts covering July

and August of 2015. Figure 11 shows average differences in
total column ozone between model short-term forecasts

::
the30

:::::
model

::::::
output and Brewer measurements in the range of 3.5to

3.9
:::

-3.9% for the four non-Arctic stations with a decrease to-
ward zero at higher latitudes for the two Arctic stations, Eu-
reka and Resolute. This is consistent with column ozone dif-
ferences stated in Sect. 2.2.35

The UV index average values corresponding to the column
ozone values

:::::
Values

:::
for

:::
the

::::::
average

::::
UV

:::::
Index

::::::::::::
corresponding

::
to

::::
their

::::::::
associated

:::::::
column

:::::
ozone

::::::::::::
concentrations

:
were gener-

ated from the model short-term forecasts
:::::
output

:
using the

simplified spectral integration approach. The average UV40

index
:::::
Index

:
differences between the model forecasts and

the Brewers are -2.5 to -5
::
-1

::
to

:::
-6% for the non-Arctic sta-

tions,
:::::
which

::
is partly explained by the differences in column

ozone, to 6-9
:::
and

:::
0-8% for the two Arctic stations. The larger

percentages45

:::
The

::::::::
typically

:::::
larger

::::::::::
percentage

::::::
values

:
for the two Arc-

tic stations partly reflect relative increase
:::::
might

:::
be

:::::
partly

::::::::
attributed

::
to

:::
the

:::::::
relative

::::::::
increases

:
in contribution from ir-

radiances for bands above versus below 310
:::
311

:
nm at

higher solar zenith angles combined with the larger
::::
mean

:
ir-50

radiance differences with Brewers above 310 nm
:::
and

:::::
below

:::
311

::::
nm,

:
mentioned in Sect. 2.2. This difference is not

inconsistent with the 7.5% overestimation of the Cloud-J
310-325 nm band irradiance indicated in that same section
and for which no scaling currently has been applied. The 55

source of differences of the UV index comparisons
::::
The

::::
cause

::
of

:::
the

::::::::::
high-latitude

::::::::
disparity

::
in

:::
the

:::
UV

:::::
Index

::::::::
observed

::::
when

:::::::::
comparing between the non-Arctic and Arctic stations in
the overlap 50-60 degree region of Fig. 11 is not known.

:::
One

:::::::::
possibility

:::::
may

::
be

::::::
linked

::
to

::
a
:::::::::::::
geographically

::::::
varying 60

::::::
residual

:::::
error

::
of

:::
the

:::::
GEM

::::
UV

:::::
Index

::::::
relative

::
to
:::
the

:::::::
Cloud-J

:::::
value. Still, considering the small UV index

:::::
Index values at

high solar zenith angle larger than
::
∼50 degrees, these trans-

late to absolute differences with Brewers of less than 0.4.
The negative differences in UV index of -2.5 to -5

::::
Index

::
of 65

::
-1

::
to

::
-6% for the non-Arctic stations differ from the overall

slightly positive
::
are

:::::::
usually

:::::
larger

:::::::
(towards

:::
the

::::::::
negative)

:::
than

::
the

:
differences of Cloud-J irradiances from Fig. 4based on

the five cases at 18 UTC for each station. Potential con-
tributing sources of

::::
these

:
differences are the residual er- 70

rors from the fits for irradiances and for the UV index
:::::
Index,

the latter having been performed considering only
:::
for val-

ues larger than 3; Fig. 9 indicates roughly -0.1 to -0.3 dif-
ferences between GEM and Cloud-J over much of Canada.
Reducing model ozone biases would improve the agreement 75

with clear-sky Brewer UV index
::::
Index

:
values by a few per-

cent for UV index values above
::::
Index

::::::
values

:::::
above

:::
∼3-4

and or solar zenith angles below 50-60 degrees. Additionally
incorporating the 0.93 scaling factor correction alluded to in
Sect. 2.2 would bring these differences back to about -5 to 80

-7%, or roughly -0.3 to -0.5, while improving results for the
Arctic Stations.

3.2 Cloudy-sky conditions

As described in Sect. 1.2, the Cloud-J model possesses a
number of options for the treatment of clouds in its ra- 85

diative transfer calculations. Cloud-J broadbands
::::::::
broadband

:::::::::
irradiances were produced for each of the cloud options rep-
resenting cloudy-sky conditions, 2-8, using the GEM pa-
rameters for liquid and ice water partial column amounts of
each model layer in the presence of clouds and the associ- 90

ated cloud fractions, which are required input for Cloud-J.
The simulated broadbands

:::::::::
broadband

:::::::::
irradiances

:
produced

by Cloud-J for each cloud option were then compared to the
GEM analogs to determine which Cloud-J cloud flag pro-
duces output that best reproduces the GEM cloud-sky surface 95

irradiances.
Prior to performing the comparative study, it was recog-

nized that fundamental differences existed between Cloud-J
and GEM with respect to the handling of clouds, particularly
with respect to the scattering of light with parameters specific 100

to water droplet/ice crystal size. Unlike GEM, the Cloud-J
model does not specifically differentiate water droplets and
ice crystals into different size bins and determine the scat-
tering contribution accordingly. Instead, for water, an aver-
age droplet size is determined for the total water content in
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Figure 12. Analogous correlations of the UV index
::::
Index fields

generated from the Cloud-J (purple) and GEM (blue) broadbands

::::::::
broadband

::::::::
irradiances

:
under cloudy-sky conditions using Cloud-J

cloud flag Option 3 in the comparison. The upper panel, a, presents
the direct linear correlations of the UV index

::::
Index

:
calculated using

the GEM and Cloud-J broadbands
:::::::
broadband

:::::::::
irradiances relative to

the high resolution output produced by Cloud-J using the same scal-
ing functions and weighting determined through the integration ap-
proach under clear-sky conditions. The lower panel, b, is a density
plot of the correlation of the UV index

::::
Index

:
calculated using the

GEM broadbands
::::::::
broadband

::::::::
irradiances

:
compared to the Cloud-J,

high resolution, UV index
::::
Index

:
field depicted in the upper panel.

a particular model layer depending on the temperature and
pressure associated with the model layer. Ice crystals are not
differentiated by size at all, only by crystal shape (hexago-
nal, amorphous), which is also determined by the given tem-5

perature and pressure of the model layer. Ultimately, it was
determined that Cloud-J cloud option 3 produced cloudy-sky
surface irradiances that best emulated the GEM analog. This
option was therefore applied for the UV index

::::
Index

:
compar-

isons in this section.10

The estimation and evaluation of the UV index
::::
Index

:
esti-

mated under cloudy conditions in this study has been limited
to the consideration of two points. One is whether or not the
UV index

:::::
Index equations derived from clear-sky conditions

are appropriate for cloudy conditions. The other is determin- 15

ing the level of impact of radiative transfer differences in the
treatment of clouds on differences in derived UV index

::::
Index

values.
The validity of the clear-sky UV index

::::
Index

:
equations for

cloudy conditions was tested using Cloud-J simulations. The 20

clear-sky equations were applied to the Cloud-J broadband
irradiances for comparison to the UV index

:::::
Index values de-

rived from the high resolution Cloud-J spectra for the actual
sky conditions from GEM-LINOZ, the latter being a mix-
ture of clear-sky and cloudy-sky conditions. It was found that 25

the equations derived for clear-sky conditions and applied
to cloudy conditions with Cloud-J broadbands

::::::::
broadband

:::::::::
irradiances give essentially the same results as the UV index

:::::
Index values from the high resolution spectra, i.e., no visible
scatter about the diagonal is observed for the corresponding 30

differences in Fig. 12a. Therefore, these equations would also
be valid under cloudy conditions and do not require further
adjustment.

The remainder of this section examines the impact of
differences in cloud radiative transfer. Figure 12a shows 35

the analogous correlations of the UV index
:::::
Index

:
fields

generated from the Cloud-J and GEM broadbands under
all sky

:::::::::
broadband

:::::::::
irradiances

::::::
under

::::::
all-sky

:
conditions us-

ing the Cloud-J cloud option 3. The weighting was per-
formed using the values obtained though the integration ap- 40

proach of the GEM broadbands
::::::::
broadband

::::::::::
irradiances

:
un-

der clear skies. Weighting of the all sky broadbands
:::::
all-sky

::::::::
broadband

::::::::::
irradiances

:
using the values obtained from the

linear fitting approach produce similar results. The over-
all correlation of the Cloud-J data is in fairly good agree- 45

ment with the GEM data, but there is an overall increase
in error between the two data sets with increasing values of
the cloud fraction. To better visualize the distribution den-
sity of the correlation, a density plot is also provided in
Fig. 12b. We observe that the vast majority of points fall 50

along
::
or

:::::
near the regression line, and ultimately

::::::
largely,

:::
but

:::
not

:::::::
entirely,

:
represent those surface irradiances under

cloudless , clear-sky
::
or

:::::::::
light-cloud, conditions. Deviation

:::
The

:::::::::
probability

::
of

::::::::
deviation from the regression line typically in-

creases with increasing cloud cover. Overall, the resultant 55

differences in UV indices from the high spectral resolution
irradiances and the resultant GEM broadband irradiances
are similar under cloudy conditions with light to moderate
clouds, having a relative error comparable to the clear-sky
counterpart, but under strong attenuation due to clouds, a 60

substantial increase in the root mean square relative error
of up to 33% is observed due to differing cloud radiative
transfer models for UV index values of 1 or larger

:::
This

::
is

:::::::::::
demonstrated

:::::
below

::::
with

::::
Fig.

::
13.
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Figure 13. Irradiance probability density plots demonstrating the dependence of the 330-400 nm surface irradiances on
::::::
effective

:
cloud

cover (ECC). Plotted are the relative differences between the Cloud-J and GEM surface irradiances under unattenuated, clear-sky conditions
(black), cloudy-sky where the Cloud-J Option 3 cloud flag is used to calculate cloud attenuation (green), and a modified version of the GEM
model output for cloudy skies compared to the Cloud-J data employing the Option 3 cloud flag (purple). The modification made to the GEM
code was to change the effective radii for the ice clouds to determine if it made any difference relative to the Cloud-J output. In all four plots,
a solar zenith angle filter was applied, where only surface irradiances pertaining to locations where zenith angles <70°are used. A secondary
filter for varying total effective cloud cover is employed in the plots to display the relative difference in irradiances for a given range of cloud
cover from clear-sky (0.0) to completely overcast (1.0).

Figure 13 contains a series of probability density plots 65

to visualize the dependence of differences in surface irra-
diances on cloud cover for the 330-400 nm band. Relative
differences are observed between the Cloud-J and GEM sur-
face irradiances under unattenuated, clear-sky conditions, as
well as for different total effective cloud fraction intervals.5

To filter for cloud cover,
::
we

::::
used

:
the GEM variable for to-

tal effective cloud cover (ECC) was used
:::::
which

::::::
reflects

:::
the

::::::
product

:::
the

:::
the

:::::
cloud

:::::::
fraction

::::
and

::::::::::
opaqueness. ECC is em-

ployed in the plots to display the relative differences of the
GEM and the Cloud-J irradiance values for a given range10

of cloud cover from clear-sky (0.0) to completely overcast
(1.0). Only surface irradiances pertaining to zenith angles <
70°were included to remove larger systematic relative dif-
ferences at high zenith angles where irradiance values are
smaller. The Cloud-J cloud option 3 is used to calculate cloud15

attenuation in all cases. Output from two different settings of
the GEM radiative transfer package for cloudy skies are sep-
arately provided for Cloud-J simulations and compared to the
corresponding GEM irradiances.

::::::
Overall,

::::
the

::::::::
resultant

::::::::::
differences

:::
in

::::
UV

:::::
Index

::::::
values 20

::::
from

:::
the

::::
high

:::::::
spectral

:::::::::
resolution

:::::::::
irradiances

::::
and

:::
the

:::::
GEM

::::::::
broadband

::::::::::
irradiances

::::
have

:
a
:::::::

similar
:::::::::
distribution

:::
for

:::::
ECC

:
<

:::
0.3

::
as

:::
that

:::
for

:::::::
clear-sky

:::::::::
conditions

::::
(Fig.

:::::
13b).

:::::
Under

:::::::
stronger

:::::::::
attenuation

:::
due

:::
to

::::::
clouds,

::
a

:::::::::
substantial

:::::::
increase

::
in

:::
the

::::
root

::::
mean

::::::
square

:::::::
relative

::::
error

:::
of

::
up

::
to
:::::

33%
::
is

::::::::
observed

:::
due

::
to 25

:::::::
differing

:::::
cloud

::::::::
radiative

::::::
transfer

:::::::
models,

::::
this

::::::::
involving

:::
UV

:::::
Index

:::::
values

::
of

::
1

::
or

:::::
larger.

:

The modification made to the GEM code from its refer-
ence settings of Sect. 1.1 was to increase the overall size
of the effective radii for the ice clouds from a constant of 30

15 µm to values in the range of 20-50 µm to determine
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if it made any difference in relation to the Cloud-J output.
As noted earlier in this section, Cloud-J does not differen-
tiate between particle sizes in ice clouds. In the plots, we
observe the increase range of relative differences with in-
creasing cloud cover where differences can reach as high as
100% and above where the cloud fraction is≥ 0.7 (Fig. 13d).5

This implies, that different cloud radiative transfer settings
or models

::::
(and

:::::::
models)

:
can result in very large differences

in UV index
::::
Index

:
in the presence of optically thick clouds.

Also notable, is the overall improvement on the left-hand side
of the distributions when the ice particle size was increased.10

This illustrates the sensitivity of irradiances to cloud related
model parameters. To quantify this sensitivity, the percentage
contribution of the total discrete densities are compared for
the relative differences in the ranges of -0.2 to 0.2 for cases
representing 0.3 ≤ ECC < 0.7 (moderate to heavy cloud)15

and ECC ≥ 0.7 (heavy cloud to completely overcast) condi-
tions, (Fig. 13c) and (Fig. 13d), respectively. Under moder-
ate cloud to heavy cloud cover, the density distributions are
similar in nature, where the percent contributions for both
the modified and unmodified versions of the GEM model20

are ∼77
::
76%. For heavy cloud to completely overcast skies,

there is a marked difference in the percent contributions. The
unmodified GEM model cloud scheme produces a distribu-
tion where 50% of the discrete density is located within the
-0.2 to 0.2 range for the absolute relative differences. Using25

the modified scheme, this value is increased to 62% stem-
ming from more relative differences of smaller absolute size.
These results and percentages provide some general sense
of the potential uncertainties of the UV index

:::::
Index values

given possible uncertainties in the accuracy of the cloud ra-30

diative transfer models.

4 Conclusions

A successful optimization of UV index
:::::
Index

:
determina-

tion from broadband irradiances was performed. The Cloud-
J v7.4 radiative transfer model was adapted to provide high35

spectral resolution surface irradiances in the UV, 280-400
nm. The high resolution output from Cloud-J is used to evalu-
ate ECCC’s GEM forecast model broadband irradiances un-
der clear-sky conditions and to optimize the determination
of the UV index

:::::
Index

:
using these coarse resolution spectral40

::::::
spectral

:::::::::
resolution

::::::::
irradiance

:
broadbands.

The optimization is achieved by creating simulated
broadbands

::::::::
broadband

::::::::::
irradiances

:
using Cloud-J for direct

comparison with the GEM broadband irradiances to gener-
ate sets of scaling functions to calibrate the GEM values to45

the Cloud-J output. The scaled GEM broadbands
::::::::
broadband

:::::::::
irradiances

:
are weighted accordingly such that the global

UV index
::::
Index

:
field produced using the coarse resolution

broadbands
::::::::
broadband

:::::::::
irradiances

:
subsequently replicate the

high resolution UV index
::::
Index

:
field calculated from Cloud-50

J. Further optimization with the current setup could still be

performed, such as excluding outlier differences and focus-
ing over land areas in the fits, and further exploring the differ-
ences with the Brewer UV irradiance spectra and UV index

:::::
Index values. The comparison with Brewer data for clear- 55

sky conditions suggests potentially remaining systematic UV
index

:::::
Index differences up to about 0.3 to 0.5 in magnitude

when the surface reflectivities are sufficiently representative.
It was established that equations for the UV index

::::
Index

calculation determined from clear-sky conditions are also ap- 60

plicable to cloudy conditions. However, as is to be expected,
the quality of the UV index

:::::
Index values strongly depend on

the accuracy of the representation of clouds and, as implied
in the limited evaluation of Sect. 3.2, on the accuracy of the
cloud radiative transfer model. With formulations as devel- 65

oped here, the improvement of the quality of the UV index

:::::
Index would follow the improvement in accuracy of these
factors.

Outlier differences in UV index
:::::
Index values under clear-

sky conditions exemplified the relevance of using sufficiently 70

representative surface reflectivities for snow and ice covered
surfaces. Other factors, such as changes in the applied aerosol
climatology or adjustments in the clear-sky irradiance calcu-
lation model might potentially warrant a revisiting of the fit
coefficients. 75

The model simulations from Cloud-J, GEM, and simi-
larly from other numerical prediction models, pertain only
to the consideration of atmospheric columns directly over-
head. While the solar zenith angle is reflected in the over-
head column attenuation, the atmospheric conditions along 80

the slanted viewing column may differ thus affecting the ac-
tual surface irradiances and UV index

:::::
Index. Moreover, for

non-uniform cloud opacity, cloud scattering from various di-
rections is unlikely to be correctly reflected from the over-
head column or the solar viewing column alone. Accounting 85

for these aspects, which is beyond the scope of this study,
could further improve the accuracy of UV index

:::::
Index fore-

casts.

Code and data availability. The availability of the Cloud-J v7.4 ra-
diative transfer model, and the various data sets used in the model 90

modifications to calculate high-resolution surface irradiances in-
cluding the TOA solar spectrum, O3 cross-sections, surface reflec-
tivities, and Rayleigh scattering parameters are detailed in Sect. 2 of
this publication. The output for the GEM forecast data and GEM-
LINOZ O3 fields are saved with an in-house binary file format; this 95

in-house, binary file format is used to store gridded data from nu-
merical weather and chemical prediction models, objective analy-
ses and geophysical fields. Code changes made to Cloud-J to make
use of such files takes advantage of in-house libraries. Selected data
from these files, which can be reproduced in other desired formats, 100

and related diagnostic results can be made available upon request.
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