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Rebuttal Letter Referee #1, Anonymous Reviewer

We thank the anonymous referee #1 for the kind wordour manuscript and the points brought forveerthey resulted in
an improvement of the submitted manuscript. We hadeded the outcome of the sensitivity analysis ifeicknt
LISFLOOD-FP parameters. Below, we repeat the resimsacomments, and provide our response in italitshe revised
manuscript, the changes made to the manuscriptiginéghted in yellow.

Page 2, Line 5: 'Sound inundation estimates’. Caolddauthors use a less colloquial term.

We adjusted the manuscript accordingly and replaoedcolloquial terms in general.

Page 4, Line 36: Please provide the spatial résolaf the CRU data.

Thank you for making us aware of the missing refegevhich was added to the revised manuscript.

Section 2: A schematic of the models used woulbidryeficial to the reader.

As reaction to your useful comment we added theetaadurrently available within GLOFRIM to Figure td not only
provide textual, but also graphical informationtte reader.

Page 7, Line 37: Provide reference for the SRTN.dat

Thank you for making us aware of the missing refegevhich was added to the revised manuscript.

Page 11, Line 7: Did you take into account uncetigs in the discharge at Obidos?

Thank you for addressing this aspect. We neglabidincertainty of observed discharge at Obidowasassume that it is
insignificant compared to other possible uncertigisit for instance parameterization of PCR-GLOBWB soirface
roughness of the hydrodynamic models, particularlarge-scale modelling studies. As Clarke et(2D00) reported an
uncertainty of around 16 % of year-to-year varidlyil we added this reference and a brief commentadailitate the
reader’'s comprehension of model validation andiitétations.

Page 11, Lines 14-20: Why are the results of theiseity analysis not included? The results areswprising but you need
to provide evidence.

Thanks to your useful comment, an explanatory &g(Figure 6a and 6b) was added to the revised oarsif the
manuscript, although we initially decided to nobpide an additional plot as we assumed that thiy diatract the reader
from the core of the manuscript. In addition to {iiet, we extended the results section 5.2 accgigiraddressing the
results and their implications. It is now possitite obtain a better idea of why variations in sudamughness and
meandering coefficient can be excluded as causdduiating discharge simulations between LISFLOODand Delft3D
Flexible Mesh.

Page 11, Line 25-26: What are the different grigdapproaches applied? I'm not sure if this is staksewhere in the
manuscript.

To avoid any confusion, we named the gridding apghes explicitly. Thank you for pointing out ttasK of clarity!

With the improvements made to the manuscript basettie valuable and critical reviewer’s remarks, are convinced to

have responsibly addressed all ambiguities andtsbarings of the initially submitted version.
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Rebuttal Letter Referee #2, Dai Yamazaki

We thank referee #2, Dr. Dai Yamazaki, for the kimdrds on our manuscript and the points broughivéiod as they
resulted in an improvement of the submitted marpiscBelow, we repeat the reviewer's comments, anovide our
response in italics. In the revised manuscriptctienges made to the manuscript are highlightéighbblue.

P7. L32: “If RFS is activated, water volume is ditg coupled to the 1-D channels of the hydrodyramodel while, when
RFS is inactive, water is distributed over all geills of the 2-D domain”: The description of RESnot sufficient. Please
explain the relationship between the hydrology nhapiel and hydrodynamic model pixels in a more detemanner. |
guess, “water volume of each coarse-resolutiondigdy model grid” is distributed to the “correspamgl high-resolution
hydrodynamic model cells within the coarse-resolutgrid”. And the difference due to RFS is whethater volume is
distributed only to river cells or both river arldddplain cells within each coarse-resolution drak. Readers who are not
familiar with this topic might misunderstood watexlume is distributed uniformly all-over the calatibn domain (not to
the corresponding cells).

Thank you very much for pointing out the lack afity in our wording. Indeed, the River-Floodpla8eheme functions as
guessed by you. We thus re-wrote the explanatigheoRiver-Floodplain-Scheme to avoid any ambiguityd to improve
the reader’s understanding of the coupling scheme.

P7. L35: “the accuracy of the 2-D elevation dataciwhs known to contain strong vertical bias, intgalar when derived
from remotely sensed global data”: The elevatiotada affected not only by vertical bias but alsoJarious random/
systematic noises. | recommend to add referentteettatest research on this topic [Yamazaki eCal17].

Since at the time of writing the current manusctig MERIT DEM was not yet published, we couldratsr to it despite
it's positive contribution to the current state kfiowledge. However, we now added the reference ito the revised
manuscript.

P8. L4: “We found that updating fluxes reduces tiomes compared to states, and hence advise optimigif this option”:
How downstream boundary conditions are treated. tioetest cases executed in the manuscript asstiraedownstream
boundary is river mouth (Om constant). Some pag¢nsers might be interested to simulate floodmgiiddle-stream, that
requires a setting of downstream boundary conditiéithout a reasonable treatment of the downstreaumdaries, it is
difficult to state that the developed frameworkgkbally applicable”. [I also note that “for” appes twice in the sentence.]
We thank you for mentioning the missing informations, in fact, possible to employ any hydrodynassbematization
within GLOFRIM if it complies with Delft3D Flexiblesh and LISFLOOD-FP requirements, respectiveys Theans that
also other downstream boundaries besides constatgrwevels at a river mouth are feasible, for arste time-varying
water depths at a midstream observation point. iRgeroved clarity, we extended and clarified theggaaph (section 5.1.)
in the revised version of the manuscript.

P8. L9: “although PCR runs in spherical coordinat&ven that a spherical coordination can be orgesh by a Cartesian
system, it's better to clarify that PCR-GLOBWB ruats‘'non-Cartesian spherical system” while it isgible to use “regular
lon-lat Cartesian system” for hydrodynamic models.

Thank you very much for this comment. We updatttaed accordingly.

P8. L30. “4 The Synthetic Test Cases”: It's betteexplicitly state that PCR-GLOBWB is not usedtle synthetic test
case. | think this test case is done only for camgaDelft3D and LISFLOOD-FP under an ideal sitoati Thus, this test
case is directly not related to the GLOFRIM framekydhus readers might be confused.

Based on your useful remark, we re-wrote the paapgrin the revised manuscript to improve clarity.

P8. L34: “0.04 s m-1/3 for the 1-D run and 0.07-4/® for the 2-D run”: Does this mean the same hmegs coefficient is

used for river channel and floodplains in 2D rursudlly, river channels have smaller roughness coeap® floodplains.
2
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Thank you very much for your comment. It is woréntioning that we performed a 1-D only and a 2-Oyamin, thus the
latter did not contain any 1-D features. As thisumderstanding has also let to your remark regagdinr choice of surface
roughness values, we updated section 5.1 to inerelasity that the synthetic test case is reallp &nly in this case.

P9. L25: “5.1 Set-up”: Please describe how the dieam boundary was treated as this is criticakfimulations. Please
also explain how the complex channel network ofdb#a, bifurcating sections, and braided streamsewreated. If they
are treated differently by Delft3D and LISFLOOD-RRis difference could be a potential cause ofdisagreement of the
simulation results.

We thank you for mentioning this aspect. Sincesthematization of LISFLOOD-FP is derived from [B&ftFlexible Mesh,
both models employ the same 1-D network. In cont@asCaMa-Flood, the schematizations employed m ¢hrrent
manuscript do not account for bifurcations and tlios channel complexity of the delta had to be wagt with only one
channel. To acknowledge this shortcoming in our @hedhematizations as possible cause for deviatietseen simulated
and observed discharge, we added information onontt the channel network in the delta, but alsohow downstream
boundaries were treated in section 5.1. Besidesyefg&rred to it as possible source for the deviataf simulated and
observed values in the discussion section 5.2.

P10. L6. “for the elevation data the smoothed Sopgrree elevation data was upscaled to a 2 kmapasolution”: Please
explicitly explain how the DEM was upscaled, beeatiss has large impact on flood inundation. Did #uthors took the
mean within a cell, or the minimum elevation?

As you rightly mention the influence of the chagescaling approach, we have extended the reviseuistaipt, noting that
we used the nearest neighbour approach to avoiésined smoothing effects in the elevation values.

P10. L11. “roughness coefficient was uniformly 820.03 s m-1/3 for channel and floodplains”: Wlas $ame roughness
used for channel and floodplain? If so, pleaserlylestate, because different values are usuallg.use

Thanks for your comment. Indeed, you are right tiatally different surface roughness values aral dse channel and
floodplain, respectively. We, however, decidedde a uniform surface roughness value as this was dbne by other
studies as stated in the current manuscript. Hemee,desisted from further elaborating on this aspacthe revised
manuscript.

P10. L14: “For the hydrological model PCR-GLOBWRBetkinematic wave approach was used for routingideitof the
coupled domain”: Please explain that the simplestkiatic routing may result in poor upstream boundaflow, as
backwater effects or river floodplain interactiar@n be neglected. Also, this approach could bmigaliion for generating a
realistic downstream boundary condition. Probalbilging continental-scale hydrodynamic model (suchvi&B-IPH or
CaMa-Flood) as an intermediate step between theolygly model and high-resolution hydrodynamic modah be a
solution.

We thankfully acknowledge your remark on the dosessibf the kinematic wave approximation with respesimulated
upstream boundary flow computations. As you ridlytfgtate, the upstream inflow signal can alreadgvidte from
observations due to the use of the kinematic wapeoximation. Hence, we added this relevant asfrettiie results section
5.2. Besides, we added your valuable propositiorertploy as 1-D model such as MGB-IPH or CaMa-Fldodthe
concluding section 6.

P10. L16: “we decided to apply a regionalized ojation technique”: This “regionalized optimizatiooould be a
limitation for using the proposed framework for dgkl application”. The “modelling of flood inundati” may be possible
at a global scale, but “global application” can fiestricted by the quality of input/boundary datasdlease state this

limitation in the conclusion section.
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Thanks for pointing out that a global applicatioarcbe locally restricted by data availability foroehel set-up. In the
revised manuscript, we pointed out that the “regilired optimization” is optional and PCR-GLOBWB caso be run as
is in its default parameterization, thus not posary constraint to a global application. We desedtboth aspects in more
detail in the description of the set-up (sectioh) %o avoid any ambiguity in this matter.

P11. L6: “5.2 Results and Discussion”: More dethifmalysis of the difference between Delft3D an8RILOOD-FP is
needed. As far as | guess from the figures, thedflpeak of Delft3D is later than LISFLOOD-FP beeaitshas larger
inundation in upstream areas due to its coarsgibfe cell resolution. The smaller water level aityale in upstream must
be also related to the larger inundation in upstreBecause floodplain inundation attenuate floodvesa suppress water
level fluctuations, and delays flood peak, mosthef disagreement between the two models can bairgdl consistently
due to the inundation in upstream regions. Theaatban analyze this effect easily, by comparirgsimulated discharges
by Delft3D and LISFLOOD-FP also at upstream loaatimther than the Obidos. By analyzing discharge,can show
where flood waves were attenuated. | suggest tadecthis discussion in the manuscript. And if thecussion above is
true, the Delft3D simulation must be sensitive dtsthe spatial resolution in upstream regionss thtecommend to include
some sensitivity test on the spatial resolutions.

We are thankful for your extended remark on theehogkults. First, we agree with the assumption entiwht the spatial
resolution applied by Delft3D Flexible Mesh in upstm areas may impact model results locally as wsllfurther
downstream. To shed light on this issue, we addeah#parison of simulated discharge for two statiopstream of Obidos
to obtain a first-order impression (Figure 4 andgbie 6c). Because we are currently working on dofolup study
concerning the relation of spatial resolution ai¥ible meshes and model results, we desisted froniding a too elaborate
discussion in the current version of the manusceptl added a limited discourse only to section B2sides, we
recommend further investigation of this linkagensstn cell size resolution and simulated dischangseiction 6.

P11. L16: “Since the routing scheme of LFP is based D4 system, channel length and dimension in telfd to be longer
than in other hydrodynamic models”: This is notgise. The D4 river network can generate shortenoblalength if the
scale of channel meandering is smaller than the gizhe cell. Please rewrite this sentence. Furbee, the D4 system
does not only change the flow length. It alters tl@nectivity of channels and floodplains. Somencieds/floodplains
which are connected in the D8 system (or a veggstesn) could be disconnected in the D4 system, usecaiagonal
connectivity is not allowed. To avoid this probletme DEM should be adjusted to ensure the D4 cdivityc Please make
a discussion on this issue, as this could be omieeofnain reason of the difference between Del#8D LISFLOOD-FP.
Thank you for the information on the D4 river netiveystem and the related uncertainties. In thésex manuscript, we
extended the description of the D4 system andhiitations. To show the impact of both increasimgl @ecreasing channel
dimension, we furthermore added a plot of the tssélom the conducted sensitivity analysis (Figéa@ to better
supplement our results and discussion section hizhwve updated accordingly, even with the resodisindicating any
notable change in discharge with varied meandedoefficients in LISFLOOD-FP.

P11. L29: “While at the most upstream station L&d3M simulates lower water levels than LFP”: Thipi®bably due to
larger flooding in Delft3D due to its coarser sphtesolution in upstream, as discussed aboves®ldarify.

Thank you for this remark. We agree with your sgtjge and have added the link between differentessniulated water
level and simulated inundation extent to the raVvisganuscript. Besides, we qualitatively correladoitthe additional
discharge simulations made in upstream areas.

P11. L34: “the more pronounced difference in wiggels at Locl may simply be a local effect”: Wisathe “local effect”.

Please explain in detail.



Thank you for pointing out the lack of clarity. Fepious study already showed that the behaviowirfilated water level is
not always predictable due to spatial feedback dyica between neighbouring cells of an observatiation (Hardy et al.,
1999). Since we cannot really explain the more pumted difference in water levels at this locatigith our current
process understanding of the coupled set-up, weechddis reference to the discussion of model resultthe revised
manuscript as a possible source of error.

With the additions made to the manuscript basethervaluable and critical reviewer's remarks, we aonvinced to have
responsibly addressed all uncertainties, ambigsjtend shortcomings of the initially submitted iars
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Main Changes to Manuscript

Comments reviewer #1 (changes made highlightedweth revised manuscript):

1.
2.

E

Replaced too colloquial language in the manuscript.

Provided spatial resolution of the CRU-data as wellink to document describing the preparatio@@iJ-forcing
in PCR-GLOBWSB in section 2.1.

Added the models currently available within GLOFRidFigure 1.

Added reference to the original Shuttle Rader Togplgy Mission (SRTM) data to section 3.

Mentioned possible uncertainty in observed disohatgta, and provided source quantifying this uagasg in
section 5.1.

Plotted results of sensitivity analysis of both maxing coefficient and surface roughness in LISBIDDFP in
Figures 6a and 6b, respectively, and elaboratatisattion 5.2.

Explicitly re-stated the different gridding techanép employed by the two hydrodynamic models inced&.2.

Comments reviewer #2 (changes made highlighted-bgke in revised manuscript):

1.
2.
3.

10.

11.

12.

13.

Re-wrote the description of the River-Floodplaii&me in section 3.

Added reference to the MERIT DEM in section 3.

Updated and re-wrote section to clearer describetifonality of GLOFRIM with respect to the use dfferent
types of downstream boundaries in section 5.1.

Explicitly stated that PCR-GLOBWB is not made u$éndhe synthetic test case in section 4.1

Clearly stated how downstream boundaries, riveidbrg, and bifurcations are treated in the hydrayit
schematizations used in the study in section S, discussed possible shortcomings in the scheatiatizwith
respect to model results in section 5.2.

Added the upscaling technique applied and gaven#ag in section 5.1.

Did not made changes to manuscript since reasoant references for using a uniform surface roughnes

coefficient are already provided in manuscript

Mentioned use of kinematic wave approximation atempial source of error in section 5.1, and elatemtan it

accordingly in discussion section 5.2; also, recemded use of large-scale 1-D models for upstreasistneiam
section in section 6.

Stated in section 5.1 more clearly that regiondlnaigation is only optional and advised for catciminstudies,
hence not contradicting any global application.

Added two stations upstream of Obidos (see updaitgule 4) and assessed simulated discharge; adsiaassion
of results to section 5.2 and recommended furtingstigation in section 6.

Improved description of D4 system and assesseddmplaaccounting for both over- and underestimatidn
channel dimension in Figure 6a; briefly elaboraiadt in section 5.2.

Established stronger relation between spatial uéisol and simulated water levels in section 5.2sitbes, used
additional upstream discharge simulation to undhetipé statement.

Added explanation and reference of the local efféuat can be observed for water level simulatinrsection 5.2.
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GLOFRIM v1.0 — A globally applicable computational framework
for integrated hydrological-hydrodynamic modelling

Jannis M. Hoch? Jeffrey C. Ned| Fedor Baaft Rens van Beék Hessel C. Winsemi&$ Paul D.
Bates, Marc F.P. Bierkerlg

! Department of Physical Geography, Utrecht Uniwgr$.0. Box 80115, 3508 TC Utrecht, the Nethertand
2 Deltares, P.O. Box 177, 2600 MH Delft, the Nethads

3 School of Geographical Sciences, University of&ii University Road, Bristol, BSBSS, UK

4 Institute for Environmental Studies, VU Universifye Boelelaan 1087, 1081 HV, Amsterdam, the Nédhes

Correspondence tdannis M. Hoch (j.m.hoch@uu.nl)

d¢e here present
GLOFRIM, a globally applicable computational franmmw for integrated hydrological-hydrodynamic modwedl
GLOFRIM te-facilitates sueh spatially explicitcouplingappreaches of hydrodynamic and hydrologic modeldte-cates
for an ensemble of models to be coupled. It culyestowsfor-couplingencompasste global hydrological model PCR-
GLOBWB with-eitheras well as the hydrodynamic modbelft3D Flexible Mesh (DFM), solving the full shav-water
equations and allowing for spatially flexible mexhier~andLISFLOOD-FP (LFP), solving the local inertia equais and

running on regular grids. The main advantages efftamework are its open and free access, its blapalicability, its
versatility, and its extensibility with other hydogical or hydrodynamic models. Before applying GIRIM to an actual
test case, we benchmarked both DFM and LFP fom¢hstic test case. Results show that for sub-atifiow conditions,
discharge response to the same input signal is-idamtical for both models, which agrees with pregicstudies. We
subsequently applied the framework to the AmazoreRbasin tanot onlytest the framework thoroughbnd.—in-addition,
but alsoto perform a first-ever benchmark of flexible aredjular grids at the large-scale. Both DFM and lfBduce
comparable results in terms of simulated dischavige LFP exhibiting slightly higher accuracy as eagsed by a Kling-
Gupta-Efficiency of 0.82 compared to 0.76 for DFNbwever, benchmarking inundation extent between Dirdd LFP
over the entire study area, a critical successximd®.46 was obtained, indicating that the modidsaigree as often as they
agree. Differences between models in both simuldischarge and inundation extestareto a large extent attributable to
the gridding techniques employed. In fact, the Iteshow thatboth the numerical scheme of the inundation model aed th
gridding technique can contribude-strenghto deviations in simulated inundation extent-asiike-the-global-flood-medel
inter-comparison-by-Trigg-et-ak—{(2016ye control for model forcing and boundary condiioithis study shows that the

presented computational framework is robust ancehlyidpplicable. GLOFRIM is designed as open acaeslde-beeasily
extendable, and thus we hope that other large-doadeological and hydrodynamic models will be addexkentually
Eventually -capturingnore locally relevant processesuld be captured-as-well asastbwing-formore robust model inter-

comparison, benchmarking, and ensemble simulatibfisod hazard at the large scaleuld be allowed far
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1 Introduction

In the latter half of the last century, losses tluéverine floods increased greatly, leading toremmic losses of more than
$1 billion and 220,000 casualties since 1980 (Mrike, 2013; Visser et al., 2012). Much of this @aze is thought to be
due to continued settlement along rivers and shiftslimate patterns, meaning that this tendencly mst likely be
exacerbated in the future (Ceola et al., 2014; bdiyashi et al., 2013; Winsemius et al., 20B8)und_Robusinundation
estimates are therefore paramount to enhance ooegs understanding and to provide better flooaddagstimates for risk
models. Since recent research showed that flooddation can easily affect large areas, in particakighbouring river
basins (Jongman et al., 2014), it is vital thabflchazard models can simulate the relevant prosessa large domains.
Applying such large-scale models has the additiadabntage of facilitating the identification okihotspots and providing
critical insight into data-scarce areas (Ward et 2015). In fact, there are already a number obagll-scale inundation
models available (Dottori et al., 2016; Pappenbeegeal., 2012; Sampson et al., 2015; Winsemiwd.eR013; Yamazaki et
al., 2011), differing in their process descripti@m computational engine. While some approachegedifood hazard from
a coarse-scale hydrological model and subsequemisiraling, others force fine-scale hydrodynamic etedvith globally
regionalized discharge data. A first inter-compami®f global flood hazard models by Trigg et aDX8) for the African
continent, however, revealed that they agree fdy @0%-40% of aggregated flood extent, thus indinzptthat the
representativeness of local flood risk estimateg depend strongly on the computational engine oftieds well as on the
model forcing applied. Identifying the exact reaséor model disagreement was impossible due talithersity of methods
and lack of a systematic approach to the inter-@ispn where individual aspects of the modellirggrfeworks could be
isolated.

Employing a global hydrological model (GHM) such RER-GLOBWB (van Beek et al., 2011; van Beek anerl&ns,
2008), WaterGAP (Alcamo et al., 1997; Ddll et @D03) or VIC (Liang et al., 1994; Wood et al., 1p®as the benefit of
providing spatially distributed surface runoff anduted discharge simulations, thereby facilitatigigect forcing for
spatially distributed inundation models. In additidthese models are usually forced by global metegical data, hence
diminishing the dependency on observed data as agelllowing for easier implementation of futurémete scenarios.
However, the routing schemes currently implemeritedarge-scale hydrological models can generallydescribed as
simplistic as they are based on gridded drainagevanks at coarse spatial resolution, with the auttyefinest spatial
resolution of GHMs being 5 arcmin or around 10 ki km at the Equator (Bierkens, 2015). Furthermdischarge
accuracy may be reduced in low-gradient catchn&nt® topography at this scale is generally pararzed in distribution
functions and river routing is often representedtsymple scheme, such as the kinematic wave appatign.
Hydrodynamic models, on the other hand, can be uilumerous ways for inundation modelling, tyflicéan 1-D, 2-D or
combined 1-D/2-D, and are mostly forced with gaudestharge data or synthesized flood waves. Whith epproaches do
not require rainfall-runoff conversion, they arelplematic for studies concerning large-scale clar@tange impacts or the
seamless simulation of flood events and their apatrrelation (Jongman et al., 2014). Some motikés CaMa-Flood
(Yamazaki et al., 2011) route a priori computedrbiahy-based surface runoff with 1-D hydrodynamnaecs! parameterized
2-D floodplain storage. Applying such a 1-D/2-D eggch, however, does not allow for explicit modwgliof floodplain
flow pathways as well as channel-floodplain intéicats. Explicitly representing these processes il beneficial as they
are known to greatly influence inundation dynaméecel patterns (Neal et al., 2012a; Trigg et al.,920Compared to
hydrological models, hydrodynamic models solving thll SWE or at least a more advanced approximasiach as the
local inertia equations (LIE) have the advantagepaividing a better representation of backwateeaf, which are

important flood-triggering processes (Meade et #991; Moussa and Bocquillon, 1996; Paiva et @13). Another
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difference to GHMs is that current applicationshydrodynamic models at the large to global scale rem at spatial
resolutions of up to 1 km (Sampson et al., 201Baty facilitating the representation of both walet channel-floodplain
interactions (Rudorff et al., 2014a, 2014b) andvflsathways on floodplains (Rudorff et al., 2014aydfi et al., 2007) as
well as enhancing the usability for decision-makimgcesses (Beven et al., 2015; Trigg et al., 2046)withstanding these

advantagesmost hydrodynamic modelspplied for large-scale inundation modellilagk an advanced implementation of

hydrological processes and thus may overpredidt bmtndation extent and depth as, for instanceymgtevater infiltration
and evaporation from inundated floodplains areentty not fully accounted for.
Large-scale flood hazard estimates may thus benefit fiooneased integration of hydrology and hydrodynamiic
inundation models to allow for physically more mitated assessments and to compensate for the@ctasgpshortcomings.
In fact, hydrological-hydrodynamic coupling waseady applied in a humber of studi@ancamaria et al., 2009; Kim et
al.,, 2012; Lian et al., 2007; Schumann et al.,
spatially-explicit-manner-that-is-on-a-grid-byehbasis InsteadFor examp|ehey-employecbutput from hydrological or
land-surface modelgas useds input to the 1-D/2-D hydrodynamic model LISFLO®B at-a-humber-oflocatior(Bates
et al., 2010; Bates and de Roo, 2080r number of location®hile such approaches reduce the dependency ugeda

data or synthesized flood waves, they cannot fattgount for important and spatially distributed tofdgical flood-
triggering processes within the model domain. Wsild, however, be advantageous to support thessisgmnt of spatial
correlations of flood waves in adjacent river basiwhich are shown to increase trans-national floski (Jongman et al.,
2014). A further valuable contribution for promdithe coupling of models from different disciplineas realized by the
Community Surface Dynamics Modelling Systems gr¢g@DMS) with their development of the Web Modelliigol
(WMT; CSDMS (2017)). This tool enables the usecrgate a coupled model from a list of readily aai# models and run
it on a server of CSDMS. Whilst this is an impottatep towards integrated modelling between diswgl applicability is
hampered by the fact that model code is not opanbessible and that the number of available modelsnited and
predefined.

Recently, Hoch et al. (2017) coupled PCR-GLOBWRBréaéier PCR) with the hydrodynamic model Delft3[@>ble Mesh
(hereafter DFM; Kernkamp et al. (2011)) for the Amma River basin to integrate the hydrological anydirbdynamic
processes occurring over the entire study areaulRemdicate that spatially explicit coupling ofydrological and
hydrodynamic models can improve the representationundation for all river reaches, not only thakat are connected to
upstream boundary conditions. Findings also comatieothat spatially distributed forcing retrievadrfi a hydrological
model in combination with a sophisticated rivertiog scheme outperforms results obtained with lmotdlels run in stand-
alone mode.

Even though these results are promising, it hasetacknowledged that the accuracy of a hydrological hydrodynamic
model can vary strongly, depending on the chosailysirea, model parameterization, model structurmerical scheme or
the use of different input data (Li et al., 201%ig@ et al., 2016). It would hence be advantagdousase the choice of the
coupled models on their local performance, potéptiautperforming predefined set-ups, or simply &me model
schematization at hand.

To facilitate such model selection and to furthesmpote the coupling of large-scale hydrological Agdrodynamic models,
we developed GLOFRIM, a GLObally applicable compioteal FRamework for Integrated hydrological-hydyndmic
Modelling. In addition to the work of Hoch et aR017), it includes the widely used hydrodynamic elddSFLOOD-FP
(hereafter LFP; Bates and de Roo (2000)) and amowal as well as extended coupling algorithm, ttatering a wider
range of model schematizations and applicationsvédbelieve that by combining the locally best-parfing hydrological

and hydrodynamic modelsan-bettercapture—atelevant processesan be captured betteGLOFRIM is designed in an
9
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expandable way to eventually incorporate more n®delrthermore, the framework is openly availabiear GNU 3.0
licensé to stimulate collaboration and idea exchange withie scientific community. Key assets of the framik are its
free and open accessibility, its global applic#ilits versatility, and its potential to be furth@eveloped to a full two-
dimensional coupling scheme between hydrology auhiddynamics, which would play a particularly crlaiole in basins
in semi-arid climates as for instance the Nigerd§xm et al., 2010; Mahe et al., 2009).

In the remainder of the paper, we first descriteerttodel components of the framework and theretifeeframework and its
functionalities in detail. Subsequently, we comptie two hydrodynamic models in a simple syntheft case to obtain a
first understanding of possible differences, intipatar in terms of their numerical schemes. As nsetor benchmarking,
we assess simulated discharge along the flow patlgell as run times for a 1-D and 2-D set-up iiadiglly. We then apply
GLOFRIM to one-directionally couple PCR with botlFk and LFP and benchmark the set-ups for an atégatase in the
Amazon River basin, hence also constituting a icshparison of flexible and regular grids for laggmle applications. For
model benchmarking, we assess simulated dischamager levels, run times, and inundation extentr&ads correlation r,
the root mean square error RMSE, and the Kling-&ficiency KGE (Gupta et al., 2009) are deterrdibby comparison
to observed discharge data from the Global RunathlCentre (GRDC) at Obidos. We opt for GRDC dattha presented
approach is merely based on input data sets withafjicoverage. Simulated water levels are compategh upstream,
midstream, and downstream station to assess ahaheater level dynamics are correctly represeatetb) to what extent
DFM and LFP differ or agree in their water levehguutations. Computational efficiency is assesseddwgparing the run
times of the coupled set-ups. To benchmark inuadatktent from DFM with LFP, we determine the laiter H, false alarm
ratio F, and the critical success index C basethwmdation maps of both models at the end of thrukition. No validation
of simulated inundation extent was performed ashHztcal. (2017) already showed good agreementsofteeobtained with
DFM for the same study domain.

This openly available computational framework ma&esaluable contribution to current inundation nibdg at the large
scale by enhancing the integration of hydrologiaatl hydrodynamic model processes, which eventuablly lead to

improved decision making as well as planning ofpgida and mitigation measures.

2 Models

Currently, GLOFRIM includes the hydrological modeCR-GLOBWB as well as the hydrodynamic models B&lft
Flexible Mesh and LISFLOOD-FP. Hereafter, an ovewbf the main features of the models is provides.further details

regarding model development and model set-up, fee te the specific manuals or websites.

2.1 PCR-GLOBWB

To generate hydrological input, the global hydraday model PCR-GLOBWB (PCR) is currently incorp@atin the
framework. It can be applied at 30 arcmin resolufjapproximately 55 km x 55 km at the Equator) &l as at 5 arcmin
resolution (approximately 10 km x 10 km at the Bqda which may increase accuracy but also runtiReR is entirely
coded in PCRaster Python (Karssenberg et al., 2@h@) distinguishes between two vertically stackei lsyers, an
underlying groundwater layer, and a surface carapsr. Water can be exchanged vertically, and exsasgface water can
be routed horizontally along a local drainage diogc(LDD) network employing the kinematic wave amximation. The

model is forced with Climate Research Unit (CRUggipitation and temperature da{darris et al., 2014at 30 arcmin

L The code and user manual of GLOFRIM is downloaglabldoi.org/10.5281/zenodo0.597107
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spatial resolutionand evaporation is computed using the Penman-&itbnéquation. Data sets are downscaled to daily
fields for the period from 1957 to 2010 using ERAZRAI (Kallberg et al., 2005; Uppala et al., 200Bgsides, PCR is able
to account for domestic and industrial water corstion by accounting for water demand data (FAO,7J0For more

detailedinformation onCRU-fording, its processing, aiRCRin generglwe refer to the relevant literatupean Beek, 2008;

van Beek et al., 2011; van Beek and Bierkens, 2008R was already applied for a wide range of stduch as flood and
drought forecasting (Yossef et al., 2012), humapaich on droughts (Wanders and Wada, 2015), gloh&mstress (van
Beek et al., 2011), and global groundwater simoiteti(de Graaf et al., 2015). More relevant to ¢higly, PCR constitutes
the computational backbone of the “GLObal FloodkRisth IMAGE Scenarios” framework (GLOFRIS; Winsamiet al.,
(2013)) which is also used as basis for the Aquedlobal Flood Analyzer of the World Resources itogt (World

Resources Institute, 2017).

2.2 Delft3D Flexible Mesh

Delft3D Flexible Mesh (DFM) allows the user to sofatize the model domain with a flexible mesh in /2-D/3-D, and
therefore supports the computationally efficierfiesnatization of topographically challenging areashsas river bends or
irregular slopes. The model solves the full Saiet@nt equations, or shallow-water equations (SWHEg main partial

differential equations solved by DFM are

oh )
E+DEﬂhu)—O 1)
ou 1 1 1r
E+E(D Eﬂhuu)—uD[Qhu)) =-gd¢ +ED [@vh(Du+DuT))+—h; (2)
With
(2 2)
D_LOX’ayj )

{ being the water leveh the water depthy is the velocity vectorg the gravitational accelerationthe viscosityp the water
mass density, andthe bottom friction. For 1-D flow, the equatioremain the same except that the viscositjoes not
contain horizontal eddy viscosity. For further teiclal details and derivation, we refer to the TechhManual (Deltares,
2017a). DFM is an openly accessible model and cae Iobtained by contacting Deltares
(https://www.deltares.nl/en/software/delft3d-flebdbmesh-suite/). Besides riverine flood hazard riiodg it also caters a
wider range of applications, for instance grounewdiow, sediment transport, and water quality datians in 1-D, 2-D,
and 3-D. For more information regarding the appi@aof DFM, we refer to the User Manual (Deltar2817b). Due to its
very recent publication, only a limited number abfished studies using DFM are available. It was,ifistance, applied in
a global-scale reanalysis for extreme sea leveldggMt al., 2016). In another study, Castro Gana. §2013) applied DFM
to model flood hazard at the Yellow River, and daded that applying a flexible mesh reduces contutatime by a

factor 10 compared to square grids with equal guafimodel output.

2.3 LISFLOOD-FP

LISFLOOD-FP (LFP) is a widely used, raster-basedlehdo compute floodplain inundation. Since itsffiversion (Bates
and de Roo, 2000), it has regularly been adaptddraproved (Bates et al., 2010), for instance bgitagl a sub-gridding

scheme to account for channel flow within cellsgNet al., 2012a).
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It is possible to run LFP with different set-up2-® only, a 1-D, a 1-D/2-D or a sub-grid modelthwihe latter being the
most accurate for large-scale inundation modeléipgroaches as it greatly increases floodplain adiviey (Neal et al.,
2012a).

When using the sub-grid scheme, LFP solves theesuigsnt equation for channel flow that is based simmglification of
the SWE ignoring advection (Bates et al., 2010; INstaal., 2012a). Herg denotes the flow per unit widtly the

gravitational acceleratiog,the water levelR the hydraulic radius) Manning’s surface roughness, ¢ the gradients in x-

and y-direction as described in Eq. 3:

aq gt of
—+[0gh¢ + =0 4
P ghd R (4)

Mass conservation is implemented as

O(h+q)=0 )
WherebyAt denotes the time stepx the cell size andj the cell indices. For further information about rabdevelopment,
derivation of numerical solutions, assumptions, ealdlations, we refer to the above-mentioned paper
LFP is specifically developed to model floodplaiumdation and has been used in a wide range oestudost notable in
the context of large-scale flood hazard modellmghie work by Sampson et al. (2015) who applied td~Bompute global
estimates of flood hazard and risk as well as byu8@nn et al. (2013) and Biancamaria et al. (20@8) used LFP to
simulate inundation in the Zambezi River and ObeRivespectively, forced with lateral input frontead surface model.
The BMI adapter (see subsequent section) was ingslead for LFP version 5.9 which provides all relgvéeatures, in

particular the sub-gridding scheme, to model lasgale inundation.

2.4 Basic Model Interface

Generally, theBasic Model InterfaceBMI) has several functions that can be called fromreatexpplications like, as in this

case, a Python script. To make these functiondadlaifor a model, a BMI adapter needs to be dg@esdor each model
with respect to the specific internal model stroetand programming language. Whilst PCR is alremdtyen in Python and
its BMI implementation is hence straightforward, dBffers a native C-compliant BMI-implementatiororALFP, which is
written in C++, the code and file structure hadb®oslightly adapted to agree with the requiremémtgshe BMI. Once a
BMI adapter is developed, it is possible to exeautet of functions: first, the user can initialtbe models by using the
BMI adapter. Second, the BMI adapter allows forieging a rumber_sef variables from memoryFhis—numberThe
variablesexposed through the BMI adapter can be defineshgthe development of the BMI adapter and is thatslimited
to a pre-set range. Third, the manipulated vargalolen be set back to the original model or can de o overwrite
variables in one or multiple other models, giveat tihey agree to the internal data structure adghmodels. Fourth, models
connected to a BMI adapter can be updated at aspseified time step, hence enabling online-cogpbh models. In this
way it is possible to get, change, and set var&abigring the execution of the models in use onre tstep basis. Last,
models can be finalized to end the computations tftoteworthy that implementing the BMI functiodses not alter any
functionality or routines in the models. Both DFMdaLFP, although not being coded in Python, cacdiked from within
Python using the BMI-python package (see httpshilidi.com/openearth/bmi-python). For further infotima regarding the
BMI, we refer to Peckham et al. (2013) and theteelavebsite (CSDMS, 2016).
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3 The computational framework GLOFRIM

The computational framework presented here consistavo key elements, a) the actual code and bttings-file.
Hereafter, a brief overview is given of their mairoperties. More detailed information and outlisgrovided in the files
themselves.

The computational backbone of GLOFRIM is entirelyitten in Python 2.7 and was developed and testedJiountu
systems. By means of a python-file (“couplingFramdwvl.py” in the downloadable data), the stepsnfimdel coupling
are executed (see Figure 1 for a flow chart). Tloelets are first initialized, that is, the model figuration files of each
model are read and the internal steps requiredbtairo an initial state of the models are promptgdhe BMI adapter.
Thereafter, the BMI adapter is used to retrieve ratjuired model variables, especially geometry rmgttion. This
information is subsequently used to construct thesgof the models and to spatially couple thenolgrlay and grid-to-
grid assignment. A many-to-one assignment basedsier indices is performed and the routing contjmra in PCR are
turned off for all cells signalled as coupled. &se no 1-D or 2-D hydrodynamic cells are locatatiiwia PCR cell, this cell
is therefore not considered to be coupled andahtng scheme as implemented in PCR prevails. Euittiormation about
the spatial coupling can be found in Hoch et &01{@. Once the models are spatially coupled, tltatgploop commences.
During execution of this loop, PCR will be updatgdeach time step — typically one day —, and sarfaooff and discharge
output will be retrieved as well asdernallyadapted to agree with the data structure of thesedydrodynamic model.
Subsequently, either the water depth or a fluxade in the hydrodynamic model will be overwritteamd finally the
hydrodynamic model will be updated until it reachike same simulation time as PCR. The loop is @xitece a user-
specified number of time steps is reached. It ghdad noted that in the current version of the fraork, only one-
directional coupling from hydrology to hydrodynamits supported, possibly leading to local overpntioh of simulated
discharge as there is, for instance, no re-infitiraof water going overbank. Future research thills focus on extending
this to a full two-directional coupling scheme witbedback loops from hydrodynamics to hydrologyctSiwo-way
coupling would, for instance, contain explicit mbihg of hydrological processes over inundated srieahe hydrodynamic
model.

To specify all relevant information about the canglrun to be performed, a configuration file isded (“default.ini” in the
downloadable data). Besides all critical paths taleh data, other model settings can be defineldrconfiguration file, for
example the number of model time steps. In gensgettings defined in the ini-file overrule thosegified for the individual
models. In the current version of GLOFRIM, thrediams need to be specified to realize model cogplby activating the
so-called “River-Floodplain-Scheme”, by specifyitig variables to be updated, and by choosing fdrddynamic models
in either spherical or projected coordinate systems

The se-called"River-Floodplain-Scheme” (RFS) defines where ottfpam PCR is coupled to. If RES is activated, wate
volume of one PCR celis directly coupled to the 1-D channels of the dogynamic modelvithin the corresponding PCR
cell, while, when RFS is inactive, water is distributaetr all2-D grid cellsef-the-2-B-domainwithin the corresponding PCR

cell: Applying the RFS has two major advantages: fitseduces run times as data exchange and conyngaieed to be

performed for a smaller number of cells; seconthqu®FS in large-scale applications with sufficiehannel information
reduces the dependency on the accuracth@fremotely sensed-D elevation datasuch as Shuttle Rader Topographic
Mission (SRTM) data (Farr et al., 2007). Receneaesh showed that such global data-setswhich-igakrio contain strong
vertical biasas well as systematic and random ndgiamazaki et al., 2017)-inparticular-when-derived-from-remotely
dgHVHssi dn particular simulation-efsimulatinglow

over vertically irregular terrain resulting in sugitical regimes is contra-indicated for LFP besa of its use of the LIE. In
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case overland flow needs to be modelled by LFP adsse to take measures accordingly, for instancénhiting flow
velocities. For DFM we found that runs are mordlstayet slower, when deactivating the RFS.

Second, it is possible to force the hydrodynamiadet® by updating the water depth variableriror by updating fluxes,
which are expressed as discharge in LFRJis and as precipitation imm/din DFM. For DFM, added daily water depth is
divided over a number of user-specified time stbpsce reducing the computational load, while fluaee daily constants.
We found that updating fluxes reduces run timespamed to states, and hence advise optingddiothis option. While it is
also possible to perform state-updating in LB foundtest runs showehat this optiorhas-toshouldbe used carefully as it
easily increases run times. This is because itiigently not possible to update LFP at a user-§igectime step due to the
Courant-Friedrichs-Lewy condition. It may hence pap that gradients between added daily water degrhdoo steep,
increasing the risk of model instability. We theref recommend applying flux-updating in LFP instead

Third, it is possible to use the hydrodynamic medeith Cartesian coordinates, although PCR runspirerical_non-
Cartesiancoordinates. By providing the projected coordinggstem the model is based on, the computationaiefwaork
can translate the grid into spherical coordinated perform the grid overlay and cell assignmentistguaranteeing the
applicability of all already existing hydrodynamgchematizations. All other computations remain fetaéd by the
coordinate system in use as the coordinate infoomad solely required for spatially coupling theds.

As expressed before, GLOFRIM employs the BMI's tiowalities to couple hydrological to hydrodynamimcesses. Even
though the current version of GLOFRIM only suppastge-directional coupling, basing it upon the BMeglgls strong

advantages for future two-directional coupling asupled models do not get unnecessarily entapngkdcalled

directional coupling is currently not yet availalide GLOFRIM due to on-going testing as well as ogpt development and
will be provided in a future version of the frameWo

Besides being openly accessible and thus adapaableell as extendable to the user’s preferencésdoridual modelling
requirements, GLOFRIM contains a humber of add#@iadvantages: first, by having PCR-GLOBWAB, or atiyer GHM,
as the hydrological output creator, the framewoak easily be applied anywhere on the globe givdrydrodynamic
schematization; second, models to be coupled magleeted depending on their local performances flussibly capturing
more relevant processes; third, the spatially ekptioupling scheme can be extended to a full faekiboop between
hydrology and hydrodynamic, also incorporating im@nt groundwater infiltration and evaporation msses; fourth, by
guaranteeing identical hydrological forcing, apptyi the computational framework facilitates bencHamay of
hydrodynamic models by eliminating a sources ofedénce, potentially supporting hydrodynamic endenmbodelling

approaches.

4 The Synthetic Test Cases
4.1 Set-up

To gain insight in possible differences in modehdéour between LFP and DFM, we created two syitttiest cases, one
being set-up as 1-D on[{sTC 1-D)and the other as 2-D on{$$TC 2-D) For the latter, both models were schematized such
that they cover a domain of 11 cells by 500 celish the cell resolution being 1 km. For the 1-Dyodesign, the channel
had a length of 500 cells with a 1 km resolutiomn@orm channel width of 500 m, and a uniform amelrdepth of 3 m. As
default settings, we applied Manning’s surface roess coefficients of 0.04 s'fafor the 1-Donly run and 0.07 s i for
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the 2-Donly run. Both synthetic test cases were forced withrdificial upstream discharge boundary spanningyes and

consisting of two peak flow moments to introduceiafaility in model dynamicsthus not employing GLOERIM for those

test casesAs adownstream boundary condition a constant watet lef@ m was set. The entire simulation period taee
years to ensurthat-all-water-has-drained-before-the-end-of that xceeds the time of concentratiofo assess model

output, seven cross-sections were defined, hengriridg the downstream propagation of the artififieod waves and

facilitating the assessment of possible attenuadioth dampening effects. For benchmarking fedelsmodelsye then
compared discharge along the cross-sections asawelln times to obtain a first indication how thifferent computational

schemes might vary (Figure 2).

4.2 Results and Discussion

Assessing the results for both 2-D and 1-D, we fivat both models simulate the same responsee toplit signal applied
(Figure 3). Due to the higher friction coefficiegntd the wider flow area, it takes the 2-D schemtitim almost the entire
simulation period to entirely convey the water voés to the downstream boundary. In the 1-D scheatath, however, all
water is already drained after around 30 per cérth® entire simulation period. The similarity afmeilated discharge
between LFP and DFM is, despite the models’ diffees in complexity and design, in line with thedfimgs made by Neal
et al. (2012b) and De Almeida and Bates (2013)thmn latter study, differences in governing equaiovere assessed
analytically for various flow regimes ranging fragab- to supercritical flow. It was concluded that &pplications with low
Froude numberskf << 0.5), such as the synthetic test case used hersignificant differences occur between models
solving the LIEs and those solving the full dynasnaf the SWEsAlseAlso, Neal et al. (2012b) showed that it appears
unnecessary to employ models solving the SWEsIéw firadually varying in time and for subcriticdbdv regimes. In
addition, the study showed that for those appliceti run times of local inertia models are shotit@n those of models
solving the full SWEs. The run times measured Ifar various synthetic test cases used here undgnigifinding as LFP
exhibits shorter run timegspeciallyin—particulafor the 2-D schematization (Table 1). To facitatomparability, we a
priori set the maximum solver time step in DFM he taverage of the time steps required by LFP. ribieworthy that the
differences in run times may not merely be attablg to varying solver complexity, but partiallysalto the programming

language and compiler used as well as to generdéhoomplexity and level of code optimization apgli

5 Test case: the Amazon River basin
5.1 Set-up

To test GLOFRIM in an actual test case as welbdsehchmark the flexible and regular grid, the feamork was applied in
the Amazon River basin with DFM and LFP being scagred as a flexible mesh and regular grid, respalgt The

methods applied to derive the hydrodynamic schemaiddin of the Amazon River basin for DFM are expdai in detail in

Hoch et al. (2017). First, a regular 2-D grid atkb® x 10 km resolution refined until a grid size2okm x 2 km was locally
obtained, based on the Height Above Nearest Drairmgorithm (HAND; Renno¢ et al. (2008)). Therebgas with low

HAND values were stronger refined than those witghér values, resulting in a finer mesh along aext o river channels.
This implies a major difference to the synthetist tease above, as we now employ a flexible meskddsof a regular grid
for DFM. As input elevation, canopy-free elevatidata at 15 arcsec spatial resolution was appliedidB et al., 2013;
O’Loughlin et al., 2016) and subsequently smoottredliminate local depressions and other residwestd vertical errors
of SRTM data (Yamazaki et al., 2012). Elevatioradats then assigned to the flexible mesh by spatilaging. For the 1-
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D channel network and bathymetmylobalriver width dataof the Global Width Database for Large Rivers (GWR-

{Yamazaki et al.(2014) was employed which was combined with the equatifsom Paiva et al. (2011) to derive
bathymetry information. For further information, wefer to the relevant papers.

To obtain a LPF schematization equivalent to th&/D¥€hematization, elevation data as well as batlrnwidth and river
depth information were processed to agree withrélg@irements of LFP. For river channel propertibs,depth and width
information stored in the vector data used for Diare rasterized, and for the elevation data theosimeal canopy-free

elevation data was upscaled to a 2 km spatial uéea) employing the nearest neighbour technicueich-equalsto match

the finest spatial resolution of the DFM schemaitra (Figure 4). From Figure 4 it is visible thaFPR contains a greater
level of detail in areas farther upstream due &ofither spatial resolution uniformly applietis-a-censegquenceConsequently
the total number of cells in LFP exceeds the nunah@-D cells in DFM by a factor 4 (Table 2). Fuetmore, only around
10 per cent of the entire schematization represkefischannels in LFP, while the channel networlD&M was based on
around 30 per cent of all DFM cells. For both DFMIA.FP, Manning’s surface roughness coefficient u@iormly set to
0.03 s m”® for channel and floodplains which is consistenthwdther case studies in the Amazon (Paiva et AlL32

Rudorff et al., 2014a, 2014b; Trigg et al., 200&mazaki et al., 2011)As downstream boundary, we imposed a constant

water level of 0 m at the river's delta. It is notethy that GLOFRIM supports the coupling of anydhlydynamic

schematization, not only those bordering at a déls also midstream applications, for instance,thi& internal

hydrodynamic_model requirements are satisfied. #aluklly, is should be mentioned that the 1-D cl@smof both

schematizations, even with the GWD-LR accountingistands and thus providing an effective width, rimi capture the

impact of both braiding and river bifurcation, whimay potentially impact model results, especiatithe river mouth. This

is, however, not due to the inability of the hydypdmic models to account for them, but merely bseailhe chosen

algorithm to derive 1-D network properties doesaitmw for it.

For the hydrological model PCR-GLOBWB, the kinernatiave approach was used for routing outside ofcthapled

domain. This is required as the hydrodynamic schieatéonsin this test casdo not cover the entire extent of the Amazon

River basin even with the kinematic wave approximation patdiytintroducing an error to the upstream boundafiow
applied Since simulated discharge from PCR for the Amazdystantially under-predicts observations, wedkgtio apply

an _optionalregionalized optimization technique facilitatingneparison between simulated and measured dischatge

(Hoch et al. (2017)As such optimization technique is optional andyadvisable for catchment studies, a global apfitina

Is not constrained therebin analogy to the hydrodynamic models, the surfacghness coefficient of PCR was uniformly
setto 0.03 s i,

Model output of both set-ups was validated agaibserved GRDC-discharge at Obidos, the most doaastistation of the
GRDC-network in the Amazon River basin (Figure B).that end, Pearson’s r, the relative mean soggaoe RMSE, and

the Kling-Gupta Efficiency KGE (Gupta et al., 20083re computed?ossible uncertainties in observed disch§@larke et

al., 2000)were thereby omitted. Besides, simulated dischame qualitatively compared at two locations furtbpstream

(Locl and Loc2)The model time covers the period from 01/1984 witt990 with the first year being used for spinedip
the coupled setting. This period had to be chosentd the limitation of available GRDC data for mbdalidation. As with
the synthetic test case, run times were comparedbel able to understand water level dynamics asillated by both
models, we compared them at three locations thmutgthe basin (Figure 4). The locations were chaash that they
represent the downstream (Loc3), midstream (Loadd, upstream dynamics in the basin (Loc5). Besidagsdation extent
was benchmarked by applying three evaluation foneti using the LFP inundation results as the beadhaataset. First,

the hit rate H was computed based on the subsegqqgeation:
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I\IDFM n NLFP
NLFP
NLer andNppw indicate thereby the number of inundated cellsiP and DFM at the same moment in time, respegtivied

H = (6)

perform consistent benchmarking, the flexible cefl©FM were resembled to the resolution of LFPeTit rate can vary
between 0, signalling that DFM and LFP have no dtated cells in common and 1, indicating that alllsce LFP are also
inundated by DFM.

In additionadditionwe determined the false alarm ratio F to atde-into-aceountconsidéalse positive alarms. The false

alarm ratio can be obtained with

F = Npew \ Niep @
Noew 0 Niep + Noey \ N

In the optimal situation, F would be 0 showing thatcells are incorrectly marked as flooded in Diiiereas a value of 1

indicates that all cells are classified as falseras.
Last, we assessed the critical success index Chwdumbines both hit rate and false alarm ratio orie parameter which
can vary between 0 in the worst and 1 in the bastario, indicating perfect match between both dation maps:
- NDFM n NLFP
NDFM D NLFP
For both set-ups, the River-Floodplain-Scheme wetsvated and flux-updating was opted for. All siemibns were

(8)

performed on a Linux environment with an Intel i790 core at 3.90 GHz and 16 GB memory.

5.2 Results and Discussion

Benchmarking discharge results against observdtiom GRDC at Obidos shows that both models behavelasly.
However, LFP tends to compute earlier peak flow vesll as earlier and lower low flow (Figure 5As—a
conseguenceTherefqrebtained coefficients of correlation are lower 6P, while the model’s skill as expressed by KGE
are higher for LFP and the RMSEs are comparablbléT2). The general deviation of simulated results to okens can

be due to a range of factors, for example the #Hckhannel bifurcations in the schematization, dlready less accurate

upstream inflow as simulated with the kinematic ei@pproximation or the general overprediction atharge by PCR-
GLOBWSAB (Hoch et al., 2017)ut have not been further explored as this wenltbed the scope of this study.

Even though the discrepancies in simulated disehéefween the two models are not remarkable, taquire further
investigation as they cannot be exhaustively erplhiwith our current process understanding. Basetie results obtained
in the synthetic test case and since the hydradddimrcing of both models is equal in terms of watelumes, spatial
distribution, and timing, we decided to evaluate impact of the following parameters: the actuakrilength and
dimension in LFP compared to DFM and the sensjtioftLFP to Manning’s surface roughness coefficiever large areas.
Since the routing scheme of LFP is based on a Bt#sywhere water can flow in southerly, northeglgsterly or westerly
direction, channel length and dimension in LPF tende-lenger-than-indiffer fromther hydrodynamic models that are not
based on such a system, for example DFM. Redumingcreasinghe unitless meandering coefficient in LFP to saater
lengthdimensionshowever, did not show any significant impact amwuated dischargéError! Reference source not
found.a). After investigating how changes in surface rowgsnvaluesn LEP mayaffect-discharge-estimatesfrom-LFPclose

the gap to DEMwe indeed foundifferent a more pronouncedsponss-te-variations-in-surface-roughness-than-DEMityet
cannot satisfactorily explain the difference in siated discharge eitheEfror! Reference source not foundb). ¥et—wae

know-fromSince irthe synthetic exampl&at both models can produeamitar near-identicalesultswhen ifusing the same
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friction coefficient and since- becausthe flow regime in the Amazon basin can be desdriae sub-critical, different
sensitivity to surface roughness over large areashuis alsobe disregarded as cause for discharge discrepam@eshe
remaining gap in simulated discharge, we can atghint only make assumptions about the causeitff®ssasons include
differences in internal processing of 1-D chanrahipmetry, channel-floodplain interaction, and inplevation assignment
due to the differengridding-approachesappliedgrid schematizatiorssftéxible mesh and reqular grid, respectively

For a further first-order assessment of a possibleact of spatial resolution, we compared simuladéstharge at two

stations further upstream, Locl and Loc2 (Figure Rigsults indeed suggest that the differences stregm spatial

resolution result in different flood wave propagati (Figure 6c¢): with covered flow distance, peascharge of LFP is

increasingly delayed compared with DFEM, presumahlg to the larger floodplain cells in DFM. Besidé® timing of the

rising and falling limb, respectively, is affectedigher simulated discharge by LFP than DFM at Lalles not only

indicate that the impact of cell resolution isueed with downstream distance and additional taibe$ contributing to the

flood wave, but that especially discharge compaietiin upstream areas can be easily affected &s tthe discrepancy in

cell size is largest there.

Assessing differences in simulated water level dyioa at the observation locations, we cannot fing particularly

prevailing difference between the models’ respdndeydrological forcing Error! Reference source not foundkigure-4.

In generalgeneralve observe that modelled water levels are compmrgbt with locally differing patterns. While dtet
most upstream statiobee3-Loc5 DFM simulates lower water levels than LFP, thiopposite at the most downstream
stationkeelloc3 and attec2 Loc4both models provide comparable results. Besidderdifices in actual water levels, both
models show a comparable response to model ingtitLlyP tends to yield earlier peak water levelsxtRdM which
concurs with the discharge dynamics observable. rEason for differences in simulated water levedsweell as their
dynamics could not be fully attributed to one sfieciause. For example, the more pronounced diffadén water levels at
Locl maysimphrbe a local effectlue to spatial feedback dynamics between neighbguells of an observation station
(Hardy et al., 1999d-may; mape related to slight differences in model scheratitn at the downstream boundary or to
backwater effects in the delta regicaféectingresults-differentlyas a result of diffeténfluence of the downstream water

level boundary Furthermore, discrepancies are likely to be eelato differences in surface elevation simulatedhat

observation stations due to the differences indjnigl between DFM and LFPhdeed-Aasessing the local properties of the
observation stations revealed that the surfaceatt®vin DFM is higher than in LFPTable 4)—-and-due-to-theflexible

meshing—cell-size-can-vary-greathytoo-(Figureldst, results indicate that-@fferences incel-sizegriddingand therefore
cell sizegriddingmay thusalsehave locally impacted the overall water levadswelltoo since the above-discussed discharge

simulations in upstream areas exhibited clear dievis between both models (Figure .6¢)

Regarding the run times of the two coupled set-ugs,find that it takes LFP around six hours to datesthe entire
simulation period of seven years, that is modektiplus spin-up, while performing the same simutatidth DFM takes
around seven hours (Table 3). The difference intimes is less pronounced than for the syntheitdase, which can be
related to the lower number of cells in DFM complate LFP due to use of a flexible mesh. In addjtianmore
computationally expensive interaction between 1fAd 2@-D domain in DFM could also affect run times BFM is in
general a multi-purpose tool whose applicationds Imited to inundation modelling, it is not unegied that it may be
slightly slower than programmes specifically ta@idrfor efficient large-scale inundation modellingls as LFP.

We find that inundation extents obtained at the ehthe simulation runs with DFM and LFP are conaiide, yet far from
identical (Figure 7). Due to the larger inundatetent of DFM, a hit rate of 0.85 is obtained, aaling that 85 % of extent
as simulated by LFP is also simulated by DFM. Eglgcdifferences in inundated extent in upstreamsaa and along small

reaches can explain the obtained false alarm cdti@50 (Table 5). These differences are also mesipte for the critical
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success index of 0.46 corroborating that in bis lsan half of the cells inundation extent is simtedi by both models. A
model agreement of 46 % is slightly higher than38é&4 - 40 % found by Trigg et al. (2016) for a benchmarkitgdy of
global flood hazard models. This fact suggests that the choice of numerical scheme amtkinschematization alone can
greatly impact upon inundation, confirming thatfeliences in model forcing and boundary conditions\dt act alone as a
cause of modelled inundation difference, which dchdve been the case in the results obtained lgg Etial. (2016) .

A main cause for the differences observed for megforther upstream is that DFM tends to computgelaflood extent than
LFP: with DFM having larger cells in upstream aredag to the flexible meshing, a larger 2-D aremssantly marked as
inundated for DFM once overbank flow occurs. Thussl of level of detail in DFM is the concessionb® made for a
reduced number of grid cells and hempeeentially faster computations in the 2-D domain. For more mmkiveam regions,
differences in inundation extent are primarily grsat small river channels while floodplain inutida is comparable.
This, however, can to some extent be attributedifferences in how the 1-D domain is implementedhi@ models, with
DFM using grid-size independent vectors and LFRaugirids at the overall spatial resolution of tbbematization. Given
the overall larger inundation extent simulated bgM) the above-discussed deviations in simulatedhdige and in
particular the more pronounced wave attenuatioDBM may be explained as return flows from the flplach to the

channel seem to be faster in LFP than in DFM.

6 Conclusion and recommendations

In this study, we presented GLOFRIM, a GLObally laggble computational FRamework for Integrated loyolgical-
hydrodynamic Modelling. In its current version, provides an environment to one-directionally coupihe global
hydrological model PCR-GLOBWB (PCR) with two hydyoméimic models: Delft3D Flexible Mesh (DFM) solvittge full
shallow-water equations, and LISLFOOD-FP (LFP) swyvthe local inertia equations. By linking hydrglo to
hydrodynamics, it is possible to take advantagethef strengths of both while at the same time corsaémy their
weaknesses.

We define five main assets of GLOFRIM: (i) it isespy accessible and hence can be directly appdigdpted to specific
purposes, and extended with other models; (ii) mpleying a global hydrological model to obtain mbdercing, the
framework can easily be applied globally; (iii) dets to be coupled may be selected depending amnldlcal performance
and thus more relevant processes can be captuv@dhé spatially explicit coupling scheme can béeaded to a full
feedback-loop between hydrology and hydrodynami@g; thorough benchmarking and ensemble modelling of
hydrodynamic models is supported by providing iaehthydrological forcing for experiments.

GLOFRIM at present provides a rangepafssibleoptions for model coupling. Users can choose beatveseipling PCR to
either the 1-D or 2-D domain, can specify whetherupdate hydrodynamics through states or fluxes, @m run
hydrodynamic models in botlon-Cartesiarspherical and projected coordinate systems. lersegcally written and does
not require any a priori knowledge of the codelbsrgortant settings are specified in a separatérgs-file.

Besides PCR as well as DFM and LFP, thereasareimber-ofmanyther global hydrological and hydrodynamic models
available which have their individual advantages.the framework is freely and openly available diésign can easily be

extended and adapted to cater the coupling of otharological or hydrodynamic models, merely reimgr the

implementation of the BMI into each model to be edidEventually, adding a 1-D continental hydrodynamictsas CaMa-

Flood(Yamazaki et al., 2012yould allow for replacing the kinematic wave appneation of PCR to provide more accurate

upstream boundary inflow to the domain with explligh-resolution 2-D floodplain computations—FBmpoying a Basic

Model Interface BMI) does not change the model functionality whilehatdame time providing a range of added functions.
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Furthermore, not all model variables need to beoseg, only those to reproduce model geometry,ndjisitsh between 1-D
and 2-D cells, and-variableto-be updatel model statesWe therefore recommend considering this optiarfdture model
developments and will also aim to incorporate othedels ourselves. To our knowledge, spatially iekpodel coupling
at global scale by means of such a framework isagguiented. Consequently, user experiences armhtetsarnt are still
sparse and any initiatives regarding framework resiten are therefore kindly received by the authassyell as feedback
and experiences made. We also recommend the testidgapplication of it in other study areas andeundifferent
boundary conditions to further evaluate the codecgss flow, and applicability.

Before applying GLOFRIM in an actual test case,p@gformed a simple synthetic test case to obtdirstaorder insight in
how both models may differ regarding their compota! complexity. Thereby both the 1-D and 2-D domaere forced
by a synthetic inflow signal and simulated discleamgas evaluated along the flow path. Results shat hoth models
produce the same response to the signal despitdiffeeence in solver complexity. The results obéal are in line with
previous studies showing that for sub-critical fleegimes discharge results should be similar (DeeMla and Bates, 2013;
Neal et al., 2012b).

Both hydrodynamic models were then applied withibhQERIM for the Amazon River basiand evaluated regarding

simulated discharge, water levels, run time, amthdlation extent, also constituting a first comparisf large-scale flexible
mesh and regular grid applications. Assessing sitedl dischargéo+the-test-case-in-the-Amazon-River-bashiows that

both models exhibit comparable results with LFRIieg to compute earlier and slightly increased pdiskharge estimates.
As thorough testing giessible-causesplausible caudiEsnot show significant improvements, we speeuthat differences
in processing of 1-D channel bathymetry, interactietween 1-D channels and 2-D floodplains or assént ofinput

surface elevation data to the different grids nmapact discharge resultShe latter is supported by discharge observations

made in farther upstream areas where differencegids are largestA more in-depth analysis of these differences was,

however, outside the scope of this study and tieesis to be performed in a follow-up study. As thaegal overprediction
of observed discharge at Obidos can partly bebated to the absence of hydrological processeaumdated floodplains, it
is envisaged to extend the current code such thatso caters for a full feedback loop between bgiginamics and
hydrology.

Water levels simulated by both models differ logajlet only slightly. These discrepancies betweett bmodels are most
likely due different grid schematizations in DFMdabFP, which results in locally differing elevatimalues and cell areas
and thus influences simulated water levels. Dudlifterences in model structurend design downstream boundary
conditions had to be implemented slightly differgnpossibly also impacting water level resultsparticular for more
downstream stations. As it was the aim of this papentroduce the computational framework appliadnore elaborated
evaluation of causes for water level deviatiorfsiigre work.

A key parameter for large-scale modelling is runeti In the current study, the schematization of IcBRtains more than
four times the number of 2-D cells than DFM white number of 1-D cells is 40 per cent higher in &8RN DFM. Despite
the greater number of cells, LFP has a slightlyrtelnagun time. This is in line with the results aioked in the synthetic test
case, yet the relative difference is reduced dubeaapplication of flexible meshes for the 2-D ddmand the nature of the
coupling algorithm applied: because water was aaigirectly into the 1-D channels, flow over th® 2Zlomain was limited
and, as a result, so was the impact of differemte®mputational efficiency of the models. Diffeceis in run times may
also be related to more fundamental factors, sgcth@ degree of code optimization applied. Addaibn DFM was, in
contrast to LFP, not explicitly developed for eifict inundation modelling, but as a multi-purposel includinga—+umber

ofseveral additional physical processes, such as the patertt simulate 3-D flow, estuarine processes or
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hydrogeomorphologic dynamics, which could also Itesu longer run times. To better understand causfesun time
discrepancies, further model development, testind,evaluation is therefore recommended.

To benchmark LFP and DFM in terms of simulated @ation extent in the Amazon River basin, the hié fid, the false
alarm ratio F, and the critical success index Cewdetermined. In general, both models agree abmuiftan as they
disagree C=0-46.indicating that both DFM and LFP predict simulatiertent for around half of all cells. This level of
agreement is slightly higher than the one obtalmgdrigg et al., (2016) and is a strong indicatibat the model geometry
and numerical scheme play a similarly strong rolénfluencing model accuracy as the boundary c@mbtand model
forcing applied in global flood hazard models. Mwrer, a higher value could not be obtained duehéimpact of the
flexible mesh, especially for upstream areas wiidf&1 runs at cells that are a factor 25 larger thmhFP. While such
large cells contribute strongly to shorter run tnhey may also have implications for detailedddazard estimates which
can be strongly hampered. In case of employingxslfle meshmeshit seems as if an a priori decision has to be made
where and to which extent such models are suppospvide fine-scale results or whether computeti@fficiency is the
main aim — both at the same time does not seera fedsible from our results. We hence recommerh¢ethe application

of flexible meshes folarge-scalaiverine inundation modelling in more detail to aiot a better understanding of the trade-

off to be made between grid refinement aadted-run-timemodel accura®Besides;further-benchmarking-ofthe-impact of

exible_meshes on-mod 7 with-respecetolarorid ecommended

With the presented computational framework GLOFRIMI the satisfactory results obtained, we trustaee contributed
to the current development of model coupling andgration, and to have provided an openly accessial that facilitates
more accurate large-scale flood hazard estimates. Wpe that, eventually, the integration of hydgatal and
hydrodynamic models will lead to improved floodkrigssessments and planning of climate change inmpiicfation and

adaption measures.
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Figure 1: Flow diagram of steps executed in GLOFRIMas well as model currently available within the famewok all steps in
italic are taken-by-usingexecuted by employinghe Basic Model Interface (BMI)

26



Downstream
CRS07 Boundary

CRS06

CRSO5———

CRS04 —— Lﬂgmd
STC 2-D DEM [m]

CRS03—— - 0
0.5
CRS02—— 1
1.5
2
CRSOI—‘— - 2.5
Upstream

Boundary

Figure 2: DEM of the 2-D synthetic test case for LFRind DFM.

27



10

Synthetic Test Case

— 100

K

g 75¢

g

S 0

&

g 25¢

=

2

= 0
0

nfl)

3

S

=

(o4

o

g

=

2

2

400 600 800 1000

simulation time steps

Figure 3: Simulated discharge of (a) 2-D and (b) D synthetic test case

1-D Channels
— Amazon River basin
2-D Elevation [m]

Figure 4: Digital Elevation quel as well as 1-D chanel network as used in LFP (a) and DFM (right); disharge was
benchmarked and validated at Obidos while water lesis were compared at three locations throughout thdomain

28



300 Comparison Simulated vs. Observed Discharge

250

—

= 200}

1

150t

discharge Q [10°m?®s

50

— DFM — LFP — OBS

1989 1990 1991

Figure 5: Observed discharge from the Global Dischrge Data Centre (GRDC) as well as simulated dischge from both DFM and
LFP at Obidos

1983 1986 1987 1988

29



10

1983 1986 1987 1988 1989 1990 1991
| — 97 — 08 — 08 — L1 =— i2 13 — default --- DFM

1983 1986 1987 1988 1989 1990 1991
| — 1d 0.05— 1d 0.07— 1d 0.09— 2d 0.05— 2d 007 2d 0.09— default--- DFM

300

1983 1986 1987 1988 1989 1990 1991
’ — LFPLocl — LFP Loc2 — LFP Obidos --- DFM Locl --- DFM Loc2 --- DFM Obidos

50

water level [m]
[\ e]
(9]

183 1986 1987 1988 1989 1990 1991
| — DFM Loc3 — DFMLoc4 — DFM Loc5 LFP Loc3 LFP Loc4 - LFP Loc5

Figure 6: Results of sensitivity analysis of (a) #1 meandering coefficient and (b) both 1-D and 2-Dusface roughness coefficients in
LFP. Since the D4 system in LFP can both decrease ardcrease effective river dimension, the dimensioaks meandering
coefficient was not only reduced from default (1.0¥o 0.09, 0.08, and 0.07, but also increased to 1112, and 1.3. As default
Manning’s surface roughness is already low (0.03 ®/3), coefficients were increased to 0.05, 0.07, andd9;(c) Comparison of
simulated discharge across basin to assess impadt spatial resolution on simulated discharge; to theaend two additional

observations upstream of Obidos were introduced, Ldc(most upstream) and Loc2 (intermediate upstream)(d) Comparison of
simulated water depth at three different locationgLoc3, Loc4, and Loc5) randomly picked within the domén
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Figure 7: Benchmarking simulated inundation extentoy DFM and LFP.
Table 1: Run times of different set-ups in synthetitest case
2-D 1-D
DFM 19.5 min 5.5 min
LFP 2.1 min 2.6 min

Table 2: Overview of key properties of hydrodynamicschematizations coupled to PCR-GLOBWSB in this study

2-D cells 1-D cells Smallest cell size Largest ksize
DFM 41,207 12,185 2x2km 10 x 10 km
LFP 174,982 17,119 2x2km 2x2km

Table 3: Results of Pearson’s coefficient r, root na square error RMSE, and Kling-Gupta-Efficiency KGE dbtained to

benchmark discharge as well as run times of coupledins

r

RMSE

KGE

Run time
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DFM 0.92 25,289 rh 0.76 7h

LFP 0.89 22,291 rh 0.82 6h

Table 4: Local properties of water level observatiorstations; input elevation refers to values obtainedfter hydraulic conditioning
of canopy-free SRTM elevation data at 15 arcsec spal resolution

Loc3 Loc4 Loc5
Input elevation 4.0 7.0 44.5
Model elevation LFP -0.2 24 374
Model elevation DFM 0.5 4.9 42.5
Cell area LFP ~4 x 16
Cell area DFM 7,7x 16 7,7x 106 30,9 x 16

Table 5: Resulting benchmarking indicators for inundation extent

H F C

LFP / DFM 0.85 0.50 0.46
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