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Abstract. This paper describes the next generation ocean forecastlrfardthe European North West Shelf, which will
become the basis of operational forecasts in 2018. This gsi@rm will provide a step change in resolution, and theeetur
ability to represent small scale processes. The new modeh masolution of 1.5km, compared with a grid spacing of 7km
in the current operational system. AMM15 (Atlantic Margiroliel, 1.5km) is introduced as a new regional configuration of
NEMO v3.6. Here we describe the technical details behirgldbnfiguration, with modifications appropriate for the neghh
resolution domain. Results from a 30 year non-assimilative using the AMM15 domain, demonstrate the ability of this
model to represent the mean state and variability of theregi

Overall, there is an improvement in the representation@htiean state across the region, suggesting similar imprewesm
may be seen in the future operational system. However, thection in seasonal bias is greater off-shelf than on-shwelf
the North Sea, biases are largely unchanged. Since thereeleaisno change to the vertical resolution or parametesisati
schemes, performance improvements are not expected ongegrhere stratification is dominated by vertical procegsdiser
than advection. This highlights the fact that increasedzbotal resolution will not lead to domain-wide improvener-urther
work is needed to target bias reduction across the North Bkl region.

1 Introduction

The Met Office runs an operational ocean forecast for the fi@ao North West Shelf (NWS). This system is developed by
both the Met Office and National Oceanography Centre, thrdbg Joint Weather and Climate Research Programme. The
current operational capabilities for the NWS are at a reégniwof 7km (O’'Dea et al., 2017). While this configuration lde

to reproduce the large-scale circulation across the shd#ils to resolve a host of dynamical features, such as st=de
eddies, frontal jets, internal tides, and tidally rectifiexhsport (e.g., Holt et al., 2017). All of these featurekena substantial
contribution to the fine scale currents and material distiim throughout the shelf seas. For example, mesoscalesdan
have a radiusc 10km on mid-latitude continental shelves, and are crucialangporting heat, freshwater and nutrients in the
region (e.g., Badin et al., 2009). To simulate these prasissnumerical models, we therefore require higher resoiut
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Across the NWS, the majority of previous high resolutiordss (< 2km grid spacing) have been limited to shelf regions
(e.g., Holt and Proctor, 2008). These studies have showimibact of resolution, for example resolving buoyancy-enicur-
rents along tidal mixing fronts (Holt and Proctor, 2008)damoss-front transfer through baroclinic instabiliti@adin et al.,
2009). However, using a purely on-shelf domain, these studéglect the potential influence of shelf-break dynamics.

A recent study by Guihou et al. (2017) has demonstrated tenpal impact of increased resolution across the NWS,
using a domain that extends t020°W, comparable to the existing forecast system (O’Dea ef@ll,7). With a resolution
of ~ 1.8km, internal waves are generated along the shelf break, h&sviocally around bathymetric features on the shelf,
such as sea mounts. Resolving such features has significpatis on vertical mixing and stratification across thefshad
therefore they need to be represented to make accurate foceaasts across the region.

The next generation ocean forecast model for the Europea8 EWhtroduced here, with the intention that it will become
operational in 2018. The new configuration has a resolutfch®km throughout the NWS domain. This will allow a step-
change in our simulations, with the aim of improved représston of spatial and temporal variability. This configuoatwill
typically be used to produce forecasts on time scales ofdtouveeks. Surface products are made available on hounybto s
hourly timescales (e.g. temperature, salinity, velocitd aurface height), with full-depth products also avagabh hourly,
daily and monthly timescales. The full operational systeithinclude data analysis. This system may also then be used t
produce decadal reanalysis products, similar to that preditor the existing operational domain (O’Dea et al., 2017)

Before the inclusion of data analysis, it is important to emrstiand any underlying biases in the free-running modehgl
with potential model drift. Here we present a 30 year norraigative run, using the new high resolution domain. Thisdo
simulation demonstrates the ability of this model to repnéshe mean state and variability of the region. The exdstiper-
ational system has known biases, outlined in O’'Dea et all{20Ne compare the results from this new simulation with the
performance of the current system, to illustrate wherestiwlikely to be the greatestimprovements. Hereafter, dve h5km
domain will be referred to as AMM15 (Atlantic Margin Model,5km resolution). The existing operational model will be
referred to as AMM7 (7 km resolution).

2 Model Development
2.1 Core Model Description

AMML15 is a regional configuration of NEMO (Nucleus for Eur@peModels of the Ocean), at version 3.6 stable (Madec,
2016). Compared with the current operational system (AMMTs configuration has a new domain, at higher resolution
(Figure 1). However, aside from the horizontal grid, AMMItases many features with the previous configuration, which
has been described in O’'Dea et al. (2012, 2017). Here weneuslbme of the key components and parameterizations. The
horizontal resolution is sufficient for resolving the intaFRossby radius on the shelf, which is of order 4 km (Holt Brattor,
2008). As such, only a minimal amount of eddy viscosity isleggpin the lateral diffusion scheme, to ensure model stgbil
For momentum and tracers, bi-laplacian viscosities ardiegbpn model levels, using coefficients 6fx 107m*s~! and
1 x 10°m*s~!, respectively.
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Tides are the dominant source of variability across the ritgjof the North West Shelf. A non linear free surface is #fere
implemented using the variable volume layer (Levier et281Q7). Time splitting is included, with a barotropic timegtthosen
automatically to satisfy a maximum Courant number of 0.8.aHzaroclinic time step of 60 seconds there are then 17 loguiotr
time steps for each baroclinic.

The vertical coordinate system is based onsa—oc approach, as described in Siddorn and Furner (2013). Tatlsing
function used here allows for more uniform surface heat 8la@oss the domain, with the thickness of the surface adth se
1 m. With terrain-following coordinates, large slopes betwadjacent grid cells can lead to pressure gradient efforeduce
such errors, vertical cells can be masked over slopes whitdeel a specified valug,,... (wWherer = (h; —h;y1)/(hi+hit1),
andh; ;1 are adjacent bathymetry points). Terrain following conades are fitted to a smoothed envelope bathymetry, with
the level of smoothing based on the chosgp,. value. In regions where the smoothed model levels becomeeddéean the
input bathymetry, these levels are then masked./Thg value was here chosen to be 0.1. This is a lower value thaninsed
previous configurations. However, with increased resoiytihe model bathymetry is rougher, resolving steeperignésland
canyons along the shelf-break. This value was then chosemsiare stability in the configuration, without the need t@sth
the input bathymetry.

For AMM15, there is no increase in the vertical resolutiasing 51 vertical levels. The vertical parameterizationsSitM15
then remain similar to the current operational system. TéedBic Length Scale scheme is used to calculate turbulscosi-
ties and diffusivities (Umlauf and Burchard, 2003). Suefacave mixing is parameterized by Craig and Banner (1994). A
minimum surface roughness is specified as 0.02m. Dissipatigler stable stratification is limited using the Galpeirnnit|
(Galperin et al., 1988) of 0.267 (Holt and Umlauf, 2008). Bat friction is controlled through a log layer with a nondar
drag coefficient set at 0.0025.

2.2 Domain and Bathymetry

The domain for AMM15 has a smaller area than the current dipaie domain (Figure 1). This is due to the computational
demands of higher resolution, considering both ocean-ashyell as future coupled simulations. The model domainnelge
from approximatelyd5°N to 63°N, with a uniform grid spacing o/~ 1.5km in both the zonal and meridional direction.
Compared to AMM7, the number of wet cells has increased byctoifaf ~ 15. While the operational run time is still
uncertain (pending future developments), the physics 8IM115 configuration requires approximately 400 node howes p
day, compared to 20 node hours per day for AMMY. The storagtsdwve also increased (by a factorot 1 for standard
daily output files).

The domain boundaries were chosen carefully, to ensurétéaivould not limit representation of major current pathigya
whilst also ensuring that the grid would be compatible withigled simulations (e.g. considering location of mountairmges
and the Mediterranean within the domain used for ocean-giirere coupling) (Lewis et al., 2017). This chosen common
domain is now also in use at the Met Office for uncoupled opmrat UK weather forecasts (extending the existing openaiii
domain, e.g., Tang et al. (2013)). To the south, the AMM151atauy was chosen far enough north of the Spanish coast, tso tha
the shelf-break transport could flow into the domain perpandrly through the relaxation zone (rather than parabethe
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Figure 1. Map illustrating the location and bathymetry of the modeingin (indicated by the shaded region). Shading shows batrym
from EMODnet [m] (note logarithmic scale). Red line illusties the extent of the current operational domain, AMM7 (7r&solution).

boundary), while considering placement in relation to the@le Estuary. The northern boundary is placed suffigrerdtth

of the Faroe Islands, to allow transport around the islabdisfar enough south to not be concerned with the represemtit
overflows or transport around Iceland. The representati@verflows is a longstanding known problem in lower resalnti
global models (e.g., Beckmann and Ddscher, 1997; Robedt$\aod, 1997). Given that lower resolution data (O¢)y4will

be used as boundary conditions for this regional model, &digisable to avoid the overflow region with the domain. To
the west, the model extends far enough into the Atlantic mnabff-shelf dynamics to develop away from the shelf-break
reducing potential impacts of boundary conditions on shetfak exchange. To the east, the boundary remains in thig,Bal
similar to previous versions. However, since the increassalution allows for potentially improved representatid heat and
freshwater transport through Danish Straits, the bounidargw placed at- 12°E, in the Arkona Basin, rather than within the
Kattegat, north of the Danish Straits.

The bathymetry chosen for AMM15 is EMODnet (EMODnet Porg&gptember 2015 release). This product was the best
available at the time, combining all observations from tegion. With increased resolution, increased detail can bhew
represented in the model’s bathymetry. For numerical ngdeeé limitation is that the EMODnet product is referenced t
lowest astronomical tide (LAT), whereas the model requigbymetry referenced to mean sea level (MSL). In the deeproc
this is less of a concern, since the range of the tide is nbtgigompared with the depth of the ocean. However, thigdiffice
is crucial when considering the depth along shallow coastabns where there are large tidal ranges. To apply an tmaku
from LAT to MSL, we have used an estimate of the LAT from a 19ry@mulation of the CS3X tidal model (Batstone et al.,
2013). For each point, the lowest tidal depth has then beéadaid the original EMODnet depth.
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EMODnet data is provided with a land sea mask based on OpmiSlap (2014), which has here been interpolated onto
the AMM15 grid. EMODnet data is originally obtained at a héghesolution than AMM15. For grid cells of partial land/sea
they were originally set as land if the EMODnet land mask cegte- 50% of the target grid cell. Following this interpolation,
the mask was assessed manually to check the representhtiarraw channels, estuaries or small islands. This siraurat
does not include wetting and drying, so the land sea masked,fend a minimum depth is specified for the input bathymetry.
Taking into account the large tidal ranges in the Bristol @ted and Gulf of St. Malo, this minimum depth is specified @m.
While the tidal range may be smaller in other regions, thimdim-wide minimum depth was chosen for simplicity, as well
as consistency with previous configurations. Wetting aryihdris not available within NEMO vn3.6, however it is curtign
under development for NEMO vn4.0. This capability will thema priority for future development of AMM15.

2.3 Forcing and Initialisation

The simulation discussed here covers 30 years, startin@86.1This is a free running simulation, with no data assitiofa
During this time, the regional model is forced with laterakan boundary conditions, surface atmospheric forciagg runoff
and tidal forcing.

All lateral boundary conditions except the eastern bounbave been taken from a series of global ocean simulatians, ¢
ried out with the ORCAO025 configuration at the Met Office. F88%-1989, the boundaries used here come from a free running
global ocean hindcast (Megann et al., 2014). This same atioalprovided the initial temperature and salinity coiwahis for
the AMM15 hindcast, with the model initialised from rest ot dJanuary 1985. For 1990 onwards, the boundary conditions are
taken from the Global Seasonal Forecast System (GLOSEAgiore5 (MacLachlan et al., 2015; Jackson et al., 2016), wvhic
includes assimilation of both satellite and in situ obsgoves, where available. Analysis of AMM15 will thereforecias on
the period of GLOSEA forcing, allowing a 5 year spinup penmtbr to this date. For the eastern boundary, conditiong hav
been taken from a regional Baltic simulation (Grawe et &115). This alternative data set was chosen due to the iremleas
resolution {/60°, as opposed td/4° in the ORCA025/GLOSEA data), in order to resolve flow throtigé Arkona Basin
(~ 12°E).

For operational purposes, alternative boundary conditiaifi be used for both the Baltic and Atlantic boundaries: the
Atlantic, these will be derived initially from &/12° configuration of the North Atlantic (NATL12). For the Baltiboundary
forcing will be provided from operational forecast proctiavailable through the Copernicus Marine Environmentahitbo-
ing Service. However, neither of these data sets are alaiteler a sufficient time period be used for this long hindcast

From each of the chosen data sets, the model boundary wasdfarith 3D temperature and salinity fields, barotropic
velocities, and sea surface height (SSH). For SSH, the bétatta fields were corrected to remove drift from the freening
1985-1989 simulation, and then ensure that there was no hetyeen this and the following data sets. Following the same
method outlined in O’'Dea et al. (2017), an offset was alsdiagpo the global data to ensure that the mean SSH over this
domain was approximately zero. For the Baltic boundaryffardint offset was applied to ensure that the mean SSH attress
boundary matched what would have been present in the GLOSEM. This maintains the variability present in the Balti
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data, but avoids any SSH difference relative to the othentaties that might result in anomalous transport into odtie
eastern boundary.

Tidal potential is calculated across the domain for 12 gturestts. In addition to this, tidal forcing is applied aloihg lateral
boundaries. Forcing has been applied using the Topex Rwseidssover solution (Egbert and Erofeeva, 2002), TPXO7.2
Atlantic Ocean 2011-ATLAS. For each of the 12 constitueantsplitude and phase (surface height and velocity) was rodxdai
at a resolution ot /12°.

River runoff is based predominantly on a daily climatolodgauge data, averaged for 1980-2014. UK data was processed
from raw data provided by the Environment Agency, the SslotEinvironment Protection Agency, the Rivers Agency (North
ern Ireland) and the National River Flow Archive (gauge dagaie provided by pers. comm from Dr. S. M. van Leeuwen,
CEFAS, Lowestoft, UK). For major rivers that were missingrrthis data set (e.g. along the French and Norwegian coast),
data has been provided from an earlier climatology (Yourdytolt, 2007; Vorosmarty et al., 1998). For each river point,
daily freshwater flux is specified with the depth dependertheraverage ratio of runoff to tidal range (based on estuasy ¢
sifications discussed in Cameron and Pritchard (1963)).riheff temperature is assumed to match the local SST, with no
temperature data included in the climatology.

Atmospheric forcing is taken from the European Centre fodMm-Range Weather Forecasts (ECMWF) atmospheric
reanalysis product, ERA-Interim (Dee et al., 2011). This aapectral resolution of T255-(79km).The operational system
will make use of the higher resolution ECMWF Numerical WeatRrediction model((125° resolution). Forcing is applied
using the CORE bulk forcing algorithm (Large and Yeager,906r the full 30 years of the simulation. All variables are
applied at 3-hourly intervals. Light attenuation is sethe standard NEMO tri-band scheme (RGB), assuming a constant
chlorophyll concentration of 0.05mgd (Lengaigne et al., 2007).

2.4 Summary of differences between AMM7 and AMM15 simulatios

For comparison with the existing operational configura{idM?7), the results from this long hindcast are comparedhlite
AMM?7 hindcast discussed in O’'Dea et al. (2017). While thestarction of these NEMO configurations is similar, there are
some differences between the chosen model parameters anddrg conditions. The key differences are outlined here.

The AMMY hindcast spans 1981-2012, with boundary conditioom both ORCA025 and GLOSEA. The simulations used
to initialise and force AMMY7 differ to those used for AMM15 sAwvith AMM15, the period prior to 1990 has been forced
with a free-running simulation, which also provided thdialiconditions for January 1981. However, the period of GEA
forcing (post-1990) should be relatively similar, givemthlata assimilation has been included in the boundary tondi
Analysis of model climatology will then focus on a common 2y period in both simulations, 1991-2010.

With 7km resolution, no attempt was made to model the Danish Straéite Baltic boundary was placed north of the
Straits, with temperature and salinity relaxed to climagg! during the CO5 hindcast. No barotropic forcing was agupht
this boundary.

In addition to the differing horizontal resolution and sphtoverage between the AMM15 and AMM7 domains as seen in
Fig. 1, the source bathymetry for AMM?7 is derived from the imgoarser North-West Shelf Operational Oceanographic Sys-
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tem (NOQOS) dataset. Not only are fine scale features missimg the NOOS bathymetry, but there are significant diffeesnc
in mean depth in some on shelf regions of the North Sea.

The fresh water riverine input also differs. Instead of thmatology used in AMM15, in AMMY the rivers were based
upon the European version of the hydrological model HYdymal Predictions for the Environment (E-HYPE, version)2.1
(Donnelly et al., 2015). Use of this data allows for potdrtiterannual variability in fresh water fluxes, howeverstevater
biases in areas such as the German Bight in AMM7 have beébutd to large riverine flux from E-HYPE (O’Dea et al.,
2017). The mean total freshwater input from E-HYPE v2.1 veamfl to be~ 18% larger than the climatology. This forcing
data was then not chosen for AMM15.

The source of the tidal forcing also differs. AMM7 uses tittakcing derived from a model of the North Atlantic (Flather,
1981) in contrast to TPXO7.2 data utilized in AMM15.

3 Model Comparison and Validation
3.1 Tidal harmonics

A large proportion of the model performance across the slaglbe determined by tides. Figure 2 shows the co-tidal plbio
M2 constituent for both AMM15 and AMMY7. Both models show aywsmilar pattern, with good agreement in terms of the
location of amphidromes across the shelf. There is a sligfttia the position of the amphidrome off the northern Irisbast,
towards Scotland. In the English Channel, there is alsogatséihift to the west of the Isle of Wight. At both these looas,
this coincides with reduced errors in amplitude and phageivi15.

The mean bias and route-mean-square error (RMSE) of majstiteents, compared with available tide gauge obsenatio
(from NOC Marine Data Products and BODC), is presented iheTabFor the phase of each constituent, the RMSE is reduced
in AMM15. The mean bias is reduced for 4 out of the 7 constitsgehown. AMM15 amplitudes show less improvement. The
RMSE for most constituents is of the same order in both cordiguns, with the exception of M4. However, both M2 and
M4 show an increased mean bias in AMM15, compared to obsensgtA summary of errors in the semi-major axis of tidal
currents is also presented in Table 1 (analysis follows #meesmethod used in Guihou et al. (2017)). Again, the RMSE and
bias are found to be of a similar magnitude in the two confitjoing, but with a slight increase in both M2 and M4. For M2,
positive anomalies in surface height can be seen in paatieldng the east coast of the UK, and on the west coast of &agla
in the Irish Sea (Figure 2c,d). The increased mean bias caaty accounted for by the fact that errors are more uniform
across the domain. For AMM7, while the RMSE has a similar ntage to AMM15, compensating errors in both amplitude
and phase are found around the UK, reducing the apparentpigsn

While the overall performance of AMM7 and AMM15 are simildaple 1), anomalies vary across the domain, showing
regional improvements. For example, there is particulgrowement in the English Channel in AMM15 for both amplitude
and phase (figure 2c-f). The amplitude of M2 also has redunedseoff the west coast of Scotland, particularly aroural th
Kintyre Peninsula. There is a considerable difference értsolution of the coastline between these configuratishigh
will have a large impact in these regions.
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Figure 2. Top panels show M2 Co-tidal plots for AMM15 (a) and AMM7 (bh&ling shows M2 amplitude [m]; dashed contours show the
phase [deg]. Lower panels show errors in amplitude (c-d)pnase (e-f) for the M2 constituent of the two configuratiomedel - observa-
tions). Observations are tide gauges data from Nationah@ugraphy Centre (NOC) Marine Data Products and the Bi@isbanographic
Data Centre (BODC). The number of valid observations (Nhimws for each constituent comparison, depending on the-daadmask
represented in each model configuration. .

One factor which must be taken into account is that the moplelies a minimum depth of0m, due to the absence of
wetting and drying. The same minimum depth is applied hene pievious configurations. The speed at which the tide tsave
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Table 1.Mean bias and RMS error (model minus observations) for dog#iand phase of major tidal constituents, as well as the sejor
access of tidal currents. Observations are tide gaugedrdatdNational Oceanography Centre (NOC) Marine Data Prtdaied the British
Oceanographic Data Centre (BODC). Tidal current analysts the same data and method outlined in Guihou et al. (20&&)aumber of
valid observations (N) is shown for each constituent cospar depending on the observed variable and land-sea rpstsented in each

model configuration.

Amplitude [cm] Phase [deg] Current [cm¥]
Constituent RMSE  Bias RMSE Bias N RMSE Bias N
AMM15
M2 12.641 6.277 10.865 -3.664 496 10.307 5.368 116
S2 5.042 2515 12.243 -4.108 495 3.586 1.908 116
K1 1.820 0.836 15.102 -2.361 495 0.824 0.310 114
o1 1.502 0.344 13.427 -2.048 494 0.747 0.160 114
N2 4.150 0.936 22.340 -1.279 497 2.523 0.625 112
Q1 1.272 -0.241 33.227 1.835 455 - - -
M4 8.043 3.148 59.550 -10.215 460 1.525 0.230 113
AMM7
M2 11.797 0.423 12.244 -1.864 434 8.895 4.094 115
S2 4.589 1.612 13.243 -1.351 434 3.634 1.847 115
K1 1.642 0.538 19.933 -5.051 432 0.936 0.307 114
o1 1.769 -0.969 23.187 -2.926 434 0.621 -0.182 114
N2 4.203 0.748 26.084 0.947 435 2419 0.648 112
Q1 1.817 1.007 42.761 15.080 390 - - -
M4 4.879 0.666 84.992 12.721 395 1224 -0.033 113

and hence the phase of constituents, is dependent on wantir. ¢Hence, while the coastline has been improved, errers ar
expected due to the depth in shallow coastal regions. Tfierelnce in depth will have a large impact in regions suchas t
East Anglian coast and the Wadden Sea, in the Southern NeahaS well as shallow estuaries, such as the Bristol Channel
Morecambe Bay and Solway Firth.

There are complex interactions between water depth andrthéation of tidal constituents. The dependency on depth fo
shallow water wave speed suggests that the simulated spméd ke higher with an imposed minimum depth, compared with
observations. However, any change in tidal currents wilehimpacts on the level of bottom friction that is felt, anerth
may also be wider impacts on resonance and amplitude atreshelf. Therefore, impacts on tidal circulation are exgec
to be found downstream of any apparent depth anomalies, lhasvaore widely across the domain. For AMM15, the M2
constituent shows a negative bias in phase (consistentimdteased speed) and positive bias in amplitude (Table ith, w
anomalies larger along the east coast of the UK (Figure 2uth Biodels show reduced anomalies off-shore, towards #lé sh
break, although this reduction appears greater for AMME5 tAMM7 .
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Figure 3. Seasonal SST anomalies for model minus observatf@@is Dbservations used are OSTIA CCl reanalysis product ¢htemt et al.,
2014) (NB. OSTIA CCl product only available from Sep 1991l).panels show 20 year-mean anomalies, for period 1991-20itB anoma-
lies calculated a$'STann — SSTostra. Upper panels (a-d) show anomalies for AMM15-OSTIA, lowanels (e-h) show anomalies for

AMM7-OSTIA. Mean errors £) and standard deviations are calculated spatially for ¢égégon shown (excluding wider AMM7 domain).

Grey contour shows thz00 m isobath, to indicate the limit of the continental shelf.

For AMM7, while there are similar limitations with minimurregth, the coarse coastline may have led to compensating
errors in the phase and resonance of tides throughout tl@rgmnd hence reduced mean bias). As this configurationéas b
in operational use for a number of years, the coastline Isaseen modified to ensure the best possible representatides
e.g. deepening or widening channels as required. For AMNtbnitial aim has been to ensure the most realistic comstli
possible. It is therefore encouraging to see that overatktis a comparable if not improved representation of theritgjof
constituents, despite the considerable differences eetleth the domains and forcing.

Wetting and drying is currently under development for NEM@\0, with the hope of implementation in future configura-
tions. This would enable ‘realistic’ depths to be includedhe model.

3.2 Surface Climatology

Figure 3 shows the mean sea surface temperature (SST) desmetr the model domain compared with observations, for
both AMM15 and the previous operational model. Observatiased are a reanalysis version of the Met Office Operational
Sea Surface Temperature and Sea Ice Analysis (OSTIA), peatfor the European Space Agency’s Climate Change Iniiati
(CCI) (Merchant et al., 2014). This analysis provide$)am SST product, and is therefore useful for comparing to ppew
most SST in ocean models. Both models show varying biasésgthie seasons. Overall the standard deviation of anogialie

10
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AMM15 is reduced compared with AMM7. The largest differebetween the two models is found in the north of the domain,
where AMM15 is substantially warmer than AMM7, and hence &asduced cold bias. This cold bias in AMM7 was found
to originate from the north western boundary of the domagayrrthe Iceland coast (O’'Dea et al., 2017). The reductiohef t
cold bias here is then likely related to the change in thetionaf the boundary. AMM7 has its largest mean SST anomalies
winter (DJF) and spring (MAM), with a cold bias dominatind-shelf. Analysis of the monthly mean anomalies (not shown)
indicates that the cold bias grows progressively duringaétseasons, reaching a peak in Apritdf.356 4+ 0.643°C.

Off-shelf, AMM7 was found to alternate between a cold biashi@ winter months and warm bias in the summer (JJA)
(O'Deacetal., 2017). For AMM15 the model has relatively drbas off-shelf for the majority of the year, with the exciept
in JJA when a similar warm bias remains. For AMML15, the largmsan bias occurs in this season, with a mean error of
0.176 £ 0.304°C (compared with).116 + 0.331°C for AMMT7). This warm bias peaks in July, when there is a mezonaaly
of 0.230+0.334°C across the domain. This bias may in part be related to dratifeation, or limitations of the uniform RGB
light attenuation. Both these models use similar verticedimy schemes, and light attenuation scheme. The choiciglaf |
attenuation scheme, and potential impacts on stratificatvdl be discussed further in Section 3.3.

Over the continental shelf break, there is still a warm bias\gared with observations during the summer (Figure 3).
However, this warm bias has been reduced in AMM15 compart#dANIM7. Over the shelf break, the mean SST is typically
lower than the surrounding ocean during the summer due teased vertical mixing. The generation of internal tides at
this location provides energy for increased mixing as therival waves break. This reduces the surface temperateréodu
mixing with the cooler water beneath the pycnocline.1Atkm resolution, internal waves begin to be resolved in the ehod
(as discussed in Guihou et al. (2017)). These processetaresolved a? km resolution. Therefore, AMM15 has increased
mixing above the shelf break, contributing to reduced SSthimregion. There is still a warm bias in this region, in partar
to either side of the shelf break itself. This suggests tHdiVA5 may not be resolving the full extent of the internal wayve
and their impact on vertical mixing.

In the Norwegian Trench, there is a strong cold bias duriegsfiring (Figure 3). In the Baltic, there is a warm bias during
Autumn (SON). The anomalies in this region are at times latigen those in AMM7, however there have been significant
changes to the Baltic boundary conditions between the twidetsoAside from the change in location, AMM15 also has the
addition of SSH and barotropic currents forcing at the bamdwhere there was none in AMM7). Therefore, we may expect
significant changes in transport through the region, whiobld/affect the Norwegian Trench heat and salt transport.

On the shelf, the biases in the two models remain similar.example, across the North Sea both models show a similar
pattern of cool bias during spring-summer, followed by amwaias in autumn (Figure 3). The warm bias is particularlgrsgr
in the southern North Sea, around the German Bight. Thera atenber of potential causes for these biases. Initialgreth
could be errors in the surface heat fluxes from ERA-Intersedto force both simulations. If the assumed SST in ERA¢Imte
differs to that of OSTIA, then this will be a limiting facton ithe ability of the model hindcast to reproduce the obse8&d.
However, these SST anomalies may also be related to themerdilai within the ocean, with a lag in the loss or gain of heat
through the seasons. Under the same surface heat flux, iakdllonger to heat (and cool) a fully mixed water columnntha
a shallow, stratified surface layer. This may then be relaiesleak stratification across the shelf. In shallow coastgians
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Figure 4. Mean seasonal SSS anomalies for model minus observatidzerétions used are monthly-mean EN4 profiles (Good et al.,
2013). Upper panels (a-d) show anomalies for AMM15-EN4 dopanels show anomalies for AMM7-EN4 (e-h). All panels simoanthly
anomalies averaged over the period 1991-2010. Mean eii®raré calculated for the AMM15 domain region (excluding tHdev AMM7
domain). Grey contour shows tR60 m isobath, to indicate the limit of the continental shelf.

(which are already fully-mixed), the 10 m minimum depth abalso be a contributing factor. Another likely source oberr

is the light attenuation scheme. Across the shelf, the umilagght attenuation will overestimate the depth of lightpé&ation.
This may lead to an increase in heat content in the deepenpaad hence the ocean will take longer to cool as the mixed
layer deepens in the autumn. During spring and early sumhsefar heating isn’t concentrated within a shallow sueftayer

(as may occur across a spring chlorophyll bloom), then tla fhex will be distributed with depth and the surface tempea

will take longer to increase.

In other coastal regions, anomalies can be found which maglated to over stratification. For much of the British ctiast
there are cold anomalies in the winter months, and warm alesiathe summer. The location of these anomalies is ctamgis
with the location of fresh biases in the surface salinityjolhwill be discussed below (Figure 4). Further analysish# t
stratification in the model will be discussed in the follogyisection (Section 3.3).

Figure 4 shows the surface salinity (SSS) biases, for AMMibGAMM7 compared with EN4 profiles (Good et al., 2013).
There is improvement in the north of the domain, with a reducesh bias in AMM15. As discussed in relation to the SST
biases, this is likely related to the northern boundary daotk.

One region where AMM15 performs worse than AMM7 is in the Negian Trench. There is a fresher anomaly here than in
the coarser model. Within the Norwegian Trench, fresh Baltiter is found traveling north on the eastern side. Lownisli
is also maintained northwards with the addition of riverafimlong the Norwegian coast. On the western side of theckren
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warm saline Atlantic Water flows southward. At the boundagiween these two water masses, instabilities and eddies may
form, encouraging mixing of properties across the TrencéviBus analysis of AMM7 has shown a dipole across the trench
- too fresh along the coast, and too saline off-shore (egurEi4g). This was believed to be due to a lack of lateral ngixin
across the Trench. In AMM15, there is no longer a saline bifsbore, consistent with an increased eddy activity in gggan.
However, there is a stronger fresh bias throughout the lxemxdending from the Baltic Sea. This contributes to aneased
mean fresh bias over the AMM15 domain.

Further work is needed to attribute this fresh bias withia Morwegian Trench. The Baltic boundary has been altered
between the two models, with a significant change in posii®nvell as forcing methods. Such changes would likely have
a large impact on the transport into or out of the Baltic. Hegrethe position and forcing along the Atlantic boundahas
also changed, with potential impacts on the balance of pamsvithin the Trench. Further experiments are needed tables
to attribute anomalies to either of the new boundary looatior forcing products. Changes in any salinity bias may béso
influenced by local river runoff as well as the large scalagpert.

Elsewhere there has also been a freshening close to the(Edgste 4). The river fluxes have been altered between the
two models. Overall the climatology has a reduced totahfneger input compared with E-HYPE. However, in some regions
such as along the British and Irish coast, the mean runofigisdn in the climatology (O’'Dea et al., 2017). Comparing the
conditions in the southern North Sea, AMM15 is fresher th&niMV. However, the sign of anomalies along the coast can
vary. In places there is a dipole where AMM15 is fresher atdbast and more saline off shore (Figure 4). This suggests
that AMM7 may be more diffusive within river plumes, for expla allowing freshwater input from the Rhine to be advected
off-shore, whereas AMM15 keeps a narrower plume close tadast. Indeed, the lateral diffusion prescribed in AMM15 is
lower than that used in AMM7, due to the increased resoludiath hence ability to resolve mesoscale processes on tHe shel
(Section 2.1). Whild .5km is not sufficient to fully resolve plume dynamics, thisgesse is consistent with previous studies
on the impact of resolution for plume dynamics (e.g. Briahenhal., 2014). A similar dipole response can be seen in tfie SS
indicating a change in stratification in the region, asdediavith the shift in position of the river plume.

3.3 Seasonal Stratification

With the onset of stratification in spring-summer, tidal mgk fronts form a key part of the shelf hydrography. The posi-
tion of these fronts is dependent on the balance betweeretidagy and strength of stratification. Assuming a unifoater

of heat input, the location of the fronts is then shown to bpedelent on the tidal velocity and depth of the water column
(Simpson and Hunter, 1974). Figure 5 shows the locationdad thixing fronts in AMM15 and AMM7, compared with ob-
served stratification. This shows that across the majofiti@shelf, the fronts are found in a similar location in botbdels,
and compare well with observations. Similarity betweenrtiaels is consistent with the fact that both have similargep
sentations of the major tidal constituents, and have singéatical mixing schemes. However, there are improvemiantise
position of fronts in the western Channel, as well as the weast of Scotland. This is consistent with the reduced dugas
(and hence reduced errors) of M2 seen in Figure 2. Aside fropmaved representation of the coastline in AMM15, there are
also differences between the bathymetry used in AMM15 (EMétipand AMM7 (NOOS). In particular, there is an average
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Figure 5. Mean summer stratification, indicated by top-bottom terapae differenceIC]. Blue and green lines contour regions with a
mean top-bottom temperature difference of°@5n AMM15 and AMM?7, respectively. Model results show the sa@al mean (JJA) for
1991-2010, indicating location of seasonal tidal mixingnts. Shading shows the observed temperature differeapeb{ittom), from all

monthly-mean EN4 profiles during 1991-2010 (Good et al. 320Roints showing> 1°C are coloured grey for clarity.

increase in water column depth off the west coast of Scotlaithe order o220 m. Partly this may be due to the use of a more
recent, improved bathymetric product, based on increasetbar of available observations. The increased resolutitbalso
allow deep channels between islands to begin to be resolasl.increased depth can then prevent the water column from
being fully mixed during the summer months.

Figure 6 shows mean vertical profiles for temperature anisatluring summer for stratified regions across the carttal
shelf. In the North Sea (Region 1), there is a cool bias atuhfase along with a warm bias at depth (Figure 6a,g). Thexe ar
a number of factors that could influence anomalies acrosshiél, including errors in surface fluxes, or advection iot@ut
of the region. Vertical profiles will also be strongly influead by vertical mixing and light attenuation schemes. Wittike
horizontal resolution has been increased in AMM15, theseldeeen little change in the vertical resolution or paraniggé&on
schemes. Therefore it is unsurprising that similar biasesain in the vertical profiles and stratification, as indécaby a
similar surface bias in the region (Figure 3). The warm arlgratdepth during the summer (Figure 6g) will contribute to a
warm surface bias during autumn, following the breakdowstitification (Figure 3d,h).

Contrary to the North Sea, the outer shelf (Region 2, Figerd 8hows a surface which is too warm. This may be related
to the warm surface bias that does still exist along the divelik (Figure 3c), due to a lack of vertical mixing in thisioeg
Comparison with salinity profiles confirms that the surfac®b fresh, whereas the deeper ocean is more saline thavethse
(Figure 6d,j). For AMM15, the warm bias decreases with depith reduced bias compared to AMM7 (Figure 6i).
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Figure 6. Mean summer (JJA) temperaturgd] and salinity profiles for three stratified regions, shovenhatched regions in the upper
left panel: North Sea (NS), Outer Shelf (OS) and Norwegiaen€h (NT). All panels show 20 year-mean profiles, for JJA,112010.
Observations (black) are monthly EN4 profiles (Good et &11,3). Upper panels (a-f) show mean profiles with depth, lopasrels (g-1)
show anomalies with depth for respective profiles, whf® = (Tanra — Ten4). Results from AMM15 and AMM?7 are shown in blue

and green, respectively.

Figure 7 shows the summer bottom temperature anomalie®thrAMM15 and AMM7, compared with EN4 observations.
This demonstrates that both models have a warm bias throtigh® North Sea. However, anomalies in bottom temperature
vary spatially. The mean profiles for the North Sea and ounelf §Figure 6g,i) show a warm anomaly at depth, consistéifit w
the mean bias shown in Figure 7. However, along the shelkbAdM7 has a cold bias in bottom temperatures, consistent
with a lack of vertical mixing. It is also worth noting thatsie the depth across the shelf varies (frer20 — 200m), the
anomalies shown in bottom temperature will not necessadtyespond to the base of the mean vertical profiles shown. Fo
example, Figure 6g shows a maximum temperature anomaly iMABat40 — 50m. The largest anomalies in Figure 7 are
found towards the shallower southern North Sea and coasgjmirrs (Figure 1).

For AMM15, the bias in bottom temperature is reduced apgriogcthe shelf break (Figures 6i and 7). This suggests that
in regions with a greater influence from the open ocean, AMI@dSorms better than the current configuration. This may be
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Figure 7. Mean seasonal bottom temperature anomalies for model nabsisrvations IC]. Both panels show 20 year-mean seasonal
anomalies, for summer (JJA), 1991-2010. Observations aiechonthly EN4 profiles (Good et al., 2013). Upper paneltja)s anomalies
for AMM15-EN4, lower panel (b) shows anomalies for AMM7-ENMean errors E) are calculated for the AMM15 domain region, where

bathymetry< 500 m.

a result of AMM15 having improved representation of sheldk processes, or reduced off-shelf biases, which woutld bo
influence biases in this region. The mean bi¥ $hown in Figure 7 does not appear reduced at higher resolitiowever,
this includes an increased warm bias in the Baltic for AMMabtside the AMM7 domain. Excluding these points outside
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the AMM7 domain, AMM15 is then shown to have a reduced biasmaned to AMM7, 0f0.366 + 1.001°C compared to
0.465 4+ 1.119°C, respectively.

Overall, while there have been some improvements in AMMIitBilar biases remain in stratification across the shelfe@iv
that both models have the same number of vertical levelsicaémixing schemes, and surface forcing, this result is no
entirely surprising. Across large areas of the shelf, timatle will be predominantly driven by a balance of vertiaaices
(surface buoyancy fluxes and vertical mixing) rather tharziootal advection. It is therefore clear that further wigkeeded
to improve the representation of these vertical procest@sever, given that there are spatially varying anomal@ess the
shelf, the response to altering available parameters aiijl.uymproving the choice of vertical mixing schemes id stil active
topic of research (Luneva et al., 2017), and the aim wouldbmprove those used in future operational systems.

Previous studies have assessed the impact on stratificztiosing an alternative light attenuation scheme (O’'Ded.et a
2017). The uniform RGB scheme used here assumes a Chlorophgentration 0b.05 mg.Chlnt 3 (Lengaigne et al., 2007).
This may be appropriate for the majority of the open oceahwillunderestimate chlorophyll concentration throughtiis
domain. This also neglects additional impact of suspenddifreent. The scheme tested by (O’Dea et al., 2017) uses le@sing
band light attenuation scheme, where the depth of peratragiries with the depth of bathymetry. While this scheme ey
appropriate for regions of the North Sea where depth isylikebportional to the water clarity, it does not account faghh
chlorophyll concentrations in deeper, nutrient-rich watsuch as the Norwegian Trench, and the North East Atlafvtiest
has been run using this scheme in the AMM15 domain (not shaBane improvement is seen in the North Sea, however
other regions see increased biases emerge in the summdd suctace bias results off-shelf, and SST is also furthéuced
in the Norwegian Trench, where a cool bias already existsérsimmer. Further tests are needed to investigate the timipac
including 2D chlorophyll variability, or KD-490 schemes.

The Norwegian Trench shows increased anomalies in AMM 15p@wed with AMM7 (Region 3, Figure 6k,l). In addition
to the fresh anomaly found at the surface (Figure 4), theadsis a warm, saline anomaly at depth. These anomalies fugges
a potential difference in the balance of heat and freshwedasport between the Atlantic and Baltic Sea through tleadhn.
Given that both the Atlantic and Baltic boundaries have katared in this configuration, the impact of such changesen t
Norwegian Trench transport should be the subject of fughety. While the addition of barotropic forcing at the Baliound-
ary should lead to improvements in AMM15.,5km resolution is still relatively coarse when compared tooa channels
within the Danish Straits. It is also possible that the défece in SSH forcing used at the Atlantic and Baltic bouretacould
lead to an inaccurate flow through the region (e.g., Matts$886). Further work is needed to assess whether the aresmali
seen in AMM15 result from limitations in the model grid andtbanetry, or forcing at either the Baltic or Atlantic boumis.

3.4 Temporal Variability

Both AMM7 and previous configurations have been used for teng climate studies, as well as operational forecastsléAsi
from being able to reproduce a mean climatology, it's theso &rucial to assess whether model simulations are staide, a
can reproduce observed variability in the region. Figure@\s the temperature and salinity variability over the stieting

the course of the simulation. For both the models shown lieeesurface temperature trends agree with OSTIA data, with a
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Figure 8. Annual mean temperature (left) and salinity (right) for tweface (top) and bottom (bottom) over the continentalfgséaded
region shown in Figure 6). Blue and green lines show mearegdior AMM15 and AMM7, respectively. For SST (top left), OKTCCI
reanalysis (Merchant et al., 2014) are provided for conspari

increase through the 1990s reaching a maximum in the mid200llowed by cooling in 2010. Previous studies have shown
a warming trend since the 1980s across the NW Shelf, with arage increase in SST of between 0.1 andOdecade!
over the period 1983-2012 (Dye et al., 2013a). This warmiag tkeen mostly attributed to atmospheric temperatures (e.g
Meyer et al., 2011; Holt et al., 2012).

Across the shelf, both models show the same variabilitysistent with the fact that both are forced with the same atmo-
spheric data (ERA-Interim). However, the mean surface ggatpre in AMM15 has a reduced bias compared with AMM7.
Analysis of the monthly timeseries (not shown) shows thatdifference between the two models is greatest in springnwh
AMMTY has a larger cool bias across the shelf (also shown imr€i@). Breaking the variability down into subregions of
the shelf, again both model show similar variability (nobwin), with any remaining bias matching that shown in the mean
climatology.

Observations from bottom trawl surveys within the North Seggest that bottom temperatures have similarly incredésed
~0.2—0.5°Cdecade! during 1983-2012 (Dye et al., 2013a). Figure 8 shows thes@eebottom temperature across the shelf
for both AMM15 and AMM7. Both models show similar variabjlito the surface temperature, increasing from the mid 1990s
to a maximum mean temperature in 2007, followed by a deciadX#10.

It may be expected that the SSS or sub-surface salinity may gheater differences between the models. Temperature on
the shelf is predominantly influenced by surface heat fluiiésle salinity will be partly influenced by evaporation (almeince
temperature), it will also be significantly influenced bydbaver runoff and advection (both of which will differ beégn the
models). Comparing the two models, there is an obvious dsirg trend in AMM7, compared with no significant trend for
AMMZ15 (Figure 8). Similar trends are again found in both theface and bottom of the water column.
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For salinity, there are no shelf-wide timeseries for coriguar. However, previous studies have analysed trends iblkhe
coastal waters (Dye et al., 2013b). Bottom trawl obserwatsuggest a positive trend in the North Sea, from 1971-2ik&Ry
due to the influence from inflowing Atlantic water (Hugheslet2012). However, in other regions, there is no significant
long-term trend, with large ranges of sub-decadal vaiighbitfluenced by river runoff around the coast and southeontfN
Sea. While we can’t say for certain, the stability shown in MI/6 may then be reassuring, suggesting that the model is in a
relatively stable state. It is unclear what may cause ttehfring seen in AMM7. However, this may be related to thesobffit
boundary conditions and initialisation. Both models aiigidlised and forced with free-running simulations priort990. As
AMMTY appears to drift towards the AMM15 mean value, this segjg there may be a larger difference between consecutive
forcing sets for AMMY. The trend here may then be an adjustoktowards the state of the GLOSEA ocean.

4 Discussions and Future Work

The next generation ocean forecast model for the Europea® K#¢ been introduced here, with the intention that it will
become operational in 2018. The new configuration has iserkegesolution, with .5 km grid spacing throughout the domain,
compared to~ 7km in the previous configuration. A 30 year non-assimilative has been used to demonstrate the ability of
this new configuration (AMM15) to represent the mean statkwamiability of the region, in comparison with the the cuntre
operational system (AMM7).

The increased resolution does make this model more expgetwsivn. However, the capacity is there to provide this new
system, and with increased resolution there is greatenpatéor added value to end users. The full operationalesysuill
use different boundary conditions and include data asstioil. Therefore, it is not possible to say for certain howgkill of
operational forecasts will compare with the existing systelowever, this study provides insight into how the physinty
configuration performs, and where we should expect to semiwvements compared to the existingm domain. While some
biases are common between the two models, there is an ovepativement in mean climate across the North West Shelf, and
there is plenty of scope for further improvement.

Tidal signal within a regional model configuration is to ageextent determined by the boundary conditions and battryme
AMM15 and AMM7 have both different bathymetry and tidal forg at the open boundary. Given this significant change in
configuration, it is then reassuring to see that AMM15 camggto provide a reasonable representation of the majdr tida
constituents. The minimum depth within the model remainséihg factor here, so future improvements will focus oe th
addition of wetting and drying within the domain, which isently in development for NEMO vn4.0.

Similar biases remain for stratification across the comntialeshelf, particularly in the North Sea. Given the fact ttlanate
on the shelf can be predominantly driven by a balance ofcadrtorces (surface buoyancy fluxes and vertical mixing)eat
than horizontal advection, it is not surprising that the tmadels are similar. Both have the same atmospheric foreergjcal
mixing schemes and vertical resolution.

For regions that show little or no improvement, this progideotivation for targeted bias reduction. In the North Seare
is a need for improved understanding of stratification \alitgt, and how this is represented across the shelf. Bidscton
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here will initially focus on improvements to the light atteation and vertical mixing parameterisation schemes. 8 kelsemes
should lead to improved stratification and surface clinagglacross the whole domain, and will be the focus of futundyst
There has been substantial progress in developing mixirtgpian shelf seas over recent decades (e.g. Umlauf and &ukch
2005), however they still struggle through a lack of spegifigsical process representation (Luneva et al., 201 7)gBrg to-
gether recent developments in direct observations of tenbyproperties and LES modelling, for example in researofepts
such as PycnMix (Pycnocline Mixing in shelf seas) and OSM&®@&Icean Surface Mixing , Ocean Sub-mesoscale Interaction
Study) (Belcher et al., 2012), has the potential to lead tist&ntial improvements in vertical mixing schemes for thelfs
seas.
Further work is also needed to assess currents and tramggorithe region, along with their impact on model hydrggng.
In the Norwegian Trench, biases are found to be larger tharctinrent operational system. Heat and freshwater transpor
through the Trench will be influenced by both the Baltic andtaAtic boundaries. Given the number of factors which are
likely to impact on changes seen here (including both thatlon and data used for boundary forcing), further expentsie
are needed to assess the response to individual perturbaliioparticular, significant changes have been made to dftec B
boundary, which warrant further investigation. Attritartiof biases to changes in the location of boundaries, chioseimg
products, or local heat or freshwater fluxes within the regimuld then inform future development of the operatiogatem.
This model has been developed with operational implemientas the primary goal. However, aside from this purposs, th
configuration also provides an excellent new tool for researhis study has focused on the long term climatology aaoilst
ity of the model, but there are many differences to be seemories timescales, and smaller spatial scales (e.g., @whal.,
2017; Badin et al., 2009; Holt and Proctor, 2008). As with W@wegian Trench, further research is needed to attribmte i
provements in the model climatology across the region tmgbsa in horizontal resolution as opposed to boundary loesti
forcing or parameterisation schemes. With the increassaluton allowing for improved representation of mesosctalsub-
mesoscale processes across the domain (such as eddiesafrdinternal tides), there is a wide scope for processesthere.
The impact of such processes on forecast skill, will alsdhieestibject of further study.
One of the biggest challenges ahead will be to see how therkggiution simulation responds to data assimilation and
coupling with biogeochemistry, as part of the operatiogateam. However, this configuration has already been impitade
as the ocean component of the UK Environmental PredictidtE®) system (Lewis et al., 2017), where it has been coupled
with atmospheric and wave models. Initial results are veoymsing, and demonstrate the value of increased ocealutieso
for simulating the wider climate system.

5 Code availability

AMM15 is a regional configuration of NEMO (Nucleus for Eur@peModels of the Ocean), at version 3.6 stable (Madec,
2016). Model code is freely available from the NEMO website/(v.nemo-ocean.eu). After registration the FORTRAN code
is readily available using the open source subversion soéyhttp://subervsion.apache.org). Additional modifies to the

NEMO v3.6 trunk are required for AMM15 simulations, and thebanges can be found in the NEMO repository. The simula-
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Table 2. Compilation keys for AMM15 simulations.

Key Description

key_bdy Use open lateral boundaries
key_dynspg_ts Free surface volume with time splitting
key_l df sl p Rotation of lateral mixing tensor
key_tide Activate tidal potential forcing

key_vvl Variable Volume Layer

key_zdfgls Generic Length Scale turbulence scheme
key harm ana Restartable tidal analysis

key shel f Diagnostic switch for output

key_i onput Input output manager

key_nosi gnedzero Ensure reproducibility with SIGN function

key_vectopt | oop Vector optimisation

tions discussed here were compiled at NEMO r5549. Howelvemtiginal changes have now been merged under r6232, and
can be found within the following branchr anches/ UKMJO AMML5 v3_6_STABLE package. Tests have confirmed
that there is no significant difference in model results leethese two code revisions.

The compilation keys required for these simulations atedign Table 2.

An example namelist for the control simulation, containaligchosen parameterisations, can be found under the folgpw
DOI: 10.13140/RG.2.2.27237.40164 (Graham, 2017).

6 Data availability

The nature of the 4D data generated requires a large tagsttacility. The data that comprise the AMM15 hindcast $anu
tion are of the order of 90TB. However, the data can be mad&al@upon contacting the authors.

Bathymetry was obtained from the EMODnet Portal: EMODnethBaetry Consortium, EMODnet Digital Bathymetry
(DTM), EMODnet Bathymetry (September 2015 release).

River gauge data was provided by pers. comm from Dr. S. M. \egulven, CEFAS, Lowestoft, UK. The riverine forcing
used for this control simulation can be made available upgoest.
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