
1 Responses to Reviewer #1

We thank the reviewer for taking the time to review our paper and for the constructive comments. The
page and line numbers that we quote for indicating where we changed the manuscript refer to the revised
marked-up version.

(1.1) Why do we need to simulate stochastically the vertical transport of particles? Gas/phase condensa-
tion/evaporation if done in a deterministic way, so why not vertical transport?

The reason for using stochastic methods for processes such as transport and coagulation is their
computational efficiency. The non-stochastic alternative to simulate particle transport would be
to track and update the exact location of each simulated particle. This can be done, but would
be computationally more expensive than the stochastic sampling. By using a stochastic sampling
approach, only a fraction of particles will have their grid cell positions updated each time step. In
many cases, this transported fraction is rather small. In contrast, the gas and aerosol chemistry
is simulated deterministically, so that we could re-use existing chemistry libraries (MOSAIC). To
clarify the importance of a stochastic method for efficiency, we made the following change to the
manuscript:

• In Section 3.1, page 6, line 32, we added: “We use a stochastic sampling approach for mov-
ing particles between grid boxes, rather than tracking the exact location of each simulated
particle. This is done for computational efficiency. By using a stochastic sampling approach,
only a fraction of particles will have their grid cell positions updated in each time step. In
many cases, this transported fraction is rather small.”

(1.2) The explicit vertical transport numerical scheme presented here may be quite expensive in terms of
CPU cost for further 3D applications. Could the stochastic method be applied to implicit or semi-implicit
scheme for solving vertical diffusion? Could it be less CPU expensive to use an implicit or semi-implicit
scheme without a stochastic method?

We chose an explicit method because this simplified the parallel (MPI) implementation of the
model where the vertical domain is divided onto many cores. The explicit method has the benefit
of requiring communication with only nearest cores. This is in contrast to an implicit method
where particles potentially are transported many grid cells away with those grid cells being located
on distant processors.

There is no theoretical limitation preventing the use of a semi-implicit or implicit scheme. How-
ever, several aspects would require consideration. A major disadvantage of semi-implicit or im-
plicit methods is that the solution process results in an inverse of the triadiagonal matrix, which
produces a dense matrix of sampling probabilities. The implication of a dense matrix is that par-
ticles in grid cell k must be sampled to all other grid cells in the domain. To relax this, a threshold
could be applied to ignore very small probabilities. While implicit methods have the advantage
of stability and allow for larger time steps, a time step would need to be chosen to maintain a
diagonally dominant matrix to avoid any negative values within the probability matrix.

It is also important to evaluate the potential CPU cost savings for the implicit or semi-implicit
methods. For our case, the use of a such methods would not save a significant amount of CPU
time. This is because the CPU expense of particle transport scales to the number of computational
particles transported. The evaluation of the diffusion equation to determine probabilities are
computed only once per grid cell per model time step ∆t. The sampling of particles is more
costly as particles are sampled and moved to other grid cells. This moving also involves a MPI
communication step if the source grid cell and destination grid cell are on different cores. Any
method that allows for a larger time step results in more particles being sampled and increases
computational cost. Computational cost for transport is primarily dependent on the amount of
mixing and grid resolution.
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• In Section 3.1.1, we added (page 8, line 18): “An explicit, second-order accurate discretization
scheme was selected for this work. While an explicit method simplifies the parallel implemen-
tation because it only requires communication between neighboring grid cells, there exists
no theoretical reason why other numerical schemes may not be used, including higher-order,
semi-implicit, or implicit methods.”

We also considered the cost of transport in comparison to other processes simulated by the
model. While it is possible that we may introduce some future efficiency improvements to particle
transport, it turns out that transport is relatively inexpensive. The chemistry is dominated by
condensation/evaporation computed per particle per grid cell per time step and represents the
majority of the CPU cost of the model. We highlighted the computational cost of the model with
the following changes to the manuscript:

• We inserted a brief new subsection Section 5.4 (page 25). This subsection details the com-
putational costs of the model for each of the four components as listed in Section 3.

Stochastic methods allow this model to be computationally feasible. The deterministic approach,
which is particle tracking, requires the updating of each particle per time step. This was addressed
in the response to comment (1.1).

(1.3) p2, l19-21. No, 3D chemical transport models that resolve additional mixing state information are not
all focused on black carbon, see Zhu et al. 2016A, 2016b. To lower the computational cost of resolving the
mixing state, they considered the mixing state of groups of chemical compounds, with 3D applications over
Greater Paris.

• Zhu S., Sartelet K., Zhang Y., Nenes A., Three-dimensional modelling of the mixing state of particles
over Greater Paris J. Geophys. Res. Atmos., 121, doi:10.1002/2015JD024241, 2016a.

• Zhu S., Sartelet K., Healy R., Wenger J., Simulation of particle diversity and mixing state over
Greater Paris: A model-measurement inter-comparison. Faraday Discussions, 189, 547 - 566, DOI:
10.1039/C5FD00175G, 2016b.

We agree that not all mixing state models only focus on representing black carbon mixing state.
We changed the manuscript accordingly as follows:

• In the Introduction, we clarified by adding (page 2, line 20): “While some chemical transport
models focus on representing black carbon mixing state [Matsui et al., 2013, Matsui, 2016],
other models have allowed for more general mixing state representations [Zhang et al., 2014,
Zhu et al., 2016].”

(1.4) p5, l5-10/ Wouldn’t it be more realistic to set the upper boundary condition to some value (0 or values
given by a larger-scale model)? Emissions could also be taken into account at the surface as lower boundary
conditions.

Our study and anticipated future studies are limited to the boundary layer such that the upper
boundary condition is not particularly critical. The version of WRF that was used (v3.3.1) in
the coupling pre-dates the version of WRF-Chem that allows for the setting of upper boundary
conditions with the namelist variable have bcs upper. Current versions of WRF-Chem do not
have a specified upper boundary conditions turned on by default. This option is something that
we will consider in the future to remain consistent with WRF-Chem development.

We could consider emissions as lower boundary conditions if they were strictly limited to the
surface. However, since we wanted to allow for the possibility of elevated point sources, we did
not include them as lower boundary conditions. Instead, emissions may be released in any model
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layer. We made the following change to the manuscript to emphasize that emissions are not
limited to the surface:

• In Section 2, page 4, after Equation (2) we added: “the number distribution rate of aerosol
emissions which can be specified at any height”.

(1.5) p6 l5: have you tried to simulate transport before PartMC and MOSAIC rather than after?

We have not investigated the effect of changing the order of the operator splitting sequence. As
the time step becomes smaller, any order of operations will converge, and we expect that the
operator splitting to have minor effects for the small time steps we are using. However, this is an
aspect we would like to give future consideration to, in addition to ordering within the chemistry
module itself. Studies such as Santillana et al. [2016] investigated operator splitting in GEOS-
Chem and found the operator splitting error to be smaller than the error in transport, albeit the
focus was on numerical diffusion resulting from advection.

(1.6) p6 l28: How is determined the computational volume Vk from the grid cell? Please add a short
description here.

The computational volume Vk is the ratio of the number of computational particles contained
in a grid cell to the number concentration of a grid cell. The computational volume is adjusted
as necessary to maintain roughly the desired number of computational particles. The process
of rebalancing the particle population and adjusting the computational volume is described in
Section 3.1.5. We made the following change to the manuscript:

• To make the relationship clear, we added on page 7, line 9: “The value of the computational
volume is the ratio of the number of computational particles contained in the grid cell over
the number concentration of the grid cell.”

(1.7) The details of the calculation are hard to follow. You should consider putting it in Appendix and adding
more details, and only keep equations (37) to (39) in the paper. Equations (40), (41) could be put in place
of equation (26), and the equations used for sampling can be presented with a with the whole explanation in
Appendix. In the main part of the paper, you could just keep the explanation of what equations 40 and 41
have to be rewritten (because they are not independent as I understand). I assume that equation 31 is true
because max() min() = 1. So it would add clarity to the paper to have more details in the Appendix about
the equations through the calculation (min()pG = min(1/gamma,1) etc).

We agree that the series of equation describing the sampling was difficult to follow. To make it
more accessible to the reader, we made the following changes to the manuscript:

• We removed Equation 25.

• We combined Section 3.1.2 and 3.1.3 by reordering equations to make this section more
sequential instead of presenting one mathematical idea and a nearly equivalent approach.
This involved removing Equations 37–39 and replacing them by inserting Equations 42–52.

• In response to a comment by Reviewer 2, we also moved a number of derivation equations
from 3.1.1 to Appendix B.

(1.8) p13. L13. What are the unsampled particles? Are they linked to Vk? Do they appear because the
maximum transport term is considered rather than gain and loss? Why did they not appear in equation 25
of p10?
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Unsampled particles are particles that were not sampled at any point in the time step. These
particle sets appear as we multinomial sample particles for the transfer sets in each direction.
Equation 25 and 52 are equivalent but dealt with different perspectives regarding the creation of
particle sets. To clear up this confusion, we made the following change:

• As part of the simplification of the equations found in Section 3.1.2 and 3.1.3 in response to
Reviewer comment (1.7), we removed Equation 25.

(1.9) p14. Using the algorithm presented here, how are we sure that in a time step the particles are not
transported to levels k − 2 or k + 2?

To make sure that this does not happen, we introduced the sub-cycling time step within a general
model time step (as detailed in Section 3.1.3). During a general model time step, particles may be
transported more than one grid cell away. If turbulent mixing is small, particles will not travel far
in a general model time step and the sub-cycling step can be large. In the cases where turbulent
mixing is large, the sub-cycling time step (as detailed in Section 3.1.3) is made sufficiently small
so that particles may only go to k − 1 and k + 1. In this case, particles can be transported to
k− 2 and k + 2, or further, in a general time step. This comment is an interesting point and has
been emphasized with the following change:

• In Section 3.1.3, page 13, line 26, we added the following: “Within each sub-cycle time step
∆tT, particles will only transition between immediate grid cell neighbors. However, within
a full model time step ∆t, particles may be transported more than one grid cell away.”

(1.10) p15, p16, p17. You should consider putting the detailed algorithm in Appendix.

We agree with this suggestion regarding shortening this section of the paper. We made the
following changes:

• We moved Algorithm 1 and 2 to Appendix C1.

• We moved Algorithm 3 to Appendix C2.

(1.11) How are emissions treated? At what stage of the algorithm?

Emissions are treated stochastically as described in Riemer et al. [2009]. Within a given time
step, a finite number of particles is emitted that are sampled from aerosol emission distributions.
This process is simulated in the PartMC model and highlighted in Section 3 where the model
operating splitting is discussed. To make it more clear how the PartMC module works, we made
the following change:

• In Section 3, we added details regarding stochastic particle emission and coagulation (page
6, line 15): “Emissions are simulated by stochastically sampling a finite number of particles
at each time step, approximating the continuum emission distribution. Coagulation is effi-
ciently simulated using a fixed time step method and a binned acceptance procedure. These
approaches are further described in Riemer et al. [2009], DeVille et al. [2011], and Michelotti
et al. [2013].”

(1.12) p20, Figure 6. Does this mean that the number of computational particles needs to be 106 for
atmospheric applications?
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No, the purpose of this figure is to show convergence properties of the method to the expected
value. In the case of particle transport, there is a balance between physical grid cell size ∆z and
the number of computational particles Np.

This result is not sufficient to determine an acceptable number of computational particles for
simulations in general. This should be determined on a case by case basis. The number of
computational particles that is needed for a given scenario is determined by other aspects of
the case, such as the resolution of the size distribution and representation of different types of
particles from different emission sources. To clarify this point we made the following change:

• In Section 4, page 15, line 10, we added text to emphasize that the verification section is only
for verification: “These verification scenarios are motivated by atmospheric applications, but
have somewhat artificial grid structures (see Figure 4), chosen to enable smooth refinement
studies. Therefore, the numerical values in this section will differ from those in actual
atmospheric case studies.

(1.13) p22. L 17. If there is a source of emissions in the domain, is this criterion modified at the point of
emissions?

No, the criterion is always applied, regardless if there are emissions or not. When particles are
emitted into a given grid cell, the number of computational particles will increase. When the
total number of computational particles reaches a factor of two greater than the number of ideal
computational particles, we halve the particle population as mentioned in Section 3.1.4. We added
the following text:

• In Section 5.1, page 20, line 20, we added an explanation of how the computational particle
number changes during the simulation: “The number of computational particles within
each level fluctuated during the simulation due to emission, coagulation, transport and dry
deposition, and was restricted to a range between half and double the initial number of
particles (12 500 to 50 000) to maintain accuracy while avoiding higher computational costs
as described in Sec. 3.1.4.”

(1.14) p29. L7-10. How are nitrate concentrations impacted by the aerosol mixing state?

This is a very interesting question, however we cannot quantify this impact yet, as we have not
yet performed a simulation where mixing state is not resolved. While this was beyond the scope
of this model development paper, it will certainly be of future interest to quantify the effects of
simulating mixing state on physical processes and properties. We made the following addition to
the Conclusion section to comment on possible future applications:

• On page 27, line 25, we added: “Future applications of the model include quantifying the
impact of aerosol mixing state on secondary aerosol formation and on climate-relevant aerosol
properties, such as aerosol absorption and CCN concentration, and to compare these findings
to existing studies [Matsui et al., 2013, Zhang et al., 2014, Zhu et al., 2016].”

(1.15) p7, figure 1: zk+1/2 should probably be replaced by zk+ 1
2

and zk−1/2 should probably be replaced by
zk− 1

2

Thanks for pointing out this inconsistency. We made the corresponding change:

• We adjusted the labels for the grid cell edges of k in Figure 1.

(1.16) p26, Figure 11. Use the same scale, at least for BC, SO4 and SOA.
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We tried applying the same scales for BC, SO4 and SOA, but concluded that even though they are
of similar magnitude, certain features, such as the concentrations found in the nocturnal boundary
layer, are lost when the color scales are all equal. However to avoid any possible confusion, we
made the following change:

• We added to Figure 11 caption: “Note that color scales for each chemical species differ.”
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