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S1 Thecomparison of Lagrangian particlestransport in LES with measurementsunder convective and
shear-convective conditions

Below we present the LES results of Lagrangian particlesspart in a purely convective boundary layer (with a very lkma
absolute value of the Obukhov scdlgand in a shear-convective boundary layer, where the rdlegna shear and buoyancy
are comparable. The approach based on velocity "defilterimgs used. Stochastic subgrid model was applied only within
the nearest to the surface computational layer. The ink&tipa of mean velocity into a particle position inside tlagér

z < A4 was performed taking into account the appropriate univéusations (Businger et al., 1971). First the correctndss o
the particles advection with the use of very rough grids waduated.

S1.1 Convective conditions

The crosswind integrated concentration (CWIC) of the pkasiemitted from the elevated source:

CY(x',2,25) = Q< / /p(x’7y’,z7t’|xs,ys,zs)dt’dy’> ,
—oo 0 Ts,Ys
was compared with the laboratory data obtained in (Willid Breardorff, 1976). Her& denotes the source strength: time
interval between the ejection and detectiors, ys, z5) - position of the source;’ = x — x5 andy’ = y — y, - distances from
the source in wind and crosswind directions, correspongingparticle position PDF.

The setup of numerical experiments was close to that predém{\Weil et al., 2004) and
(Steinfeld et al., 2008). The convective layer of height= 1000 m was simulated under the strong unstable conditions
L/(kz;) = —0.01. The particles were emitted at the altitude= 0.07z;.

The LES runs were performed with grids steéps= 10 m~ 2;/100, A, =20 M~ z;/50, Ay = 40 M~ z;/25andA, = 80
m= z;/12 (equidistant grids were usell, = A, = A.). The last two grids are sufficiently rough to provide subgtimpact
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of subgrid processes in this flow. Note that the source isgpladthin the second computational layer for the grid with= 40
m and within the first one i\, = 80 m.

The results in comparison to laboratory data (Willis andidesf, 1976) are shown in Fig. S1.1. The normalized CWIC
C¥ = CYUz;/Q depending on nondimensional heightz; and on the nondimensional distance from the souce (x —
xzs)w*/(Uz;) is displayed, wheré/ denotes the averaged velocity in convective zone (from 6 Yow* is the convective
velocity scale. Fig. S1.1a shows that significant diffeesftom measurements were obtained with the grid steps z; /12.
Note that this step is too rough to reproduce correctly thieftan velocity in LES. Within the rangez; /25 < A, < z;/100
the concentratiod” near the source of emission is reproduced almost indepépaenthe grid size and corresponds to the
observation data. One can see some differences betweenrthes mear the upper boundary of the convective layer. These
errors are mostly connected with poorly resolved entrainrfeer and with the wrong Eulerian dynamics computed af ver
rough grids.

Fig. S1.1b shows CWIC isolines, computed witlh) = 10 m (upper panel) and, = 40 m (lower panel). One can see, that
it is possible to get qualitatively realistic concentrattoansport even in those cases when the source altituferez, = 70
m) is comparable with the grid step.

S1.2 Shear-convective conditions

Scalar fluxes footprints in shear-convective ABL were stddiarlier in (Steinfeld et al., 2008) and (Leclerc et al9@9There,
the LES results were compared with the tracer field obsematilata (Finn et al., 1996). Below are the results of cdicula
corresponding to the case (b) from (Leclerc et al., 1997u{bbv lengthL /x ~ —32 m, boundary layer height; ~ 500 m,
friction velocity U, ~ 0.28 m/s). The setups of experiments were as follows: initial Atightz; = 500 m; initial potential
temperatur® = 300 K if z < z; andd©/dz = 0.01 K/m if z > z;; initial wind velocity magnitudé/ (z,t = 0) = U, =4.5 m/s;
this velocity has been turned® clockwise with respect to x-axis. Surface temperature flag get t@.05 Km/s. Roughness
parameter, was set td).14 m. Large scale negative velocitl;(z) = —0.014(z/z;) m/s was added to compensate the growth
of boundary layer. The simulations were performed in péciogctangular domain df x 2 x 1 km? size. The time of each
simulation was not less than 5 hours. Particles were enittéte height, = 0.75 m starting at time, = 3 h with the rate of
one particle in each near-wall grid cell per the time inté¥a.; = 16 s. The grid steps werf,=5, 10, 20 and 40 meters.

Figure S1.2a,b shows the Obukhov lengihs: and the friction velocitied/, computed with different resolutions. In all
cases, the required values/(x ~ —32 m, U, ~ 0.28 m/s) were achieved approximately after four hours of sitinore. Time
interval {t¢;,t. } (see Fig.S1.2a) between the fourth and firth hours was useal/évaging and the footprints evaluation. The
mean wind velocity and the variances of the "defiltered" wietbcity components are shown in Fig. S1.2¢,d. The mean
velocity is nearly the same in different simulations andirected along x-axis. In the simulations with the rough grille
variance of longitudinal velocity is underestimated, ling vertical variance is less sensitive to resolution.

The computed one-dimensional crosswind integrated foufpf? and the correspondent cumulative footpriatgor the
sensor heightsy; = 10 m andz,, = 100 m are shown in Fig. S1.3. Symbols in Fig. S1.3a,b denote tiserghtion data
obtained in (Leclerc et al., 1997) (note, that cumulativetfoint 7 can not be measured directly if the number of sensors



10

15

20

25

30

is limited, so the estimate of this value is shown). Signiftcdifferences between the data and the simulation resuts w
obtained with the roughest grid only. This result is satiday, taking into account that at the resolutiag=20 and 40 meters
footprints were calculated for the sensors located indidditst grid cell.

Similar simulations with the LES model PALM (see, Fig. 4 irigfeld et al., 2008) showed the strong sensitivity of ressul
to the spatial resolution regardless if the subgrid staohasodelling was used or not.

For the sensor height,, = 100 m the dependence of the functioffsandF' on the grid spacing is weak (see Fig. S1.3c,d).
Some differences in cumulative footprirfisat large distances,; — = (see Fig. S1.3d) are not systematic with respect to the
grid size and can be attributed to insufficient statistigakjsion of the large eddies averaging (see, for examph,gtal.,
2010)).

S2 Footprint simulations above the heter ogenous surface

The setup of numerical experiment discussed in this seimtentical to that presented in

(Glazunov and Stepanenko, 2015). The turbulent flow abogéeldke" , surrounded by the "forest” was considered. The
"lake" was prescribed as an ellipse with semiaxes 200m and &De effect of trees was taken into account by using an
array of simple objects (rectangular parallelepipedd) it height: = 16 m that provides the displacement heights 14 m

and the roughness parametgr= 0.55 m characteristic for a forest canopy. The simulations werelacted in a non-periodic
domain with the turbulent inflow generated by an additioria6lmodel with periodic domain. The simulations were periam
with the grid stepA\, = 1m. Mesh size was 51:2256x 64 grid points. The mean velocity at the heightwas approximately
3.5 m/s. One can find more detailed description in (Glazumalv&tepanenko, 2015).

Simulations with the Lagrangian particles were perfornwdlie case of unstable stratification above the "lake" artl wi
the wind directed along the main ellipse axis. Two simulaibave been performed with durations of 0.5 hour. The |astiyv
minutes of each simulation were used for footprints caliuha

The particles were emitted at the height 0.1 m with the tinnerimlsA’e’j = 0.025 sec within each grid cell near the surface.
Rectangular areas’, — A, <z <z, + A,, vk, — A, <y <yk, + A, with the sizeSy; =4 x 4 m? surrounding sensor
positions were selected. Footprints were accumulatedegrid with the cells 055 =1 x 1 m?.

Figure S2.1a shows the total number of particies..,. residing in computational domain simultaneously depemdimthe
simulation time. The number of particle is stabilized néwr value~ 0.9 x 10° due to absorbtion condition in outflow. The
total number of the particles emitted in each simulation agsroximatelyr.5 x 101°.

Figure S2.1b shows the instant numbers of particles in edadhcgll (third computational level above the surface). The
particle concentration is variable in space due to turliutearacter of the flow. One can see, that the significant gdheo
variance can be attributed to large-scale eddies. Thiseadonuniform loading of processors for parallel computin this
calculation, performed with the two-dimensional domainIMBcomposition at 256 nodes, the ratio of the maximum of the
particles number per one node to the average number of lgariica subdomain i8,,,4. /n4.- ~ 2 (See Fig. S2.1c). So the



efficiency of the use of parallel resources does not ex6éed Here, the calculations of Lagrangian particles consunoeia
75% of the total computation time.
Two-dimensional footprint functiong, (z — s,y — yar, 2ar) that were computed for the three sensor positions marked
by 1, 2 and 3 in Fig. S2.1b are shown in Fig. S2.1c,d,e (hgre= 3m). These footprints were determined with the use
5 of the averaging of results of two independent realizatiaienoted byf! and f2, respectively. These independent ex-
periments resulted in correlatiamrr(f!, f2) ~ 0.97, 0.98 and 0.98 and the normalized error with respectdamvalue
((fi— f5)2>;;2/<(f5)2>i22 ~ 0.13, 0.11 and 0.07, depending on the sensor points 1, 2 aed&ctively. Thus, the devel-
oped technology allows to determine the footprints abokemogeneous surfaces without the need for averaging oeega |
area. In this numerical experiment, due to intensive prodoof turbulence at the altitudes close to the "trees heigthe

10 elongation of footprints appears to be small in comparisah¢ size of the "lake".
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Figure S1.1. Crosswind integrated concentrati6f = C'¥ Uz;/Q depending on normalized heightz; and non-dimensional distance from
the sourceX = zw™* /(Uz;). (a) CWIC profilesC’¥ computed in LES with different resolution (solid lines) iomaparison with laboratory
data (squares). (b) CWIC isolines computed with grid sit&ps= 10 m~ z;/100 andA, = 40 m~ z; /25 (dashed line - first computational
level z = Ay).
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Figure S1.2. (a) Obukhov length’/x, the time interval chosen for averagifg;,t.} is shown ; (b) friction velocityU.; (c) mean wind
velocity components; (d) variance of vertical velocity @ked by the circles forA, = 40 m) and variance of the longitudinal velocity
(marked by the squares fdx, = 40 m). The results are shown for the grid stefog=5, 10, 20 and 40 meters (the most thick lin& ;=5 m

and the most thin line A ;=40 m).
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Figure S1.3. Footprintsf? (a,b) and cumulative footprintg (c,d) for the sensor heights,=10m (a,b) and:3,=100m (c,d), computed with

the different spatial resolution in LES. Symbols - obseoratl data (Leclerc et al., 1997)
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Figure S2.1. (a) Total number of the particles, ... depending on the simulation time. (b) Instant numbers optiréicles inside each grid
cell (third level above the surface). (c) Numbers of theipkas inside each parallel subdomaip_.,.q.. (d,e,f) Footprintsfs (z — zar,y —

yu, zum ) for the points marked by the numbers 1, 2 and 3 and squareg.iiSEilb for the sensor height; = 3 m.



