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Abstract 20 

This study presents the systematic development of an open-source, flexible and modular eddy-21 

covariance (EC) data processing framework. This is achieved through adopting a Development 22 

and Systems Operation (DevOps) philosophy, building on the eddy4R family of EC code 23 

packages in the R Language for Statistical Computing as foundation. These packages are 24 

community-developed via the GitHub distributed version control system and wrapped into a 25 

portable and reproducible Docker filesystem that is independent of the underlying host 26 

operating system. The HDF5 hierarchical data format then provides a streamlined 27 

mechanism for highly compressed and fully self-documented data ingest and output. 28 

This framework is applicable beyond EC, and more generally builds the capacity to deploy 29 

complex algorithms developed by scientists in an efficient and scalable manner. In addition, 30 

modularity permits meeting project milestones while retaining extensibility with time. 31 

The efficiency and consistency of this framework is demonstrated in the form of three 32 

application examples. These include tower EC data from first instruments installed at a 33 

National Ecological Observatory (NEON) field site, aircraft flux measurements in combination 34 

with remote sensing data, as well as a software intercomparison. In conjunction with this 35 

study, the first two eddy4R packages and simple NEON EC data products are released publicly. 36 

While this proof-of-concept represents a significant advance, substantial work remains to arrive 37 

at the automated framework needed for the streaming generation of science-grade EC fluxes. 38 
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1 Introduction 39 

Answering grand challenges in earth system science and ecology requires combining 40 

information from hierarchies of environmental observations (tower, aircraft, satellite; Raupach 41 

et al., 2005; Running et al., 1999; Turner et al., 2004). Eddy-covariance (EC) measurements 42 

serve as crucial observations in this hierarchy to study landscape-scale surface-atmosphere 43 

exchange processes that both inform and anchor earth system models. Networks of EC towers 44 

such as FLUXNET (Baldocchi et al., 2001), AmeriFlux (Law, 2007), ICOS (Sulkava et al., 45 

2011), and others are vital for providing the necessary distributed observations covering the 46 

climate space, with the longest running towers now reaching two decades of observations. 47 

A current challenge for EC tower networks in informing regional and continental scale 48 

processes is instrument and computational compatibility. Much progress has been made in 49 

developing community standards for processing algorithms and workflows (Aubinet et al., 2012; 50 

Papale et al., 2006). However, the computations involved in EC processing are complex and 51 

developmentally dynamic, making code portability, extensibility, and documentation 52 

paramount. Many authors have included code in publication, or have developed sharable tools 53 

(e.g. EddyPro and TK3 by Fratini and Mauder (2014), EddyUH by Mammarella et al. (2016), 54 

EdiRe by Clement et al. (2009). Still, large differences in instrumentation, site setup, data 55 

format, and operating system stymie the adoption of a universal EC processing environment, 56 

exacerbated by the significant and often unfunded effort required to adequately document and 57 

generalize code. In 50% of published scientific code, one cannot even replicate the necessary 58 

software dependencies (Collberg et al., 2014) let alone develop tailored workflows to 59 

incorporate additional data streams, automate and scale processing across large compute 60 

facilities, or inject additional algorithms to address specific needs or synergistic research 61 

questions.  62 

The National Ecological Observatory Network (NEON), once fully operational, will represent 63 

the largest single-provider EC tower network globally, with a standardized measurement suite 64 

designed explicitly for cross-site comparability and analysis of continental-scale ecological 65 

change (Schimel et al., 2007). This capability is accompanied by a strong need for a flexible 66 

and scalable processing framework that can incorporate specific data streams, take advantage 67 

of tight hardware-software integration for problem tracking and resolution, provide traceability 68 

and reproducibility of outputs, and seamlessly integrate distributed and dynamic community-69 

developed code within existing cyberinfrastructure. 70 

Here, we describe and demonstrate a framework that enables these capabilities by embracing a 71 

Development and Systems Operation (DevOps) approach. DevOps is a philosophy arising from 72 

within the software development community that emphasizes collaboration among developers 73 

and operators to continuously iterate the development, building, testing, packaging, and release 74 

of software (Erich et al., 2014; Loukides, 2012). Tools are adopted that control and automate 75 

these processes, allowing distributed development and rapid iteration. A key aspect of DevOps 76 

that can aid improving accessibility, extensibility, and reproducibility of scientific software is 77 

through recipe- or script-based generation and packaging of computation environments rather 78 

than abstracted documentation (Boettiger, 2015; Clark et al., 2014). The recipe automates the 79 
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loading of the software including all dependencies so that the most significant hurdle of 80 

reproducing the computational environment is overcome. At the same time, the recipe serves 81 

as explicit documentation, and can be easily extended (added to or changed), shared, and 82 

versioned. The entire computational environment including any necessary data are packaged 83 

into Docker images that work identically across different computers and operating systems, can 84 

be deployed at scale, and archived for ultimate reproducibility. 85 

In the following we present this framework and demonstrate its success in producing EC data 86 

products via a family of modular, open-source R packages wrapped in Docker images. We 87 

emphasize that this paper is not a presentation of EC processing software (although this is the 88 

ultimate application). Rather, it is a presentation of the developmental framework that facilitates 89 

scalability, portability, and extensibility of EC processing software. Section 2 describes the 90 

DevOps framework, Sect. 3 provides tower and aircraft example applications including 91 

NEON’s first set of EC data, as well as a software cross-validation. Section 4 summarizes the 92 

work remaining to operationally produce EC fluxes from 47 NEON sites, and provides an 93 

outlook on future capabilities. Code and data availability information is provided in Sect. 5. 94 

2 The development and operations framework 95 

NEON’s DevOps framework consists of a periodic sequence (Figure 1): The science 96 

community contributes algorithms and best practices (1) which together with NEON Science 97 

(2) are compiled into eddy4R packages via the GitHub distributed version control system (3). 98 

NEON Science releases an eddy4R version from GitHub, which automatically builds an 99 

eddy4R-Docker image on DockerHub as specified in a “Dockerfile” (4). The eddy4R-Docker 100 

 101 

 102 

Figure 1. DevOps workflow of the eddy4R-Docker image. Please see text in Sect. 2 for detailed 103 

explanation.  104 
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image is immediately available for deployment by NEON Cyberinfrastructure (CI; 5), the 105 

Science Community (1) and NEON Science (2) alike. This DevOps cycle can be repeated for 106 

continuous development and integration of requests and future methodological improvements, 107 

resulting in the next release. Two principal types of releases are provided: stable versions are 108 

tagged with “v1.0.0”, “v1.0.1” etc., and the most recent development built is tagged with 109 

“latest”. 110 

In the following we describe the key infrastructure components of this DevOps framework, 111 

namely the eddy4R family of code packages (Sect. 2.1), Git-based distributed code 112 

development (Sect. 2.2), packaging of the computational environment in Docker images 113 

(Sect. 2.3), hierarchical data formats (Sect. 2.4), integration with NEON’s cyberinfrastructure 114 

(Sect. 2.5), and installation and deployment (Sect. 2.6). 115 

2.1 The eddy4R family of R-packages 116 

eddy4R is a family of open-source packages for EC raw data processing, analyses and modeling 117 

in the R Language for Statistical Computing (R Core Team, 2016). It is being developed by 118 

NEON scientists with wide input from the micrometeorological community (e.g., De Roo et al., 119 

2014; Kohnert et al., 2015; Lee et al., 2015; Metzger et al., 2012; Metzger et al., 2013; Metzger 120 

et al., 2016; Sachs et al., 2014; Salmon et al., 2015; Serafimovich et al., 2013; Starkenburg et 121 

al., 2016; Vaughan et al., 2015; Xu et al., 2017). eddy4R currently consists of four packages 122 

eddy4R.base, eddy4R.qaqc, eddy4R.turb, and eddy4R.erf. Of these, eddy4R.base and 123 

eddy4R.qaqc are published here in conjunction with NEON’s release of EC Level 1 data 124 

products: descriptive statistics of calibrated instrument output. In addition, previews of 125 

eddy4R.turb and eddy4R.erf are provided, which will be published along NEON’s release of 126 

EC Level 4 data products (derived quality-controlled fluxes and related variables). 127 

Development of two additional R-packages eddy4R.stor and eddy4R.ucrt has started, which 128 

provide functionalities for storage flux computation and uncertainty quantification, respectively. 129 

These packages are not covered here, and will be published once available. 130 

Each eddy4R package consists of a hierarchical set of reusable definition functions, wrapper 131 

functions and workflow templates. Following best practices, eddy4R is written in controlled 132 

and strictly hierarchical terminology consisting of base names and modifiers, which ensures 133 

modular extensibility over time. Interactive documentation is provided through the use of 134 

Roxygen (http://roxygen.org/) tags during development, and follows the Comprehensive R 135 

Archive Network (CRAN; https://cran.r-project.org/) guidelines for package dissemination. In 136 

addition, expanded documentation is available in the form of Algorithm Theoretical Basis 137 

Documents from the NEON data portal (data.neonscience.org/home). 138 

eddy4R.base provides natural constants and basic functions for usability, regularization, 139 

transformation, lag-correction, aggregation and unit conversion ensuring consistency of internal 140 

units at any point in the workflow. Next, eddy4R.qaqc provides the general quality assurance 141 

and quality control (QA/QC) tests of Taylor and Loescher (2013), along the Smith et al. (2014) 142 

framework for tracking quality information in large datasets, and functions for de-spiking 143 

(Brock, 1986; Fratini and Mauder, 2014; Mauder and Foken, 2011; Mauder et al., 2013; 144 
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Metzger et al., 2012; Vickers and Mahrt, 1997). eddy4R.turb provides standard, Reynolds-145 

decomposed turbulent flux calculation (Foken, 2008), accompanied by facilities for planar fit 146 

transformation (Wilczak et al., 2001) and spectral correction (Nordbo and Katul, 2012). 147 

Additional functionalities include Fourier transform, the determination of detection limit 148 

(Billesbach, 2011), integral length scales and statistical sampling errors (Lenschow et al., 1994), 149 

and flux-specific QA/QC (Foken and Wichura, 1996; Vickers and Mahrt, 1997). Also, basic 150 

scaling variables, atmospheric stability and roughness length (Stull, 1988), as well as the flux 151 

footprint (Kljun et al., 2015; Kormann and Meixner, 2001; Metzger et al., 2012) can be 152 

determined. Lastly, edd4R.erf provides time-frequency de-composed flux processing and 153 

artificially intelligent functionality to determine environmental response functions and project 154 

the flux fields underlying the EC observations (Metzger et al., 2013; Xu et al., 2017). 155 

eddy4R can be used with a fully adaptive single-pass workflow template (Sect. 3.1), which 156 

makes it computationally efficient compared to the multiple passes required by other flux 157 

processing schemes. In addition, eddy4R is fully parallelized and memory efficient leveraging 158 

R’s snowfall (https://cran.r-project.org/package=snowfall) and ff (https://cran.r-159 

project.org/package=ff) facilities, respectively. This makes eddy4R seamlessly scalable from 160 

local laptop development to deployment across massively parallel computing facilities. Lastly, 161 

its unique modularity permits straightforward adjustments and versioning as science and/or 162 

hardware progresses. 163 

2.2 Git distributed version control 164 

The eddy4R source code resides on a version-controlled Git repository on the hosting service 165 

GitHub (https://github.com/). In general, a developer community uses a version control system 166 

to manage and track different states of their works over time. GitHub provides distributed 167 

version control and has become widely used by scientific research groups because it is free, 168 

open-source, and provides several features that make it useful for managing artifacts of 169 

scientific research (Ram, 2013). 170 

Git allows multiple users and developers to simultaneously access and collaborate on a remote 171 

repository by means of independent ‘forks’ or replicas of the entire repository 172 

 173 

 174 

Figure 2. NEON’s Git workflow. Please see text in Sect. 2.2 for detailed explanation. 175 
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(Paarsch and Golyaev, 2016). Figure 2 shows NEON’s Git workflow: At any given time (1) the 176 

official, stable eddy4R source code resides on NEON’s GitHub repository. A user can install 177 

the eddy4R packages directly from there, and (2) a developer can ‘fork’ or copy the repository 178 

and create ‘branches’ for modification. After (3) ‘committing’ or creating a new feature, the 179 

developer (4) can propose the feature for inclusion in the official eddy4R source code by issuing 180 

a pull request to (5) NEON’s change control board. After (6) thorough review and testing, the 181 

feature can be ‘merged’ or integrated into the next release of (1) the official, stable eddy4R 182 

source code. This cycle can be repeated to accommodate requests and future developments, 183 

resulting in subsequent releases. The developers can periodically update their 'forks’ from the 184 

remote repository, ensuring that they always work on basis of the most current eddy4R source 185 

code. 186 

 187 

 188 

Figure 3. Example of GitHub facilities for exploring code authorship, development history. 189 

 190 

The ultimate advantages of Git are provenance, reproducibility and extensibility (Figure 3): 191 

Every copy of the code repository includes the complete history of all changes, and authorship 192 

that can be viewed and searched by anyone (Ram, 2013). This allows developers to build from 193 

any stage of the versioned project and makes it easy to collaborate as an integrated the scientific 194 

community. 195 

2.3 Docker image build and deployment 196 

Docker images (https://www.docker.com/what-docker) wrap a piece of software in a complete 197 

filesystem that contains only the minimal context an application needs to run: code, runtime, 198 

system tools, system libraries. This guarantees that it always performs the same, regardless of 199 

the compute environment it is deployed in. By running as native processes, Docker bypasses 200 

the overhead encountered in the similar but more cumbersome virtual machine approach. 201 

Docker is used by many organizations (e.g., National Center for Atmospheric Research, 202 

National Snow and Ice Data Center, NSF Agave API), and widely supported across large-scale 203 

cloud compute environments (e.g., Amazon EC2 Container Service, Google Container 204 
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Engine, NSF Xsede). It is particularly well suited to NEON’s DevOps strategy: combining 205 

development, operation and quality assurance to enable creating, testing, deploying and 206 

updating scientific software rapidly and reliably (Figure 1). 207 

Docker can build images automatically by reading the instructions from a Dockerfile. A 208 

Dockerfile is a text document that contains all the commands a user would call on the command 209 

line to assemble an image. Using e.g. a cloud hosting platform like DockerHub 210 

(https://hub.docker.com/), the image build and distribution can be automated. This is realized 211 

through executing the series of command-line instructions defined in the Dockerfile whenever 212 

a new eddy4R source code version is available on GitHub. A key feature of eddy4R-Docker is 213 

that it builds upon “Rocker” pre-built Docker images, maintained by the rOpenSci group 214 

(https://ropensci.org/). This ensures access to stable, up-to-date base images containing R and 215 

a variety of packages commonly used. The eddy4R-Docker image (0.1.0) released in this study 216 

was built based on the rocker/ropensci/latest image containing R (3.3.2; 217 

(https://hub.docker.com/r/rocker/ropensci/builds/). As specified in the eddy4R Dockerfile, our 218 

R packages eddy4R.base (0.1.0) and eddy4R.qaqc (0.1.0) and their dependencies were 219 

automatically built on top of this base image. To complete the eddy4R-Docker processing, 220 

analysis and modeling environment, the NEON data portal API Client nneo (0.0.3.9100) as well 221 

as the REddyProc (0.8-2) high-level utilities for aggregated EC data were also included. In 222 

addition, the user can install any desired R packages to customize the environment. 223 

Docker’s benefits to scientific software development are described in detail in Boettiger (2015). 224 

For NEON’s purposes, several Docker properties are particularly important: 225 

• Portability: Docker images are portable and independent of the underlying operating 226 

system. This enables scientists to develop code on local computers or virtual machines 227 

without worrying about the deployment architecture. 228 

• Reproducibility: The DevOps principles are ingrained into the Docker build process, 229 

thus ensuring a fully traceable and documented Docker image. 230 

• Streamlined interface between Science and CI: Defined inputs, outputs and 231 

instructions provide an ideal framework to isolate and package algorithmic services for 232 

operational deployment. 233 

• Continuous development and integration: Docker provides a modular and extensible 234 

framework, permitting NEON’s data processing to remain up-to-date with the latest 235 

algorithmic developments. As shown be the nneo and REddyProc examples, it enables 236 

directly leveraging community-developed code. In this way eddy4R-Docker is 237 

functionally extensible, while making it easy for the community to incorporate NEON-238 

developed code into their own data processing. 239 

2.4 Hierarchical Data Format version 5 240 

The capability to process large data sets is reliant upon efficient input and output of data, data 241 

compressibility to reduce compute resource loads, and the ability to easily package and access 242 

metadata. The Hierarchical Data Format (HDF5) is a file format that can meet these needs. A 243 

NEON standard HDF5 file structure and metadata attributes allow users to explore larger data 244 

Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016-318, 2017
Manuscript under review for journal Geosci. Model Dev.
Published: 1 February 2017
c© Author(s) 2017. CC-BY 3.0 License.



 8

sets in an intuitive “directory-like” structure that is based upon the NEON data product naming 245 

convention (see Figure 4). This provides a streamlined data-delivery mechanism for the 246 

eddy4R-Docker processing framework. For the tower datasets analyzed in this study, including 247 

sonic anemometer, infrared gas analyzer and mass flow controller data, file sizes ranged from 248 

1 GB for the uncompressed data to 0.1 – 0.2 GB in HDF5 format, depending on the amount of 249 

missing data. Another important function of the HDF5 file format is the ability to attach 250 

metadata as attributes. The data in this study has the units and variable names as metadata 251 

attached to the data tables in the HDF5 file. As a result, HDF5 and similar self-documenting 252 

hierarchical data formats are gaining traction in a community that has traditionally relied on 253 

ASCII text column or comma-delimited files, especially as tools for viewing, manipulating, and 254 

extracting data from HDF5 become more commonplace. 255 

 256 

 257 

Figure 4 The NEON HDF5 file structure based on the NEON data product naming convention. 258 

 259 

2.5 Modular compatibility with existing compute infrastructure 260 

To perform a defined series of processing steps, a Docker image is called with an instruction 261 

file, resulting in a running instance called Docker container (Figure 5). Through this mechanism, 262 

an arbitrary number of Docker containers can be run simultaneously performing identical or 263 
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different services depending on the instruction file. This provides an ideal framework for scaled 264 

deployment using e.g. high-throughput compute architectures, cloud-based services etc. 265 

 266 
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 267 

Figure 5. NEON’s EC workflow. The red box visualizes the scope of the present study, and 268 

individual workflow components are described in the text. 269 

 270 

NEON’s eddy4R-Docker workflow begins with ingesting information from various data 271 

sources on a site-by-site basis (Figure 5 top left). This includes EC raw data (Level 0, or L0 272 

data) alongside contextual information on measurement site (ParaSite), environment (ParaEnv), 273 

sensor (ParaSens), calibration (ParaCal), as well as processing parameters (ParaProc). Next, the 274 

raw data is preconditioned and all information is hierarchically combined into a compact and 275 

easily transferable HDF5 file (Figure 5 panel “CI workflow”). Each file contains the calibrated 276 

raw data (L0 prime, or L0p) for one site and one day, either for EC turbulent exchange or 277 

storage exchange. In this manuscript, we focus on demonstrating the turbulence data process 278 

and analysis in the red box of Figure 5. Together with the “turbulence” instruction file the HDF5 279 

L0p data file is passed to the eddy4R-Docker image, where a running Docker container is 280 

created that scales the computation over a specified number of compute nodes (Figure 5 top 281 

right). The resulting higher-level data products (Level 1 – Level 4, or L1-L4) are collected from 282 

the compute nodes and, together with all contextual information, are combined into a daily L1-283 

L4 HDF5 data file that is served on the data portal (Figure 5 bottom left). This sequence is 284 

performed analogously for different combinations of instructions and data, and it is possible for 285 

the instruction sets to interact with each other. For example, the “turbulence” and “storage” 286 
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containers are processing in parallel, and starting the “derived” container once all intermediary 287 

results are available (Figure 5 bottom right). 288 

This eddy4R-Docker workflow modularly integrates into pre-existing data processing pipelines, 289 

such as the one of NEON (Figure 6): in NEON’s pre-existing framework the CI group encoded 290 

simple algorithms (e.g. temporal means) in Java, based on algorithm documentation provided 291 

by Science staff. The key difference of the eddy4R-Docker workflow is that instead of 292 

algorithm documentation, NEON Science staff now provides documented algorithms that 293 

perform a complex series of processing steps, which can be directly deployed by CI. Not only 294 

does this adoption of the DevOps workflow (Figure 1) streamline end-to-end operational 295 

implementation and efficiency, it empowers the Science community at large by putting the key 296 

to the scientific algorithms into the hand of scientists. 297 

 298 

 299 

Figure 6. NEON’s streaming processing framework for EC data. The red box visualizes the 300 

Docker deployment within the overall CI framework. 301 

 302 

2.6 Installation and operation 303 

One source of resistance to reproducible research is the initial burden of learning a new 304 

workflow. The eddy4R-Docker image aims to reduce the initial setup effort and learning 305 
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requirements. This is achieved by providing a computational environment that contains all the 306 

necessary software dependencies, the Rstudio graphical development environment 307 

(https://www.rstudio.com/), and a code base consisting of workflow templates and easily 308 

accessible functions. Combined with simple and thoroughly documented installation procedure 309 

it provides a similar feel to working locally. 310 

 311 

  

 

Figure 7 Docker-based Rstudio server session login via web-browser. Top left panel: Sign-in 312 

screen with highlighted areas showing information to input by the user. Top right panel: 313 

Interactive help for the eddy4R.base package. Bottom panel: Integrated development 314 

environment with workflow template, R console, Git staging area and eddy4R packages. 315 

 316 

To work with the eddy4R-Docker image, one first needs to sign up at DockerHub 317 

(https://hub.docker.com/) and install the Docker host software following the Docker installation 318 
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instructions (https://docs.docker.com/engine/getstarted/step_one/). Next, the download of the 319 

eddy4R-Docker image and subsequent creation of a container can be performed by two simple 320 

commands in an open shell (Linux/Mac) or the Docker Quickstart Terminal (Windows): 321 

docker login 322 

docker run -d -p 8787:8787 stefanmet/eddy4r:v0.1.0 323 

The first command will prompt for the user’s DockerHub ID and password. The second 324 

command will download the latest eddy4R-Docker image and start a Docker container that 325 

utilizes port 8787 for establishing a graphical interface via web-browser. The release version of 326 

the Docker image can be specified, or alternatively the specifier latest provides the most up-327 

to-date development image. 328 

The interactive Rstudio Server session running inside the Docker container can then be accessed 329 

via a web browser at http://host-ip-address:8787, using the IP address of the Docker host 330 

machine. The IP address of the Docker host can be determined by typing localhost in a shell 331 

session (Linux/Mac) or by typing docker-machine ip default in cmd.exe (Windows). 332 

Lastly, in the web browser the user can log into the RStudio session with username and 333 

password rstudio (see Figure 7 top left panel). Figure 7 also shows the Rstudio integrated 334 

development environment and interactive help for the eddy4R.base package in the bottom and 335 

top left panels, respectively. Additional information about the use of Rstudio and eddy4R 336 

packages in Docker containers can be found on the rocker-org/rocker website 337 

(https://github.com/rocker-org/rocker/wiki/Using-the-RStudio-image) and the eddy4R Wiki 338 

pages, such as scaled deployment from the command line without graphical user interface. 339 

3 Example applications 340 

In the following we present three example applications of eddy4R-Docker. The calculations 341 

were performed on 12 Intel Xeon X5550 2.67GHz CPUs, 32 GB memory with 10 Mbit 342 

interconnects and 10 Mbit access to 8 TB storage on an Oracle Zettabyte File System. The 343 

software specifications were CentOS 7 (3.10.0-327.el7.x86_64) with docker-engine (1.11.0). 344 

In Sect. 3.1, results of 12 days of EC data from a fixed tower at a NEON field site are shown. 345 

Next, in Sect. 3.2, we present EC fluxes from a 1-hour recording of a moving platform: airborne 346 

observations in a convectively mixed boundary layer. Lastly, a validation via software 347 

intercomparison is provided in Sect. 3.3. 348 

3.1 Tower eddy-covariance measurements 349 

Here, we use tower EC measurements to illustrate a typical implementation of the eddy4R 350 

processing framework. The Smithsonian Environmental Research Center (SERC) in 351 

Edgewater, MD, USA is located on the Rhode and West Rivers, and hosts the NEON SERC 352 

tower (38°53'24.29" N, 76°33'36.04" W; 30 m a.s.l.). The ecosystem at SERC is a closed-353 

canopy hardwood deciduous forest dominated by tulip popular, oak and ash, with a mean 354 

canopy height of approximately 38 m (Figure 8). EC turbulent flux sensors are mounted at the 355 

tower top at 62 m above ground or 24 m above the forest canopy. 356 
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An enclosed infrared gas analyzer (IRGA, LI-COR Biosciences, Lincoln, NE, USA, model: LI-357 

7200, firmware v7.3.1.was used to measure the turbulent fluctuations of H2O and CO2. A mass 358 

flow controller (Alicat Scientific, Burlington, VT, USA, model: MCRW-20 SLPM-DS-NEON) 359 

was used to maintain a constant flow rate of 12 SLPM through the IRGA cell. A sonic 360 

anemometer (Campbell Scientific, Logan, UT, USA, model: CSAT3, firmware v3) was used to 361 

measure the 3-dimensional turbulent wind components. Data from the IRGA and the sonic 362 

anemometer was synchronized using triggering and network timing protocol, and collected 363 

simultaneously at 20 Hz sampling rate. 364 

Here, data from April 22 to May 3, 2016 were used. The mean temperature during this time 365 

period was 15°C, with a maximum temperature of 29°C and a minimum of 8°C. A total of 366 

15 mm of precipitation was observed at nearby Annapolis Naval Academy. 367 

 368 

 

 

 

Figure 8. Left panel: Ecosystem at the NEON SERC tower (credit: Stephen Voss Photography; 369 

http://www.stephenvoss.com/blog/neon-tower-smithsonian). Right panels: EC instrumentation 370 

on top of the NEON SERC tower. Right top panel: Campbell Scientific CSAT-3 three-371 

dimensional sonic anemometer (front) and LI-COR Biosciences LI-7200 infrared gas analyser 372 

(back) on the retracted tower-top boom. Right bottom panel: Same instrumentation but with the 373 

tower-top boom extended at 230° from true north.  374 
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3.1.1 Algorithm settings and profiling 375 

The eddy4R workflow file was configured to ingest on the order of 50 data streams at 20 Hz, 376 

including 3-D wind components, sonic temperature, and H2O and CO2 concentrations. The data 377 

were processed to half-hourly L1 data products and turbulent fluxes. The L1 data products are 378 

essentially state variables (wind, temperature, concentrations) with basic statistical products 379 

derived, i.e. mean, minimum, maximum, standard error of the mean and variance. The 380 

algorithmic processing for the L4 flux calculations requires additional scientific and procedural 381 

complexity to test theoretical assumptions of the EC theory. The resultant fluxes represent half-382 

hourly vertical turbulent exchanges between the earth’s surface and the atmosphere 383 

corresponding to these state variables. 384 

For the datasets analyzed in this study, the file sizes ranged from 0.1 – 0.2 GB in HDF5 format 385 

depending on the amount of missing data, with metadata attached as attributes. We used the 386 

simple data format for our HDF5 files, as opposed to compound data type, this resulted in 387 

reduced read in time from 60 seconds to 3 seconds for 20 Hz IRGA data. Elementary testing 388 

indicates that in this framework 6 CPU-minutes were required to process 1 day of 20 Hz L0 389 

data, and 1.2 CPU-minutes per 1 day of L0p data (100,000,000 observations). No reduction in 390 

efficiency was observed between direct software deployment and its Docker implementation. 391 

Once scientific QA/QC and uncertainty budget is implemented, the computational expense will 392 

likely increase by a factor of two to three. This suggests that eddy4R performs comparably to 393 

other flux processors. Memory usage is kept below 2 GB through the use of fast access file-394 

backed objects, enabling more sophisticated scientific analyses through access to multiple days 395 

of data without overloading random access memory (RAM) resources. Additionally, the 396 

snowfall R package allows for logical parallelization frameworks to be implemented in the 397 

processing framework, even at low-level analysis steps. 398 

3.1.2 Results and discussion 399 

The time series ranging from April 22 to May 3, 2016 was processed to deliver both state (L1) 400 

and flux (L4) quantities; however, the initial eddy4R package release will only contain 401 

functions necessary to report state variables or L1 data products in the NEON data product 402 

description. The QA/QC and uncertainty frameworks were not fully implemented during the 403 

processing of the proof-of-concept results, but averaging periods with >10% missing data (incl. 404 

bad sensor diagnostic flags) were removed. 405 

Figure 9 shows the resultant time series of shear stress (friction velocity), sensible heat, latent 406 

heat and CO2 flux. The derived values fall into typical ranges for mid-latitude hardwood forests 407 

in spring. As expected, fluxes follow the general trends in the scalar quantities. Good data 408 

coverage can be seen for the LI-7200 measurements even during the rainy period at the end of 409 

the analysis. A footprint analysis revealed that 90% of the flux measurement signals were 410 

sourced within 800 m from the tower, and 80% were within 500 m from the tower at our site. 411 

Data coverage was reduced after day of year (DOY) 120 due to inclement weather conditions. 412 

The spiky results preceding and following periods with >10% invalid data highlight the need 413 

for scientific QA/QC and uncertainty budget to provide science-grade fluxes. Nonetheless, this 414 
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implementation of eddy4R in a Docker image, as it will interact with NEON CI, clearly 415 

demonstrates its core capability to generate L1-L4 data products. 416 

 417 

 418 

Figure 9. Time-series of turbulent fluxes derived from EC measurements atop the NEON SERC 419 

tower. Top to bottom: Vertical turbulent exchange of shear (friction velocity) and wind speed, 420 

sensible heat and temperature, latent heat and H2O dry mole fraction and CO2 flux and CO2 dry 421 

mole fraction.  422 
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3.2 Aircraft eddy-covariance measurements 423 

Here, we use aircraft EC measurements to illustrate more advanced scientific capabilities of the 424 

eddy4R processing framework. Airborne turbulent flux observations were performed along 425 

more than 3100 km of low level (i.e. 50 m above ground level) flights across the North Slope 426 

of Alaska in July 2012, using the research aircraft Polar 5 (Tetzlaff et al., 2015). The example 427 

data used in this manuscript were recorded during a SSW-NNE flight line near the village of 428 

Atqasuk, Alaska, above tundra dominated by sedges and emerging herbaceous wetland 429 

vegetation. Large, often oriented, lakes and the meandering Meade River characterize the 430 

surrounding landscape. 431 

The aircraft was equipped with a 3 m nose boom holding a 5-hole probe for wind measurements, 432 

an open wire Pt100 in an unheated Rosemount housing for air temperature measurements, and 433 

an HMT-330 (Vaisala, Helsinki, Finland) in a Rosemount housing for relative humidity. 434 

Sample air was drawn from an inlet above the cabin at about 9.7 l s-1, analysed in an RMT-200 435 

(Los Gatos Research Inc., Mountain View, California, USA) and recorded at 20 Hz. Aircraft 436 

position and attitude was provided by several Global Positioning Systems (NovAtel Inc., 437 

Calgary, Alberta, USA) and an Inertial Navigation System (Laseref V, Honeywell International 438 

Inc., Morristown, New Jersey, USA), altitude was determined by a radar altimeter (KRA 405B/ 439 

Honeywell International Inc., Morristown, New Jersey, USA) and a laser altimeter (LD90/ 440 

RIEGL Laser Measurements Systems GmbH, Horn, Austria). After spike removal the sampling 441 

frequency of the original data was reduced from 100 Hz to 20 Hz resolution using block 442 

averaging. 443 

3.2.1 Algorithm settings and profiling 444 

Here, aircraft-measured vertical wind speed and CH4 dry mole fraction were analysed to 445 

determine CH4 emissions by means of a time-frequency-resolved version of the EC method 446 

(Metzger et al., 2013). For this purpose a combination of settings were chosen in the eddy4R 447 

workflow file that differ from Sect. 3.1: Initially the small (<1 MB) EC raw data file consisting 448 

of 17 variables and 12,800 data points (or 42 km flight data) was read in ASCII Gzip format – 449 

standard R capabilities for data ingest can be used to read data in various formats, frequencies 450 

and units. Aircraft-measured vertical wind speed and CH4 dry mole fraction were then 451 

correlated using a Wavelet transform (Metzger et al., 2013). This process considers ranging and 452 

de-spiking of unphysical raw data values (Mauder et al., 2013; Metzger et al., 2012), fast dry 453 

mole fraction derivation (e.g., Burba et al., 2012) and spectroscopic correction (Tuzson et al., 454 

2010) of cavity-ringdown CH4 trace gas observations, and high-frequency spectral correction 455 

(Ammann et al., 2006) by means of applying a sigmoidal transfer function (Eugster and Senn, 456 

1995) directly in Wavelet space. This permits estimating turbulent fluxes with improved spatial 457 

discretization and determining ~100 biophysically relevant surface properties in the flux 458 

footprint. The analysis took 56 minutes with 8-fold parallelization and consumed <3 GB RAM 459 

thanks to the use of fast access file-backed objects. 460 
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3.2.2 Results and discussion 461 

The resulting Wavelet cross-scalogram (Figure 10) is integrated in frequency over transport 462 

scales up to 20 km, and along the flight path over a 1000 m moving window with 100 m step 463 

size, similar to the resolution of the land surface data. The result is an in-situ observed space-464 

series of the CH4 surface-atmosphere exchange at 100 m spatial resolution. Analogously, 465 

turbulence statistics characterizing shear stress and buoyancy are determined for characterizing 466 

the atmospheric transport between the emitting land surface and the aircraft position. 467 

 468 

 469 

Figure 10. Wavelet cross-scalogram of the CH4 flux equivalent to a time (x-axis) frequency (y-470 

axis) resolved version of EC. 471 

 472 

 

 

Figure 11. The composite flux footprint along the flight line (30 %, 60 %, 90% contour lines) 473 

superimposed over the National Land Cover Database. The white dashed line represents the 474 

aircraft flight track.  475 
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Corresponding systematic and random statistical errors are calculated following Lenschow and 476 

Stankov (1986) and Lenschow et al. (1994), and the flux detection limit is calculated after 477 

Billesbach (2011). 478 

The relationship between the aircraft-observed CH4 surface-atmosphere exchange and land 479 

surface properties is established through an atmospheric transport operator, the so-called flux 480 

footprint function (e.g., Schmid, 1994). Here we use a computationally efficient one-481 

dimensional parameterization of a Lagrangian particle model for the along-wind footprint 482 

extent (Kljun et al., 2002; Kljun et al., 2004), combined with an analytical approach to 483 

determine cross-wind surface contributions to each 100 m aircraft measurement, depending on 484 

aircraft position (Figure 10; Metzger et al., 2012). 485 

For each 100 m observation of the CH4 surface-atmosphere exchange an individual footprint 486 

weight matrix derived from the footprint parameterization is convolved with the land surface 487 

drivers. The results are space-series of land surface contributions accompanying the CH4 488 

measured surface-atmosphere exchange (Figure 12). 489 

 490 

 491 

Figure 12. Space-series of 399 CH4 concentration (purple line) and flux (black line) 492 

observations each 100 m, averaged over 1000 m windows. The random sampling errors are 493 

indicated by the shaded areas enveloping each line, and the flux detection limit is shown as 494 

salmon envelope around the abscissa. Circles indicate the dominating land cover in the footprint 495 

of each observation (Figure 11) with full circles corresponding to ‘pure’ fluxes (>80% surface 496 

contribution). 497 

3.3 Validation and verification 498 

eddy4R includes a verification script which automatically processes subsets of the tower and 499 

aircraft data introduced in Sect. 3.1 and Sect. 3.2, and verifies the results against a reference, 500 

e.g. generated with a different software. 501 

Here, we demonstrate such an approach at the Park Falls, Wisconsin WLEF very tall tower 502 

Ameriflux site (US-PFa). The 447 m tall WLEF television tower (45.946◦N, 90.272◦W) has 503 

been instrumented for EC measurements in 1996, and is part of the AmeriFlux network. Flux 504 

measurements at 30 m, 122 m and 396 m sample a mixed landscape of forests and wetlands 505 
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 506 

Figure 13. Scatterplot of means (vertical wind speed, w; sonic temperature, Tv; H2O dry mole 507 
fraction (q); and CO2 dry mole fraction), variances and fluxes (friction velocity, ustar; sensible 508 
heat flux, H; latent heat, LE; CO2 flux). Data are generated from 2011 July to Aug WLEF data 509 
in EddyPro and eddy4R. Each point represents a one-hour averaging period. Black lines are 1:1 510 
lines, and dashed lines are robust regressions (Salibian-Barrera and Yohai, 2006). 511 

Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016-318, 2017
Manuscript under review for journal Geosci. Model Dev.
Published: 1 February 2017
c© Author(s) 2017. CC-BY 3.0 License.



 20

(Desai et al., 2015). The surrounding forest canopy has approximately 70% deciduous and 30% 512 

coniferous trees, and a mean canopy height of 20 m. The site has an interior continental climate. 513 

Instrumentation at each level consists of fast response wind speed and temperature from a sonic 514 

anemometer (Applied Technologies., Inc., Seattle, USA, ATI Type K). 10 Hz dry mole fraction 515 

of CO2 and H2O at the 122 m level used here were measured by a closed-path infrared gas 516 

analyzer (LI-COR, Inc., Lincoln, USA, LI-6262) located on the tower. 517 

A data set from July 27 to August 19, 2011 was used in the intercomparison between eddy4R 518 

and the reference software EddyPro (LI-COR, Inc., Lincoln, USA, v6.2.0). EddyPro was 519 

released in April 2011 and is being widely used in the EC community. 520 

3.3.1 Algorithm settings 521 

Several preprocessing steps were applied, and the resulting data and settings were used in both, 522 

eddy4R and EddyPro: (i) The raw data was pre-cleaned in eddy4R using the Brock (1986) de-523 

spiking algorithm with a filter width of 9 data points for all variables. (ii) EddyPro was used to 524 

calculate the planar-fit rotation parameters (Wilczak et al., 2001) over the entire dataset (offset 525 

= −0.06 ms−1, pitch = −5.27°, roll = −1.81°). (iii) Time lags for dry mole fractions of CO2 (0.8 s 526 

behind vertical wind) and H2O (0.1 s behind vertical wind) were calculated in eddy4R using 527 

maximum correlation (median lag time over entire dataset). 528 

Because CO2 and H2O fluxes were calculated from dry mole fractions, the Webb et al. (1980) 529 

density correction was not necessary and therefore not applied (Burba et al., 2012). Frequency 530 

correction was not considered in this validation and therefore not applied. Means, variances and 531 

fluxes were calculated on the basis of one-hour block averages. Based on Schotanus et al. 532 

(1983), sensible heat flux was calculated from point-by-point conversion of sonic temperature 533 

in eddy4R, and with the half-hourly statistical correction in EddyPro. 534 

3.3.2 Results and discussion 535 

eddy4R and EddyPro produce nearly identical results (Figure 13), and the gain error is within 536 

0.04% for most outputs. Sensible heat flux values produced by eddy4R have slightly larger 537 

magnitude compared to EddyPro, by 0.49%. This is likely a result of the different methods 538 

applied when converting sonic temperature to air temperature. A detailed end-to-end 539 

intercomparison considering additional processing steps and EC software is planned for a 540 

separate manuscript accompanying NEON’s release of flux data products. 541 

4 Summary and conclusions 542 

Adopting a DevOps philosophy has facilitated the creation of a flexible, scalable, and extensible 543 

processing environment for producing NEON’s EC data products. Git-distributed version 544 

control facilitates simultaneous internal-external collaboration on scientific algorithms, the 545 

outcome being a modular family of open-source R packages. The use of Hierarchical Data 546 

Format allows for efficient, self-describing data input and output. Docker images package the 547 

entire processing environment for robust, scalable, and portable deployment. The capability of 548 

this framework was demonstrated with cross-validated tower and aircraft fluxes. 549 
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The results presented here are from a file-based implementation of the eddy4R Docker 550 

workflow, with EC instrument data accessed directly e.g. from the NEON site and manually 551 

processed into the HDF5 ingest format (Sect. 2.5). Focus now shifts to the operational 552 

implementation of the eddy4R-Docker workflow for reporting means and variances. This 553 

includes: (i) Automated ingest of streaming raw data into the NEON database; (ii) Processing 554 

of raw data into the standard, defined inputs required by the eddy4R-Docker in HDF5 format, 555 

and (iii) Developing the software and hardware infrastructure to pass data and instructions back 556 

and forth to the eddy4R-Docker workflow, and control program execution in a distributed 557 

computing framework. Lessons learned here will profit the community at large, e.g. through 558 

enabling streaming processing directly at an EC site or over cellular modems with the same 559 

eddy4R-Docker open-source software as used for sophisticated analyses (Sect. 3.2). 560 

Thereafter, remaining scientific algorithms will be integrated in eddy4R-Docker for producing 561 

defensible turbulent exchange data products. These algorithms include on-the-fly de-spiking, 562 

lag correction, planar-fit and spectral correction, scientific QA/QC, and uncertainty budget 563 

estimation. Finally, the eddy4R-Docker will be expanded to include “storage” and “derived” 564 

workflows (Figure 6) for producing defensible net ecosystem exchange data products in 2018. 565 

While our sole focus in developing this framework has been to facilitate generating EC data 566 

products with the unique capabilities and constraints of NEON, it has become clear that the 567 

framework has the potential for enabling the implementation of a suite of complex processing 568 

algorithms, such as temporal gap filling of sensor time series data or modeling re-aeration rates. 569 

There exist many potential synergies between NEON, other tower networks, and the user 570 

community for producing high level EC data products. We hope this framework can serve as a 571 

model for implementing community-sourced, distributed-development scientific code while 572 

combatting the deficiencies of current computational frameworks that limit accessibility, 573 

reproducibility, and extensibility. 574 

5 Code and data availability 575 

The source code packages eddy4R.base (0.1.0) and eddy4R.qaqc (0.1.0) used in this study are 576 

archived at https://w3id.org/smetzger/Metzger-et-al_2017_eddy4R-Docker/code, under the 577 

GNU Affero General Public License (GNU AGPLv3). Similarly, at 578 

https://w3id.org/smetzger/Metzger-et-al_2017_eddy4R-Docker/docker the corresponding 579 

eddy4R-Docker image (0.1.0) is available. Lastly, a data supplement is provided at 580 

https://w3id.org/smetzger/Metzger-et-al_2017_eddy4R-Docker/data, including an extended 581 

abstract and all NEON SERC raw data used in this study, accompanied by variable 582 

documentation. 583 
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