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Abstract. Free-running and nudged versions of a Met Office chemidinyate model are evaluated and used to investigate the
impact of dynamics versus transport and chemistry withémtiodel on the simulated evolution of stratospheric ozoredrilvs

of the dynamical processes relevant for simulating stpdttesc ozone are calculated, and the free-running modelisd to
outperform the previous model version in 12 of the 14 metiicparticular, large biases in stratospheric transpatttespical
tropopause temperature, which existed in the previous maatsion, are substantially reduced, making the currendeho
more suitable for the simulation of stratospheric ozone Jpatial structure of the ozone hole, the area of polasjpateric
clouds, and the increased ozone concentrations in theamartiemisphere winter stratosphere following suddencstpdteric
warmings, were all found to be sensitive to the accuracy @fiynamics and were better simulated in the nudged model than
the free-running model. However, significant biases inas@heric transport, water vapour and ozone concenteasiilhexist

in the nudged model. Further, stratospheric transporebiésad to biases in the downward ozone flux into the tropasphe
Thus, whilst nudging can, in general, provide a useful toolr€moving the influence of dynamical biases from the eimtut

of chemical fields, this study shows that nudged modelsrstitlain far from perfect.

1 Introduction

Previous studies have identified numerous couplings betweene, greenhouse gases, tropospheric ozone precungbrs a
stratospheric ozone depleting substances, and climategeh#ncreased carbon dioxide and near-surface ozones|doel
example, can impact vegetation and the strength of the larttba sink (Sitch et al., 2007). Gas-phase constituents asic
tropospheric and stratospheric ozone, have contributeidtorical climate forcing (Stevenson et al., 2013; Myhtrale 2013)
and the inclusion of interactive chemistry, at least in sonoelels, could affect estimates of climate sensitivity (/dotvet al.,
2015). Likewise, climate change can impact on atmospherigosition through changes in the strength of the Brewedysibn
circulation (Butchart and Scaife, 2001; Butchart et alQ&@Qchanges in methane lifetime (Johnson et al., 2001 géwakis et al.,
2013), changes in background and peak surface ozone coettoems (Fiore et al., 2012), temperature dependent clamae
action rates (Waugh, 2009a), and the timescale for theospheric ozone layer to recover (WMO, 2011). Increasinglsre

is also recognition of the extensive coupling between tbpdasphere and stratosphere, with stratospheric ozoneemcion-
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pacting on tropospheric composition through stratosplreposphere exchange (e.g. Zeng et al., 2010) and ph&tobtes
(e.g. Zhang et al., 2014) and also impacting on surface tdirfMorgenstern et al., 2009).

As a result, coupled chemistry-climate models have evoteeehcompass both stratospheric and tropospheric chgmistr
coupled to state-of-the-art atmosphere-ocean climatestapich order that such couplings can be studied and fulletstdod.
Chemistry-climate models are also used to provide pokdgwvant information, such as the assessment of strateayi@siti-
gating and adapting to a changing climate with changing spineric composition (Eyring and Lamarque, 2012; Prinn3201
However, because of their inherent complexity, there isrengt need for comprehensive assessment and benchmarking of
such models to sit alongside their development. In padictihe use of quantitative performance metrics (Waugh amichd,
2008) to both track the development of an individual model/anto benchmark the performance of a multi-model ensemble
(Eyring et al., 2008), is important. These performance itetiave traditionally been used to consider how well irdirail
model processes are simulated. In the present study, wehigki@irther, considering the impacts of model processesamh
other.

Nudging the dynamics of chemistry-climate model simulagidowards observations is a technique used both to look at
the impact of specific physical processes on atmospherigaosition, and/or to remove the influence of unrealistic nhode
climatology from the evolution of chemical fields. Case @&sccovering just the length of a single observational cagma
and simulations covering long-term trends over the hisabnperiod, are both ways in which the use of nudged chemistry
climate models can enhance our understanding of the ewnlofithe chemical composition of the atmosphere. For exampl
Laat et al. (2001) consider the evolution of troposphermn@zconcentrations over the Indian Ocean during the spfih§%b,
to evaluate the large-scale advection processes and agsbracer transport in their model. Dameris et al. (2005¥itler the
impact of various “forcings” (including sea surface tengiares, volcanoes and the solar cycle) on chemical conguosit
investigate which processes are well/poorly represemtetbidels. Akiyoshi et al. (2016) present a case study of tbiigon
of chemical-species during the Stratospheric Sudden Wigrofiwinter 2010, using both a nudged model and observat®mns
study the structure in the chemical fields. A more generahiee of the impact of nudging on chemistry-climate modsis i
given in Jockel et al. (2006, 2015), Telford et al. (2013} &ilmes et al. (2016).

In the present study, the stratospheric dynamics, tratisadt simulated ozone concentrations in free-running amlgjed
versions of the Met Office chemistry-climate model, HadGERS, are evaluated. The nudged simulations here make it
possible to determine the ways in which biases in the modeiycal fields affect the accuracy of simulated stratogpher
o0zone concentrations, and thereby help attribute the rengadzone biases to other components of the model (i.erahsort
and chemistry schemes).

This study is set out as follows. Section 2 describes the hsmdap and the simulations evaluated here. Section 3 psesen
the results, and is split into sections focusing on modeligseand the dynamics and ozone concentrations of the s@pid
extratropics. Conclusions and discussion are given ini@edt
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2 Model setup and simulations

The Met Office model configuration used in this study is thenuis&y-climate model HadGEM3-ES. The underlying atmo-
sphere model is the Global Atmosphere 4.0 (GA4.0) configumadf HadGEM3 (Walters et al., 2014), and is based on the
Met Office’s Unified Model (MetUM). It has a horizontal restibn of 1.875 longitudex 1.25 latitude and 85 levels in the
vertical, covering an altitude range of 0—85km. This is dedpo the Global Land 4.0 (GL4.0) configuration of the JULES
land surface model (Walters et al., 2014). For simulati@ugliring ocean and sea ice components, the Nucleus for Eamnop
Modelling of the Ocean (NEMO vn3.4; Madec, 2008) ocean modéh a 1 degree resolution (ORCA-1) and 70 vertical
levels, is used along with the Los Alamos sea ice model (CI®EY, Hunke and Lipscomb, 2008).

This configuration represents a significant improvementhi@ physical model since the Met Office’s contribution
(Morgenstern et al., 2010) to the Chemistry-Climate Modalidation activity 2 (CCMVal-2, Eyring et al., 2008). For-ex
ample, the horizontal and vertical resolutions have ireeddrom 3.75 longitudex 2.5° latitude and 60 vertical levels (model
lid at 84 km). There have also been improvements to the atn@wspmodel physics and the addition of new ocean and sea
ice components, all of which is documented in detail in Heetial. (2011), Walters et al. (2011), and Walters et al. £0A
significant result of these model improvements is the mudhaged temperature bias at the tropical tropopause layéchvirtn
CCMVal-2 required the models based on MetUM to prescribeewedipour in this region. Water vapour is modelled interac-
tively in the HadGEMS3-ES simulations reported here.

This atmosphere-only or coupled atmosphere-ocean modiEHK3 is, in turn, coupled to the gas-phase chemistry com-
ponent of the United Kingdom Chemistry and Aerosol (UKCA)dab(Morgenstern et al., 2009; O’Connor et al., 2014). The
chemistry scheme is a combination of the stratospheric ignirom Morgenstern et al. (2009) with the “Troplsop” p@
spheric chemistry scheme from O’Connor et al. (2014). Risirates are calculated interactively using the Fasschéme
(Telford et al., 2013). Other aspects of the tropospheranthtry configuration of UKCA that were not included in the tMe
Office’s CCMVal-2 configuration, such as interactive lightpemissions (scaled to give 5TgN/yr), wet and dry depasiéire
now included as described in O’'Connor et al. (2014). Theaui®ve mass-based aerosol scheme (Bellouin et al., 261t}
changed from that used in CCMVal-2. Thus, the HadGEM3 modegpted to the UKCA chemistry scheme and the CLASSIC
aerosol scheme is referred to as HadGEM3-ES.

The results shown in this paper come from HadGEM3-ES sinaunlatset up to follow the Chemistry-Climate Model
Initiative (CCM-I) reference simulations (Morgensterraét 2016). These include an atmosphere-only historicalikition
(REF-C1) and a coupled atmosphere-ocean historical andefgimulation (REF-C2), which begin in 1960, as descrilmed i
Eyring et al. (2013). The greenhouse gases (GHGSs), ozorletiigpsubstances (ODSs), tropospheric ozone precursisr em
sions, aerosol and aerosol precursor emissions, seaetefaperatures (SSTs) and sea ice concentrations (forttusphere-
only REF-C1 simulation), and the forcings from solar vailigband stratospheric volcanic aerosol, are all as désctiin
Eyring et al. (2013).

The coupled (REF-C2) simulation is spun up to 1960 condstia follows. A 400 year spin up of the coupled atmosphere-
ocean model to a perpetual pre-industrial state, is foltblw a transient spin up of the coupled model, without intiérac
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chemistry, to 1950 conditions. Chemistry is then includad] a 10 year spin up to 1960 conditions is performed, as recom
mended by Eyring et al. (2013). For the atmosphere-only Isitioms, this 10 year spin up from 1950 with chemistry ineldd
(Eyring et al., 2013) is all that is required for the atmogphe equilibrate.

Alongside the free-running atmosphere-only historicaligations (REF-C1), simulations in which temperature aod-h
zontal wind fields are nudged (Telford et al., 2008) towahdsERA-Interim reanalysis (Dee et al., 2011) are also runHRE
C1SD). McLandress et al. (2014) found that discontinuitiethe upper stratospheric temperatures exist in ERA-Imtein
1985 and 1998, due to changes in the satellite radiance dath These discontinuities led to erroneous jumps in ozone ¢
centrations in the upper stratosphere in their model, amcktare, in the “smoothed” nudged simulations detailedahld 1,
they were removed here using the technique of McLandreds(@044). To avoid introducing spurious noise, Merryfietdk
(2013) found that the relaxation time scale must be longam the time intervals between the reanalysis fields thateirgb
nudged towards (6 hours for ERA-Interim) and noted in palticthat relaxation time scales of 24 hours and 48 hours both
gave good results (see their Figure 23). After some subgetiials, 24 hours and 48 hours were also found to be apptepri
time scales for HadGEM3-ES, at least for the fields of intehese, and results using both time scales are included below
Nudging is applied over the vertical range 2.5km — 51km.

Details of these simulations are summarised in Table 1.-fneeing simulations are run over the period 1960-2010 (REF
C1) and 1960-2100 (REF-C2), and nudged simulations arevertloe period 1980-2010 (using initial conditions takemfr
REF-C1). As such, we analyse the period 1980-2010 in thitystu

3 Results
3.1 Metrics

Metrics for evaluating the processes in chemistry-clinmatelels relevant for the simulation of stratospheric ozoreevade-
veloped as part of the CCMVal-2 project (Eyring et al., 2008)e metrics for dynamical processes are listed in Butcttaat
(2010, 2011). These dynamical metrics include one for tHarpmrtex final warming time but, for reasons explainedrlate
in this section, we choose to evaluate final warmings usiegriethod of Hardiman et al. (2011), and thus this metric is not
directly comparable and not included here. Table 2 listsrib&rics used in this study.

Following the method of Waugh and Eyring (2008), “grade® associated with each metric, to measure how accurately it

is simulated, and these are calculated as follows:

_ 1 |,Umodelf ,Uobs|

=1
g 3 Oobs

@)

whereg is the grade assigned to the metric (and is set to O if cakediltd have a negative valu@)model @and riops are the

model and observational mean values of the metric, @fdis the interannual standard deviation of the observatians (
proxy for observational uncertainty). Thus, a value of lrespnts the model having an identical mean value to redsalys
(the “observations”), and a value of 0 represents the mo@elmvalue deviating by more than 3 standard deviations from
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the reanalysis. Here we re-calculate these metrics for the @ffice model used in CCMVal-2 (UMUKCA-METO, REF-
B1 simulation), using years 1980-2010 of the ERA-Interimnayses (Dee et al., 2011), instead of years 1980-200@&of th
ERAA40 reanalysis. These recalculated CCMVal-2 metricstiean be directly compared to those for all the free-running a
nudged CCM-I simulations. Figure 1 displays these metridhé same style as Butchart et al. (2010).

It is interesting to note that the UMUKCA-METO values for senf these metrics show a significant degradation compared
to those given in Butchart et al. (2010) for the same simohatiReasons for this are that:

— the reanalysis dataset used here as the benchmark is EBArets opposed to ERA-40
— analysis here is over the period 1980-2010 as opposed t6-2080 as used in CCMVal-2

In particular, using a different period can substantialtgrathe values of some metrics. For example, the PW_sh d#tigno
considers the variability in the heat flux and polar vortaxperatures in the southern hemisphere high-latitude wimtee
sudden warming observed in 2002 (the only southern hemiguelden warming on record) significantly increases theative
variability in both these quantities. The semi-annual lt&@n (measured by the SAO metric) increases in amplifodé¢he
years 2000-2010, such that its mean amplitude for the pd98@—2000 is 15ms' and this increases to 17nt'sfor the
period 1980—-2010. This increase is not captured in therfraaing simulations. The trend in mass upwelling in the itap
lower stratosphere (measured by the up_70 diagnosticdriERA-Interim, almost steady over the period 1980-1995%, bu
shows a strong downward trend over the period 1995-2010) agacaptured in the free-running simulations. This @i
shows a need to analyse over the full 30 years common to alllafions for calculation of the most reliable metric scores
Since reanalysis datasets and the period analysed wilintento be updated, there are issues with referring backeo th

values of metrics in previous reports (see also Austin e2803). These issues could be minimized by
— using information from multiple reanalyses datasets astbic “observations”
— ensuring that the period analysed is of sufficient lengtletuce the impact of interannual variability

where the “interannual variability” in this case is the natenual standard deviation of the observations, as notedeain
equation 1. Of course, if possible, re-calculating meffios) older simulations and reports, using identical beratkwalatasets
and time periods for consistency, would allow for the cletreomparison to the latest simulations. In any case, nsetric
continue to provide an invaluable and concise indicatioousfent model performance, indicating diagnostics wheoeets
are performing well and those where improvement is required

Comparing column 1 with columns 2 and 3 of Figure 1, the fre®ing version of HadGEMS3-ES is shown to perform
better than UMUKCA-METO in 12 of the 14 metrics (umx_sh and age the only exceptions). Further, as noted above, the
SAO metric is particularly sensitive to the period analyssmthe differences in this metric between UMUKCA-METO and
the CCM-I simulations cannot be considered reliable. Thpsrt from the strength of the southern hemisphere poldat nig
jet, the dynamics of HadGEM3-ES show improvements over #rsion of HadGEM used for CCMVal-2 (documented in
Morgenstern et al., 2010).
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As denoted in Figure 1 and Table 2, the metrics are dividamthmise that measure the mean climate of model simulations,
and those that measure their variability. This divisiotdak that in Butchart et al. (2010, 2011). Figure 1 demonssrguite
clearly that, whilst the nudged simulations (columns 4-+é)graded similarly to the free-running simulations (cohsn2-3)
in terms of mean climate metrics (an aspect in which the fueeing model is already very good, though again with the
exception of the southern hemisphere polar night jet stignthe nudged simulations outperform the free-runninguations
in terms of variability.

The nudged simulations that use the discontinuity corceEfRRA-Interim dataset (McLandress et al., 2014, columns#san
of Figure 1) show a better performance in the semi-annudlatszn metric than those without this correction (colusrthand
7 of Figure 1), although given that the evaluation is agaimstunmodified ERA-Interim dataset it is unclear why thiswgto
be the case. Certainly it is expected that the only diffeesni performance between the nudged simulations with atieut
the discontinuities removed would be in the upper stratespfwhere the correction is applied) — a region assessedhér
by the SAO metric.

The nudged simulations perform very wejl 0.9) in almost all metrics, with the exceptions of tropical upng (up_70
and up_10) and the Quasi-Biennial Oscillation (gbo). Saipgly, at both 70hPa and 10hPa the tropical upwelling éftee-
running model is closer to the reanalysis than in the nudgedbiNote, however, that due to the inherent noise and taiogr
in vertical velocities in reanalyses, vertical velocityn® nudged, only horizontal velocities. Furthermore, ulting (or, more
particularly, the residual circulation) may not be engirdle to dynamics, as previously thought, but perhaps afieeimced
by radiation (Ming et al., 2016a, b), something that is notstmined in any of the simulations (except indirectly, lglging
the temperature field). Indeed, some transport calculatiery. for descent in the polar stratosphere; Tegtmeidr, &098)
use the diabatic rather than the kinematic vertical vejdqsiee Butchart, 2014). Thus, even though they use the sameriual
advection schemes, the stratospheric transport in nudgrdagions need not be more accurate than in free-runningehso
as discussed in more detail below. Note also that in both rése-rfunning and nudged simulations the tropical upwelling
at 10hPa is significantly closer to the reanalysis than isallpvg at 70hPa. This may be due to the model simulating a
different structure of meridional circulation relativettat of the reanalysis (i.e. differences in shallow versegctirculations;
Birner and Boenisch, 2011).

The grading of the QBO metric below 0.8 for the nudged sinimfatis somewhat more surprising given that this metric
depends only on zonal wind whidls directly nudged. In fact, the nudged model accurately sitesl the quasi-biennial
oscillation in the zonal mean winds at 20hPa used in thisimetratching the reanalysis winds closely except not quite
reaching the peak values of the oscillation and thus untievasng the amplitude of the relevant Fourier harmonicsibly
(not shown). However, since the power-spectrum approdedrémt in this metric doesn’t give a measure of uncertaihty,is
calculated differently (by sub-sampling the data; Buttkaal., 2010). This produces an estimate of uncertaintyishemall
in magnitude and leads to this metric being very sensitind, thus lower than might be expected in the nudged simukation
Caution is therefore needed when interpreting this metri@hy model. Indeed, the sensitivity of this metric is onpparent
due to the use of nudged simulations, thus demonstratinigrpertance of the nudged simulations for testing the rabesst
and reliability of metrics involving quantities that areefitly nudged.
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Figure 1 shows that, whilst there are small differences betwthe nudged simulations with 24 hour and 48 hour relaxatio
time scales, there are (with the exception of the SAO andlbrahetrics) no significant differences between the sinioihest
using smoothed and unsmoothed datasets. From this poiweonill just consider the simulations using the smoothedsiztt,
with a particular focus on the 24 hour relaxation time scalegration (“REF-C1SD-24hr, smoothed”).

Despite the issues caused by changing the reanalysis datasanalysing over a different period, it is worth notingtth
if a “direct” comparison is made, then values for the freering CCM-I simulations (REF-C1 and REF-C2) are above the
CCMVal-2 multi-model mean (Butchart et al., 2010) for 10 b&t14 metrics. The exceptions are the southern hemisphere
jet maximum (umx_sh), tropical mean upwelling at 70hPa @@), and the tropical annual cycle (tann) and semi-annual
oscillation (sao). Note also that, since the differencethereanalysis dataset and period analysed cause the metdes
of the Met Office CCMVal-2 model (UMUKCA-METO) to get worsega@lready noted above), this adds confidence that
the CCM-I model shows improvement over the CCMVal-2 moddkims of these metrics (assuming the differences when
recalculating the grades of UMUKCA-METO can be consideeggtesentative of the CCMVal-2 multi-model mean).

3.2 Dynamics

Figure 2 shows climatologies of the annual mean zonal maapdeture and zonal wind in the REF-C1 simulation, and
biases in this simulation relative to ERA-Interim. A coldbiin the troposphere, and a warm bias at the tropical trajsepa
which have existed in all the Met Office HadGEM models (Haminet al., 2015), exist also in the REF-C1 simulation, but
these biases are smak (LK cold bias in the tropical troposphere, and a 1-2K warm bigbeatropical tropopause; Figure
2(b)). Also, as demonstrated in the metrics tmp_nh and tmm &igure 1, the biases in extratropical temperature aPa0h
are small £ 0.5K in the northern hemisphere, ard1K in the southern hemisphere). Temperature biases of up tho3&kist
in the upper stratosphere, but these are less importantbilaars at the tropical tropopause (which influence stratrsp
water vapour) and the extratropical lower stratospheradtwhffect Polar Stratospheric Cloud formation), and sd wdit
significantly affect model performance. Figure 2(d) shdwat the strong eastward jet bias seen at around 1hPa in ttreesou
hemisphere (related to the poorly graded umx_sh in Figuie &3companied by a westward bias just equatorward of the jet
This dipole structure to the bias is indicative of the jetnggioo strong because it is located too far poleward (posaibissue
with the way in which non-orographic gravity waves are aitged in the upper stratosphere; Scaife et al., 2002). Thiases
in temperature and zonal wind are, as expected, largelyvedio the nudged simulations (Figure 1).

Figure 3 considers the seasonal cycle in temperature ag5@bRvant to polar stratospheric cloud formation duringter
and spring) and zonal wind at 10hPa (a measure of polar veatgébility). Figure 3(a) shows that there are biases irbitePa
temperature in both the northern and southern hemisphginddtitudes. The seasonal cycle in temperature is too welagth
hemispheres, but this signal is more pronounced in the sautiemisphere, with up to a 4K warm bias seen in August. In bot
hemispheres, a warm bias of 1-2K is seen in polar spring.dmtidged version of the model, temperature biases areyargel
removed, with biases at 50hPa ranging from -0.88K to +0.16K $hown).

Figure 3(b) shows that the winter polar vortex (at 10hPa)athilhemispheres is biased weak relative to the ERA-Interim
reanalysis, consistent with the warm biases in the polaexahown in Figure 3(a). The weak bias is most significanhén t
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southern hemisphere winter, with a negative bias of up to 6mis magnitude seen there. Again, this bias is removed in
the nudged model, with biases in zonal mean wind at 10hPaishawagnitudes between -0.92m'sand +0.66m s'. For

both 50hPa temperature and 10hPa zonal winds, the biasks REF-C2 simulation resemble those found in REF-C1, and
hence are not shown. However, the magnitude of warm biagbeg iextratropical northern hemisphere is greater in REF-C2

as discussed further below (see Figure 6).
3.2.1 Extratropics

A detailed look at the strength and variability of the zon&an wind at 10hPa in both hemispheres (Figure 4) demorstrate
that this is well simulated in the northern extratropics lirsaasons, with the free-running models showing a smalhtieg
bias and slightly too much variability in October and NovemlHowever, the vortex strength and variability in souther
hemisphere winter and early spring are too weak in the fueeing models. Despite this, the time of the vortex breakup,
determined as the time when the zonal wind transitions frastveard to westward, is shown to be very accurately simtliiate
both hemispheres. Since the polar vortex acts as a barti@nsport, this vortex breakup allows transport of ozote&md out

of the polar region, impacting springtime ozone conceiutnatin the high latitudes. Accurate simulation of the vetteeakup
time is also important since the dynamical impact of the Iset hemisphere extratropical stratosphere on the trygosps
shown to be greatest during the time of the vortex breakuggién et al., 2015).

Figure 5 shows this polar vortex breakup time at all altisifler both hemispheres. This is accurately simulated in all
simulations. The largest bias is seen in the northern hdrarsplower stratosphere for REF-C2 where the vortex breakup
around 10 days late, although even this is well within the ¥#fidence interval for vortex breakup times calculatedgisi
ERA-Interim (Hardiman et al., 2011). As mentioned above daoeot include this metric in Figure 1 since we take a differen
approach to that in Butchart et al. (2010), using insteadoanaach used in previous multi-model studies (Eyring e28l06).
Hardiman et al. (2011) demonstrated that the time of thel¥uaaming” of the polar vortex can be adequately calculatadg
monthly mean data in both hemispheres, and can be accucatelylated using monthly mean data in the southern hemisphe
where the vertical profile of the final warming time is far siempthan in the northern hemisphere. In multi-model studies
(the primary use of metrics) this has the advantages of nieguower volumes of model data, and it also removes theenois
associated with daily data (something which is done in apégsically intuitive way, by using a low-pass filter, for thretric
used in Butchart et al., 2010).

Of course, another important factor in determining the $itea heterogeneous ozone depletion, is the area of the Pola
Stratospheric Clouds (PSCs). In this study, the size of tha i which temperature at 50hPa falls below 195K is used as a
proxy for the PSC area (full details of how PSCs are simulatddadGEM3-ES is given in section 2 of Morgenstern et al.,
2009). Figure 6(a) shows that the average October daily R&8&ia the southern hemisphere extratropics is too low in the
free-running model, consistent with the warm biases in thetern hemisphere extratropical temperatures at 50h&ansh
in Figure 3(a). The average daily October PSC area acroysais (1980-2010), in units of $km?, is 0.9 in REF-C1, 1.6
in REF-C2, and 4.0 in both nudged simulations. The nudgedilsitions, as expected, show excellent agreement with ERA-
Interim in this diagnostic. Thus PSC area in the free-rugmiodels is around 1/3 of the value as calculated from ERArimt
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temperatures, and this is likely to have implications faehegeneous ozone depletion. Figure 6(b) shows that,aiyih the
northern high latitudes, the accumulated PSC area thraugtwthern hemisphere winter in the free-running modelsiis
average, around 1/2 the value it should be (according to ER&im). There is substantial variability in the accuneathPSC
area found in other REF-C1 and REF-C2 ensemble membersi{ownhsor documented here) such that the large differences
in accumulated PSC area between the REF-C1 and REF-C2 simnglahown here lie within the expected variability. On
average the CCMVal models were found to underestimate P&Cas compared to ERA40 (Butchart et al., 2011), and so
this problem is not unique to HadGEM3-ES. Again, the nudgedigtions show an accumulated PSC area that is in good
agreement with ERA-Interim. Figure 6 (c) and (d) show minimdaily temperatures at 50hPa in the southern and northern
high latitudes respectively, and show more clearly thanathem biases in the free-running simulations are somewhggla

in the southern hemisphere winter than in the northern hgreig winter, with warm biases of up to 4K seen in the southern
hemisphere (consistent with Figure 3(a)). The variabilitgthese minimum daily temperatures is shown to be too lange i
October and November in the southern hemisphere of therfie@ng simulations, but to be in good agreement with the
reanalysis in the northern hemisphere in all simulations.

3.2.2 Tropics

Traditionally the Met Office climate model has suffered frarwarm bias in the tropical tropopause region (Hardiman.gt al
2015) leading to very high stratospheric water vapour cotmagons. In HadGEMS3-ES, however, this bias is relativatyall
(around 1-2K; see Figure 7(a)), leading to concentratiémgater vapour (Figure 7(b)) that are only around 0.6ppmvitigh

in the stratosphere relative to MERRA (Rienecker et al.,1301The remaining 1-2K bias in temperature is caused, in part,
by simulated ozone concentrations that are too high (seard-iy7 below and also O’Connor et al., 2009; Hardiman et al.,
2015). The difference in 100hPa tropical temperature betvREF-C1 and REF-C2 in January—May (Figure 7(a)) is loedlis
to heights of around 150hPa—50hPa. Since this differenes dot extend throughout the troposphere it is thought elylito

be due to differences in sea surface temperatures per sdifftréar et al., 2007). The same difference as that seen in H00hP
temperature is also seen in 70hPa water vapour concengdftagure 7(b)), though is delayed by 2 months consistetit wi
the time taken for air parcels to rise from 100hPa to 70hP&ertropics. Temperatures in the nudged model are inline with
observations (Figure 7(a)) leading to lower water vapounceatrations (Figure 7(b)). However, note that just nudgtme
temperatures and horizontal winds is not enough to remoy®ias in water vapour concentrations (see also Hardimah, et a
2015) which are too low relative to the MERRA reanalysis (fFeg7(b)), and have an offset seasonal cycle, indicative of
tropical upwelling that is too weak in the model (see Fig@esd 10 below).

Accurate water vapour concentrations are very importantcforectly simulating chemical species in the stratospher
including ozone. Water vapour, although not constrainethénnudged model, is strongly influenced by the cold-poimt-te
perature at the tropical tropopause. The annual cycle id-point temperature causes an equivalent annual cycle ierwa
vapour concentrations entering the stratosphere in tipgcgpand the upward transport of water vapour in the trogiess
rise to the so-called “tape-recorder” signal, shown in Fég8. Due to an 8K warm bias in tropical tropopause tempegatur

IMERRA is used in Figure 7(b) as it is shown in Hardiman et al1&)Go more accurately simulate water vapour concentratimans ERA-Interim.
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in the UMUKCA-METO CCMVal-2 simulation (Morgenstern et a010), stratospheric water vapour had to be prescribed
in that model and the tape-recorder signal was thereforsimatlated (Morgenstern et al., 2009). A significant improeat
in the tropical tropopause temperature bias in HadGEM3-E&ns that the tape-recorder is simulated in this model. The
tape-recorder in the nudged (Figure 8(b)) and free-runmingdels (Figure 8(c—d)) is compared against the StratospWéa-
ter and Ozone Satellite Homogenized data set (SWOOSH -#/tttpy.esrl.noaa.gov/csd/groups/csd8/swoosh/; Fig(ag) 8
The tape-recorder signal appears more coherent far higteethe stratosphere in the nudged simulation. HoweveyrEig
8(e) shows that this is not due to the amplitude of the anng@édarmonic (the seasonal cycle in the tape-recordeaBign
being greater in the nudged simulation than in the freeinghesimulations. A reduced amplitude in some of the sub-ahnu
harmonics in the nudged simulation (not shown) may explagibcreased coherence. Whilst water vapour concentrations
are slightly low in the mid-stratosphere of the nudged satiah (by 0.53ppmv at 30hPa), they are closer to observations
in the lower stratosphere than in the free-running modelteweapour concentrations are slightly high in the freening
model (by0.44ppmv in REF-C1 and.57ppmv in REF-C2 at 30hPa). However, sensitivity experiménes different version
of the HadGEM3 model have shown changes in water vagoQr75ppmv to have no significant impact on the simulated
stratospheric chemistry (not shown).

Whilst temperatures and horizontal winds are forced clofiee&@RA-Interim reanalysis in the nudged model, verticaldsi
are notoriously difficult to simulate accurately and ared¢f@e not nudged. Figure 9 demonstrates that, as showrgurd-i
1, nudging temperature and horizontal wind fields dagtsmply that the simulated vertical wind field will also be ctoto
the reanalysis (and, further, there is reasonable agrddmtre average magnitude of the vertical wind field acrofferdint
reanalyses Butchart et al., 2011; Abalos et al., 2015). Atestocations, the biases in residual vertical velocity i tludged
simulations (Figure 9(b)) are of the same magnitude as thelate values (Figure 9(a)).

Although the HadGEM3-ES simulations do capture the dopkleked nature of the 70hPa residual vertical velocity in the
tropics (Figure 10(a)), like other models the peaks are &ispherically symmetric (Butchart et al., 2010) and asséd low
in both hemispheres. As a consequence, the upwelling masidiu troposphere to stratosphere (Figure 10(b)), is toakye
particularly in the nudged simulations. Figures 10(a) ad@)Lshow values of vertical velocity and upwelling, respesty, to
be around 20% lower in REF-C1SD-24hr than in the free-rupsimulations. This weak bias is much greater in the northern
hemisphere winter (Figure 10(c)) than in the southern hegineie winter (Figure 10(d)). Thus, Figures 9 and 10 showthat
stratospheric circulation is very difficult to simulate acately, even in nudged simulations.

An alternative diagnostic of the strength of stratosph&gosport is the so-called “age of air” (Figure 11). The maga
of stratospheric air (Waugh, 2009b) denotes the time simaiegarcel of air was last in contact with the tropospherd,thos
gives an indication of the rate of transport to differentioag within the stratosphere. Figure 11(a) shows that agér if too
old in the lower stratosphere in the tropics (by up to 0.5 gyeampared to age inferred from CO2 observations) — consgiste
with too little upwelling shown in Figure 10(b). However,egf air is too young throughout much of the stratosphereufieig
11(b)), which cannot be explained by biases in upwellingiftbe troposphere to the stratosphere alone (Birner andigden
2011). Nonetheless, the age simulated by HadGEMS3-ES memiiea significant improvement on that seen in the Met Office
UMUKCA-METO CCMVal-2 simulation (Morgenstern et al., 201.Gn which stratospheric air was 1-2 years too old. More-
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over, the age simulated by HadGEMS3-ES is in much better aggaewith observations (Figure 11). Furthermore, Linz et al
(2016) argue that it is the latitudinal gradient in age of aird not age itself, that best diagnoses the strength of gralm
ional mass circulation and that this gradient, at any heighihdependent of the circulation above. This latitudigeddient

is much improved in the HadGEM3-ES model as compared to UMBKWETO. For example, at 21km the latitudinal gra-
dient (85° — 45°N) - (10°S—10°N)) in HadGEMS3-ES is 1.7 years, in line with the observatiomkereas it is 3.2 years in
UMUKCA-METO.

3.3 Ozone

Figure 12 shows time series of column ozone as simulate@ifr¢le-running and nudged models, compared to the Total®zon
Mapping Spectrometer (TOMS) satellite data (McPeters.e18P8). Near-global (6(6—60 N) annual mean ozone (Figure
12(a)) is biased high relative to observations by around @Bson Units (DU). Near-global ozone loss is slightly stremig

the nudged model than in the free-running model, such thetglebal ozone concentrations in the nudged model agréde we
with the TOMS data after around 1990.

Figure 13(a) shows the global net annual mean stratospiresphere-exchange (STE) of ozone (i.e. the net massfflux o
ozone across the tropopause — see caption of Figure 13 fits)eConsistent with Figure 10(b), which showed the trapi
mass upwelling from the troposphere to the stratosphere todsed weak, the STE ozone flux in the model simulations is
found to be too low as compared to ERA-Interim. Currently ltlest estimate of STE ozone flux inferred from observations
is 550+ 140 TgO3/yr (Olsen et al., 2001), thus even the ERA-Intergtingate of STE ozone flux is around 250 TgO3/yr
too low. Figure 13 (b) and (c) show that, consistent with FégliO (c) and (d), the bias in STE ozone flux (as compared to
ERA-Interim) is more prominent in the northern hemispheieter than in the southern hemisphere winter. The simjlarit
between Figures 10 and 13 demonstrates the influence ofrdtesgiheric meridional circulation on the STE ozone flux. A
bias in STE ozone flux will have implications for extratragitropospheric climate (see section 7.3 of Butchart, 20d4face
ozone concentrations (e.g. Zhang et al., 2014), and thebilidpospheric ozone budget (Wild, 2007; Young et al., 2013

3.3.1 Extratropics

The amount of ozone depletion in the extratropics is sinmilall simulations (Figure 12(c,d)), and agrees well wita TOMS
observations. However, column ozone concentrations tteatcm high are indicative of an ozone hole that is too small in
area. Further, we have seen 50hPa temperatures biased highfiee-running model (Figure 3(a)), PSC areas biaselbtoo
(Figure 6), and negative biases in the southern hemisplodse yortex strength (Figure 4(b)). Figure 14 shows colurnone
over the south pole in October, averaged over the years P8972;-as compared against the 220 Dobson Unit (DU) contour
from the TOMS satellite data averaged over the same 6 yeaush&n hemisphere extratropical column ozone is biaggd hi
by around 40DU, in all versions of the model (Figure 12(dading to a simulated ozone hole (area with column ozonesalu
below 220DU) that is too small. Hence an accurate simulaifd?SC areas (Figure 6(a)) is insufficient to eliminate erior

the areal extent of the ozone hole, at least when the nudgitgERA-Interim temperatures. On the other hand the nudging
doesremove errors in the orientation of the ozone hole whichiggtly displaced from the pole (Figure 14). The phase of the
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“croissant” shape in maximum ozone around $0s also more accurately simulated in the nudged model, avitiinimum
value around 59, in line with TOMS. In the free-running simulations, the&tion of the minimum varies from around8y
to around 110W.

Northern extratropical zonal mean column ozone conceatrstare very well simulated (Figure 12(c)). In terms of adon
ozone structure, conclusions for the northern hemispHegrife 15) are the same as for the southern hemisphere. The am
plitudes of the two ozone maxima simulated around°E28nd 140W are similar in the free-running model (especially in
REF-C2). In the nudged simulation, however, the amplitutithe 150W maximum is far greater than that of the 2E0
maximum, in closer agreement with TOMS. Biases in the zosshanetry of ozone (i.e. the “croissant” shape in the souther
hemisphere, and larger maximum around °M0in the northern hemisphere) arise due to correspondirggbia the am-
plitude and phase of the planetary stationary waves in tlaosphere which, again, are eliminated by the nudging.fatie
that free-running models in general are unable to reprotheeorrect phase (and amplitude) for the stationary wases (
Figures 8 and 9 of Butchart et al., 2011) makes it rather diffio determine what phase to include when prescribing lapna
asymmetric ozone forcings in models without interactiverafstry. The results here show that this will almost alwagslito
different ozone concentrations from those obtained by éineesmodel using self determined ozone.

A further way in which dynamics influence ozone concentreis through the enhanced poleward transport that follows
Stratospheric Sudden Warmings (SSWs; Akiyoshi et al., 20&igure 16 shows the average positive ozone anomaly fol-
lowing a SSW, which increases ozone concentrations by dr&6f compared to their climatological values. In the middle
stratosphere where ozone is dynamically controlled thenaties in the nudged simulation agree well with ERA-Intebut at
higher levels where chemistry starts to dominate the aniemate too large (c.f. Figure 16 (b,e) and Figure 16 (a,d)haut
nudging, the model on average underestimates the strehijth adiabatic temperature increase associated with tiés&f.
Figures 16 (i) and 16(g)) and consequently the anomalougly jpolar ozone in the month following SSWs is weaker than
observed (c.f. Figure 16 (c,f) and Figure 16 (a,d)). As welE&Ws influencing ozone, it is also the case that zonally asym-
metric ozone can increase the frequency of simulated SSWe(ékt al., 2013), thus creating the possibility for a festtb
in models with interactive chemistry.

3.3.2 Tropics

The simulated interannual variability in tropical colummooe (Figure 12(b)), in both free-running and nudged sitrans,
agrees well with the observations. However, column ozoneeairations are again biased high, with average biases@bU

in the free-running model and 7.0DU in the nudged model (fdl2(b)). The largest biases, relative to TOMS, occur in
December-January-February (Figure 17(a)). Whilst trdp@raperature and water vapour concentrations can influencee
concentrations, they are clearly not the only influencesimlgted tropical ozone. Cold-point temperature is caiséd to
reanalyses in the nudged model and water vapour concemsati the nudged model are too low relative to MERRA (Figure
7), yet ozone concentrations, although improved, aretstilhigh even in the nudged model (Figure 17(a)). Figure YL7(b
shows that this high bias primarily occurs in the tropicaptspause region (as shown also for the Met Office CCMVal-2ehod
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by Figure 7 of Gettelman et al., 2010), where convectiorhthigng emissions and biomass burning emissions also have an
important influence on ozone concentrations (Stevensaln, @086), and thus the bias exists throughout the tropasphe

4 Conclusions

This study analyses the historical period (1980—2010)ed#-funning and nudged simulations using HadGEM3-ES, thie Me
Office chemistry-climate model as configured for inclusiortie Chemistry-Climate Model Initiative. In the nudged rebd
configuration, the relaxation time scale of the applied muglgvas found to be important (Merryfield et al., 2013) althlut
was not the case that a single time scale could be found inhvdiienetrics were improved. In the present study, 24 hour and
48 hour nudging time scales were both found to give good tesukrall, for the stratospheric fields considered.

Metrics of dynamical processes relevant for the simulatibstratospheric ozone were calculated for all model condigu
tions. These were compared against the metrics as re-adubver the period 1980-2010 for the previous model configu
ration, UMUKCA-METO, used in CCMVal-2 (Morgenstern et &2010). The free-running model configuration is shown to
have significantly improved since the UMUKCA-METO configtioa, performing better in 12 of the 14 metrics considered
here. The grades associated with some metrics were foureddertsitive to the reanalysis period used, implying thapéred
used should be of a sufficient length to reduce the impacttefannual variability. As such, a direct backward comaris
of the metric grades in this paper to those of the CCMVal-2 eha@mulations (Butchart et al., 2010) is not possible. How-
ever, assuming that the change in the grades awarded to théK@A-METO simulation (as re-calculated using the period
1980-2010) is representative of that for other chemislirgate models, it is likely that the HadGEMS3-ES free-rurqimodel
performs better than the CCMVal-2 multi-model mean in 1thef14 metrics.

Particularly signficant improvements to the free-runningdel are that HadGEM3-ES no longer suffers from the large
positive bias in stratospheric age of air or large warm biasdpical tropopause temperature that were present in URIRK
METO (Morgenstern et al., 2010). More realistic stratosfghwater vapour concentrations make HadGEM3-ES morelsdeita
for accurately simulating stratospheric ozone conceptrat(Hardiman et al., 2015). Issues do remain with the fteging
model climatology, however. The seasonal cycle in extbpital winds and temperatures is found to be slightly weathén
model. This is most noticeable in the southern hemisphdee portex, which is too weak (by up to 6n1¥) and therefore too
warm (by up to 4K). There are also ongoing moderate biasesnpérature, water vapour, ozone and upwelling mass flux in
the tropics.

Metrics are split into those assessing mean climate ane thesessing variability. The mean climate was found to bk wel
simulated in both free-running and nudged versions of HAGES with the notable exception of stratospheric transaer
diagnosed by the upwelling mass flux in the tropics. Vertiedbcities are very noisy in reanalysis data (Butchart 42 @hd,
therefore, cannot be nudged towards. As such, the diabatipanent of stratospheric transport is difficult to corietraven
in nudged simulations. However, the variability in the nedgimulations was found to be significantly closer to theatssis
than the variability in the free-running simulations. Thelged simulations showed grades above 0.9 for all varighilétrics,
except that diagnosing the accuracy of the quasi-biensllation. In this case, the measure of variability usediie quasi-
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biennial oscillation was found to make the metric too séresiin general, demonstrating the use of nudged simulafions
ensuring the robustness and reliability of metrics invodvijuantities that are directly nudged.

Comparison of the free-running model climatology to thathef nudged version shows that accurately simulated dyrsamic
specifically temperature and horizontal wind fields, do @ayple in the spatial structure of the ozone hole. This stinecis
correct in both hemispheres in the nudged model. Howeverhidih ozone biases that exist in the tropics and southein hig
latitudes of the free-running model persist also in the madgodel, and these are therefore not solely attributabbéakes
in the dynamical fields. Thus, despite the fact that the afesathern hemisphere Polar Stratospheric Clouds is dtyrec
simulated in the nudged model, the ozone hole area is tod sniadth free-running and nudged models (an issue whichtis no
unigue to HadGEMB3-ES, as shown by Figure 1 of Austin et alL020

Ozone concentrations in the northern hemisphere wintefioarel to increase by as much as 15% following sudden strato-
spheric warmings (SSWSs). In free-running simulations, tB&VS are too weak, leading to a change in ozone concentrations
that is also too weak (by as much as 5% of the ozone climatmbgbncentrations). In the nudged model, both these biases
disappear, demonstrating that errors in the re-distobubdf ozone following a SSW are purely dynamical.

Tropical ozone concentrations are improved in the nudgedilsitions over those seen in the free-running model, byt the
are still biased high relative to observations, with theéageds occurring in the tropical tropopause region. It isttvopting that
both water vapour and ozone concentrations are not perfeébeinudged simulation, and significant biases in the siradla
transport and chemistry (and potentially errors in e.gveotion, lightning emissions, and biomass burning emissand their
distribution; Stevenson et al., 2006) still exist in thisaeb

The fact that tropical upwelling and the stratospheric dierial circulation are found difficult to constrain and, éedi, are
found to be worse in the nudged simulations than in the fueging simulations, means that ozone fluxes, in particatemn the
stratosphere to the troposphere, are not well constraimiiae inudged model either, with obvious implications forghmulated
extratropical tropospheric ozone budget. Again this igsuet unique to HadGEM3-ES — even the ERA-Interim reanalysi
shows ozone fluxes from the stratosphere to the troposphtiremy around half the value inferred from observations.

In summary, biases in transport and ozone remain in the musigaulations, demonstrating that these biases are ndysole
due to the model dynamics. Nevertheless, HadGEM3-ES igdftahave good climatology and variability in basic meteoro-
logical fields, and a realistic simulation of stratosphe@Zone loss. HadGEMS3-ES represents a significant improveaven

its predecessor, UMUKCA-METO, and compares favourabljwther previous chemistry-climate models.

Code and data availability

Due to intellectual property right restrictions, we canpaivide either the source code or documentation paperfiéouiM.

The Met Office Unified Model is available for use under licendenumber of research organisations and national meteoro-
logical services use the UM in collaboration with the Met €Hfito undertake basic atmospheric process research, groduc
forecasts, develop the UM code and build and evaluate Ewgstiers models. For further information on how to apply for a
licence see http://www.metoffice.gov.uk/research/matgkystems/unified-model. JULES is available undemazefree of

14



Geosci. Model Dev. Discuss., doi:10.5194/gmd-2016-276, 2016
Manuscript under review for journal Geosci. Model Dev.
Published: 30 November 2016

(© Author(s) 2016. CC-BY 3.0 License.

charge. For further information on how to gain permissioruse JULES for research purposes see https://jules.jctghr.o
software-and-documentation.

The model code for NEMO v3.4 is available from the NEMO webgitww.nemo-ocean.eu). On registering, individuals
can access the code using the open source subversion softtgr://subversion.apache.org/). The revision numlb¢he

5 base NEMO code used for this paper is 3309. The model codd @k @ freely available from the United States Los Alamos

National Laboratory (http://oceansl1.lanl.gov/tra€EIlwiki/SourceCode), again using subversion. The remigiomber for
the version used for this paper is 430.

The data will be submitted to the British Atmospheric Datatée (BADC) database for the CCMI project.
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Tick marks indicate the middle of each month.
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Figure 11. Stratospheric age of air (1990-2010) in the (a) Tropics (observdtiomsAndrews et al., 2001) and (b) Northern Hemisphere
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Figure 12.Column ozone: (a) annual mean near-globaf &80 N), (b) annual mean tropics (28-20°N), (c) northern hemisphere March
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Figure 13. Stratosphere-Troposphere-Exchange of ozone for (a) anresh,nfb) December-January-February, and (c) June-Julysiug

This flux of ozone across the tropopause is calculated using monthly mesidnal vertical velocity and ozone mass mixing ratio, following

Hegglin and Shepherd (2009). The tropopause is here defined a30hed surface equatorward of’5nd the 200hPa surface poleward of

50°.
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Figure 14. Climatological column ozone during October in the southern hemispher@fdREF-C1, (b) REF-C2, (c) REF-C1SD-24hr
(smoothed), and (d) TOMS. (e) Ozone hole, defined as the 220DtdwoiVhite contour in (a), (b) and (c) shows TOMS 220DU contour.
Ozone concentrations in REF-C1SD are still biased high, but the ozded&a®the correct shape. Years 1997—2002 are used in all cases.
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Figure 16. Anomalies, averaged over the 30 days following a stratospheric sweataning, in (a, b, ¢) Ozone volume mixing ratio (ppmv),

(d, e, f) Ozone, as percentage of climatological values, and (g, hmpegature (K), for ERA-Interim, 24hr nudged simulation and free-

running REF-C1 simulation. Stippling shows regions where the anomaéestatistically significantly different from zero, with 95% confi-

dence, as calculated using a T-test.
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indicate the middle of each month. (b) Vertical profile of partial colummezantegrated downwards from the top of the model.
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Table 1.Model simulations

Name Time period | Coupled Ocean?| Nudging time scale | Smoothing?
REF-C1 1960-2010 No N/A N/A
REF-C2 1960-2100 Yes N/A N/A
REF-C1SD-24hr 1980-2010 No 24 hours No
REF-C1SD-48hr 1980-2010 No 48 hours No
REF-C1SD-24hr, smoothed | 1980-2010 No 24 hours Yes
REF-C1SD-48hr, smoothed | 1980-2010 No 48 hours Yes
CCMVal-2 (UMUKCA-METO) 1960-2005 No N/A N/A
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Table 2. Metrics

Name Description
Mean Climate
tmp_nh 60-90°'N December-January-February temperatures at 50hPa
tmp_sh 60-90°S September-October-November temperatures at 50hPa
umx_nh Maximum northern hemisphere eastward wind in December-Jandmuéry at 10hPa
umx_sh Maximum southern hemisphere eastward wind in June-July-Augu§hdtal
up_70 Tropical upwelling mass flux at 70hPa
up_10 Tropical upwelling mass flux at 10hPa
PW_nh Slope of the regression of the February

and March 50hPa temperatures 60490
on the 100hPa January and February heat flux
40-8C°N
PW_sh Slope of the regression of the August and

September 50hPa temperatures 6090
on the 100hPa July and August heat flux
40-8C°N

Variability

fev_nh Amplitude of the leading mode of variability
(EOF) of the 50hPa zonal-mean zonal wind for
the northern hemisphere, poleward of 45
EOFs are scaled to have the same standard deviation
as the original data.

fev_sh Amplitude of the leading mode of variability
(EOF) of the 50hPa zonal-mean zonal wind for
the southern hemisphere, poleward of 45
EOFs are scaled to have the same standard deviation

as the original data.

tann Amplitude of the annual cycle at 2hPa in the
zonal-mean zonal wind, 18-1C°N

sao Amplitude of the semi-annual oscillation at 1hPa in

the zonal-mean zonal wind, 18-10°N

gbo Amplitude of the quasi-biennial oscillation at 20hPa
in the zonal-mean zonal wind, 18-10°N

SSW Frequency per year of major sudden stratospheric
warmings, defined using reversal of the zonal-mean
zonal wind at 10hPa, 60

40



