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Abstract. Free-running and nudged versions of a Met Office chemidinyate model are evaluated and used to investigate the
impact of dynamics versus transport and chemistry withémtiodel on the simulated evolution of stratospheric ozoredrilvs

of the dynamical processes relevant for simulating stpdttesc ozone are calculated, and the free-running modelisd to
outperform the previous model version in 10 of the 14 metiitparticular, large biases in stratospheric transpatttespical
tropopause temperature, which existed in the previous maasion, are substantially reduced, making the currendeho
more suitable for the simulation of stratospheric ozone Jpatial structure of the ozone hole, the area of polasipateric
clouds, and the increased ozone concentrations in thearorttemisphere winter stratosphere following suddencsipéieric
warmings, were all found to be sensitive to the accuracy @fiynamics and were better simulated in the nudged model than
the free-running model. Whilst nudging can, in general, glea useful tool for removing the influence of dynamical bgas
from the evolution of chemical fields, this study shows tkaties can remain in the climatology of nudged models. Segunifi
biases in stratospheric vertical velocities, age of aitewsapour and total column ozone still exist in the Met Officelged
model. Further, these lead to biases in the downward flux@fi@into the troposphere.

1 Introduction

Previous studies have identified numerous couplings betweene, greenhouse gases, tropospheric ozone precungbrs a
stratospheric ozone depleting substances, and climateggeh#ncreased carbon dioxide and near-surface ozones|doel
example, can impact vegetation and the strength of the larttba sink (Sitch et al., 2007). Gas-phase constituents asic
tropospheric and stratospheric ozone, have contributeidtorical climate forcing (Stevenson et al., 2013; Myhtrale 2013)
and the inclusion of interactive chemistry, at least in sonoelels, could affect estimates of climate sensitivity (/dotvet al.,
2015). Likewise, climate change can impact on atmospherigosition through changes in the strength of the Brewdysion
circulation (Butchart and Scaife, 2001; Butchart et alQ&@Qchanges in methane lifetime (Johnson et al., 2001 géwakis et al.,
2013), changes in background and peak surface ozone ceoetttems (Fiore et al., 2012), temperature dependent clamae
action rates (Waugh, 2009a), and the timescale for theospheric ozone layer to recover (WMO, 2011). Increasinglsre

is also recognition of the extensive coupling between tbpdasphere and stratosphere, with stratospheric ozoneemcion-
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pacting on tropospheric composition through stratosplreposphere exchange (e.g. Zeng et al., 2010) and ph&tobtes
(e.g. Zhang et al., 2014) and also impacting on surface tdirf\orgenstern et al., 2009).

As a result, coupled chemistry-climate models have evoteeehcompass both stratospheric and tropospheric chgmistr
coupled to state-of-the-art atmosphere-ocean climateetapich order that such couplings can be studied and fulletstdod.
Chemistry-climate models are also used to provide pokdgwvant information, such as the assessment of strateayi@siti-
gating and adapting to a changing climate with changing sprineric composition (Eyring and Lamarque, 2012; Prinn3201
However, because of their inherent complexity, there isrengt need for comprehensive assessment and benchmarking of
such models to sit alongside their development. In padictihe use of quantitative performance metrics (Waugh amichd,
2008) to both track the development of an individual model/anto benchmark the performance of a multi-model ensemble
(Eyring et al., 2008), is important. These performance itetiave traditionally been used to consider how well irdirail
model processes are simulated. In the present study, wehigkieirther, considering the impacts of model processesaah
other.

Nudging the dynamics of chemistry-climate model simulagidowards observations is a technique used both to look at
the impact of specific physical processes on atmospherigasition, and/or to remove the influence of unrealistic nhode
climatology from the evolution of chemical fields. Case @&sccovering just the length of a single observational cagma
and simulations covering long-term trends over the hisabnperiod, are both ways in which the use of nudged chemistry
climate models can enhance our understanding of the ewnlofithe chemical composition of the atmosphere. For exampl
Laat et al. (2001) consider the evolution of troposphermn@zconcentrations over the Indian Ocean during the spfih§%b,
to evaluate the large-scale advection processes and agsbracer transport in their model. Dameris et al. (2008¥itler the
impact of various “forcings” (including sea surface tengiares, volcanoes and the solar cycle) on chemical conguosit
investigate which processes are well/poorly represemtetbidels. Akiyoshi et al. (2016) present a case study of tbiigen
of chemical-species during the stratospheric sudden wayfi winter 2010, using both a nudged model and observatmns
study the structure in the chemical fields. A more generahiee of the impact of nudging on chemistry-climate modsis i
given in Jockel et al. (2006, 2015), Telford et al. (2013} &ilmes et al. (2016).

In the present study, the stratospheric dynamics, tratismod simulated total column ozone (TCO) in free-running an
nudged versions of the Met Office chemistry-climate modeld@EM3-ES, are evaluated. The nudged simulations here make
it possible to determine the ways in which biases in the mdgebmical fields affect the accuracy of simulated TCO, and
thereby help attribute the remaining biases in TCO to otbemapnents of the model (i.e., the transport and chemiskrgrses).

This study is set out as follows. Section 2 describes the hsmdep and the simulations evaluated here. Section 3 psesen
the results, and is split into sections focusing on modekioceand the dynamics and TCO of the tropics and extratropics
Conclusions and discussion are given in Section 4.
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2 Model setup and simulations

The Met Office model configuration used in this study is thenuis&y-climate model HadGEM3-ES. The underlying atmo-
sphere model is the Global Atmosphere 4.0 (GA4.0) configumadf HadGEM3 (Walters et al., 2014), and is based on the
Met Office’s Unified Model (MetUM). It has a horizontal restibn of 1.875 longitudex 1.25 latitude and 85 levels in the
vertical, covering an altitude range of 0—-85 km. This is dedgo the Global Land 4.0 (GL4.0) configuration of the JULES
land surface model (Walters et al., 2014). For simulati@ugliring ocean and sea ice components, the Nucleus for Eamnop
Modelling of the Ocean (NEMO vn3.4; Madec, 2008) ocean modaith a 1° resolution (ORCA-1) and 70 vertical levels, is
used along with the Los Alamos sea ice model (CICE vn4.1; dwnid Lipscomb, 2008).

This configuration represents a significant improvementhi@ physical model since the Met Office’s contribution
(Morgenstern et al., 2010) to the Chemistry-Climate Modalidation activity 2 (CCMVal-2, Eyring et al., 2008). For-ex
ample, the horizontal and vertical resolutions have irmeddrom 3.75 longitudex 2.5° latitude and 60 vertical levels (model
lid at 84 km). There have also been improvements to the atn@wspmodel physics and the addition of new ocean and sea
ice components, all of which is documented in detail in Heatial. (2011), Walters et al. (2011), and Walters et al. £0A
significant result of these model improvements is the mudhbaged temperature bias at the tropical tropopause layéchvirin
CCMVal-2 required the models based on MetUM to prescribeewedipour in this region. Water vapour is modelled interac-
tively in the HadGEMS3-ES simulations reported here.

This atmosphere-only or coupled atmosphere-ocean modiEHK3 is, in turn, coupled to the gas-phase chemistry com-
ponent of the United Kingdom Chemistry and Aerosol (UKCA)dab(Morgenstern et al., 2009; O’Connor et al., 2014). The
chemistry scheme is a combination of the stratospheric dtignfrom Morgenstern et al. (2009) with the “Troplsop” iro
pospheric chemistry scheme from O’Connor et al. (2014).téhsis rates are calculated interactively using the “Bast
scheme (Telford et al., 2013), and interactive lightnindssions are scaled to give 5 TgN/yr (O’Connor et al., 2014}tdlis
of the simulation of Polar Stratospheric Clouds (PSCs) arengin section 2 of Morgenstern et al. (2009) and section 2 of
Chipperfield and Pyle (1998). Above the nitric acid trihydréNAT) point (195K), reactions occur on liquid sulfuricidc
aerosols. Below this temperature the model forms solid Naffiges, and then below the ice point (188K) the model forms
ice particles. There is no representation of supercoolettg solutions. The deposition schemes have been impined
the Met Office’s CCMVal-2 configuration, with interactive taeposition now applied to a wider range of species, andhifre t
ulated dry deposition scheme replaced by a resistanceriessapproach (O’Connor et al., 2014). The interactivesaiiesed
aerosol scheme (Bellouin et al., 2011) is unchanged fromutbed in CCMVal-2. Thus, the HadGEM3 model coupled to the
UKCA chemistry scheme and the Coupled Large-scale Aerdsali&tor for Studies In Climate (CLASSIC) aerosol scheme
(Bellouin et al., 2011) is referred to as HadGEM3-ES.

The results shown in this paper come from HadGEM3-ES sinauigtset up to follow the Chemistry-Climate Model Ini-
tiative (CCMI) reference simulations (Morgenstern et aD17). These include a single ensemble member for each of an
atmosphere-only historical simulation (REF-C1) and a tediptmosphere-ocean historical and future simulationHRE),
which begin in 1960, as described in Eyring et al. (2013). gifeenhouse gases (GHGSs), ozone depleting substances)ODSs
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tropospheric ozone precursor emissions, aerosol anda@m@sursor emissions, sea surface temperatures (SSd searice
concentrations (for the atmosphere-only REF-C1 simutgtiand the forcings from solar variability and stratosjdeolcanic
aerosol, are all as described in Eyring et al. (2013).

The coupled (REF-C2) simulation is spun up to 1960 condstiam follows. A 400 year spin up of the coupled atmosphere-
ocean model to a perpetual pre-industrial state, is foltbiwe a transient spin up of the coupled model, without intirac
chemistry, to 1950 conditions. Chemistry is then includet] a 10 year spin up to 1960 conditions is performed, as recom
mended by Eyring et al. (2013). For the atmosphere-only Isitiams, this 10 year spin up from 1950 with chemistry ineldd
(Eyring et al., 2013) is all that is required for the atmogptte equilibrate.

Alongside the free-running atmosphere-only historicadigations (REF-C1), simulations in which temperature aod-h
zontal wind fields are nudged (Telford et al., 2008) towah#sERA-Interim reanalysis (Dee et al., 2011) are also rurHRE
C1SD). Nudging is applied over the vertical range 2.5 km —®B1&nd is smoothly increased/decreased over two modeslevel
at the bottom/top of this vertical range. Surface pressurmi nudged, since HadGEMS3-ES has a non-hydrostaticndohi
lowing dynamical core in which surface pressure is not apostjc and, further, the difference in horizontal resantbetween
the model and the reanalysis data would lead to a mismatchtailsl of the orography. McLandress et al. (2014) found that
discontinuities in the upper stratospheric temperatuxes e ERA-Interim, in 1985 and 1998, due to changes in thelkiz
radiance data used. These discontinuities led to erroneoyss in ozone concentrations in the upper stratospherieeiin t
model, and therefore, in the “smoothed” nudged simulatatetailed in Table 1, they were removed here using the teakniq
of McLandress et al. (2014). To avoid introducing spurioase, Merryfield et al. (2013) found that the relaxation tiscale
must be longer than the time intervals between the reasdigsils that are being nudged towards (6 hours for ERA-Imieri
and noted in particular that relaxation time scales of 24fiand 48 hours both gave good results (see their Figure 2&y. A
some subjective trials, 24 hours and 48 hours were also ftmihd appropriate time scales for HadGEMS3-ES, at least for th
fields of interest here, and results using both time scakematuded below.

Details of these simulations are summarised in Table 1.-kneeing simulations are run over the period 1960-2010 (REF
C1) and 1960-2100 (REF-C2), and nudged simulations areverntloe period 1980-2010 (using initial conditions takemfr
REF-C1). As such, we analyse the period 1980-2010 in thitystu

3 Results
3.1 Metrics

Metrics for evaluating the processes in chemistry-clinmtalels relevant for the simulation of stratospheric ozoreevde-
veloped as part of the CCMVal-2 project (Eyring et al., 2008)e metrics for dynamical processes are listed in Butcttaat
(2010, 2011). These dynamical metrics include one for tHarpmrtex final warming time but, for reasons explainedrlate
in this section, we choose to evaluate final warmings usiegrikthod of Hardiman et al. (2011), and thus this metric is not

directly comparable and not included here. Table 2 listgrib&rics used in this study.
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Following the method of Waugh and Eyring (2008), “grade® associated with each metric, to measure how accurately it
is simulated, and these are calculated as follows:

. % |Nmodel_ Mobs| (1)
Oobs

g=1
whereg is the grade assigned to the metric (and is set to O if cakdlad have a negative valu@)model @and riops are the
model and observational mean values of the metric, @pdis the interannual standard deviation of the observatians (
proxy for observational uncertainty). Thus, a value of lrespnts the model having an identical mean value to redsalys
(the “observations”), and a value of O represents the mo@delmvalue deviating by more than 3 standard deviations from
the reanalysis. Here we re-calculate these metrics for tee @ffice model used in CCMVal-2 (UMUKCA-METO, REF-
B1 simulation), using years 1980-2010 of the ERA-Interimnayses (Dee et al., 2011), instead of years 1980—-200@of th
ERA40 reanalysis. These recalculated CCMVal-2 metricstiean be directly compared to those for all the free-running a
nudged CCMI simulations. Figure 1 displays these metri¢teérsame style as Butchart et al. (2010).

Itis interesting to note that the UMUKCA-METO values for sewof these metrics show a significant degradation compared
to those given in Butchart et al. (2010) for the same simohatiReasons for this are that:

— the reanalysis dataset used here as the benchmark is EBArets opposed to ERA-40
— analysis here is over the period 1980-2010 as opposed t6-2080 as used in CCMVal-2

In particular, using a different period can substantialtgrathe values of some metrics. For example, the PW_sh d#tigno
considers the variability in the heat flux and polar vortaxperatures in the southern hemisphere high-latitude wimtee
sudden warming observed in 2002 (the only southern hemigguelden warming on record) significantly increases theatlve
variability in both these quantities. The semi-annual ltetédn (measured by the SAO metric) increases in amplifiodé¢he
years 2000-2010, such that its mean amplitude for the p&8860—2000 is 15 ms and this increases to 17 m sfor the
period 1980—-2010. This increase is not captured in therfraaing simulations. The trend in mass upwelling in the itap
lower stratosphere (measured by the up_70 diagnosticdisERA-Interim, almost steady over the period 1980-199%, bu
shows a strong downward trend over the period 1995-201@) agacaptured in the free-running simulations. This @i
shows a need to analyse over the full 30 years common to allafions for calculation of the most reliable metric scores

Since reanalysis datasets and the period analysed wilincento be updated, there are issues with referring backeto th
values of metrics in previous reports (see also Austin e2803). These issues could be minimized by

— using information from multiple reanalyses datasets astbic “observations”
— ensuring that the period analysed is of sufficient lengtletiuce the impact of interannual variability

where the “interannual variability” in this case is the matenual standard deviation of the observations, as notedeain
equation 1. Of course, if possible, re-calculating meffios) older simulations and reports, using identical beratkalatasets
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and time periods for consistency, would allow for the clesrsmparison to the latest simulations. In any case, nsetric
continue to provide an invaluable and concise indicationusfent model performance, indicating diagnostics wheodets
are performing well and those where improvement is required

Comparing column 1 with columns 2 and 3 of Figure 1, the fre®ing version of HadGEMS3-ES is shown to perform
better than UMUKCA-METO in 10 of the 14 metrics (with umx_shdasao significantly better in UMUKCA-METO, and
up_70 and PW_sh better in UMUKCA-METO but not significantly.geurther, as noted above, the SAO metric is particularly
sensitive to the period analysed, so the differences imteisic between UMUKCA-METO and the CCMI simulations cannot
be considered reliable (i.e., robust across differentopisii Thus, apart from the strength of the southern hemispbaar
night jet, the dynamics of HadGEM3-ES show improvements ¢oe no difference to) the version of HadGEM used for
CCMVal-2 (documented in Morgenstern et al., 2010).

As denoted in Figure 1 and Table 2, the metrics are dividedtmise that measure the mean climate of model simulations,
and those that measure their variability. This divisiondak that in Butchart et al. (2010, 2011). Figure 1 demonssrguite
clearly that, whilst the nudged simulations (columns 4+&)graded similarly to the free-running simulations (cohsn2—3)
in terms of mean climate metrics (an aspect in which the fueeing model is already very good, though again with the
exception of the southern hemisphere polar night jet sttgnthe nudged simulations outperform the free-runningugations
in terms of variability.

The nudged simulations that use the discontinuity corceERA-Interim dataset (McLandress et al., 2014, columns#5an
of Figure 1) show a better performance in the semi-annudlatszn metric than those without this correction (colusrhand
7 of Figure 1), although given that the evaluation is agdimstunmodified ERA-Interim dataset it is unclear why thisidtdo
be the case. Certainly it is expected that the only diffeesnc performance between the nudged simulations with atrcbuti
the discontinuities removed would be in the upper stratespfwhere the correction is applied) — a region assessedhér
by the SAO metric.

The nudged simulations perform very wejl ¢ 0.9) in almost all metrics, with the exceptions of tropical ugng (up_70
and up_10) and the Quasi-Biennial Oscillation (qbo). Saipgly, at both 70 hPa and 10 hPa the tropical upwelling & th
free-running model is closer to the reanalysis than in th#ged model. Note, however, that due to the inherent noise and
uncertainty in vertical velocities in reanalyses, vettiedocity is not nudged, only horizontal velocities, u andfthe nudged
u and v winds do not have zero horizontal divergence thenwikyorce spurious gravity and acoustic modes that will be
reflected in spurious vertical velocities. Furthermorey, &nd v are not in geostrophic balance then the nudging viithduce
ageostrophic motions. Also note that upwelling (or, morgipalarly, the residual circulation) may not be entirelyedto
dynamics, as previously thought, but perhaps also inflihgediabatic heating (Ming et al., 2016a, b), something ihabt
constrained in any of the simulations (except indirectiynbdging the temperature field). Indeed, some transpartitzions
(e.g., for descent in the polar stratosphere; Tegtmeidr,e2@08) use the diabatic rather than the kinematic vdriiekcity
(see Butchart, 2014). Thus, even though they use the sameritairadvection schemes, the stratospheric transpottdged
simulations need not be more accurate than in free-runnodgis, as discussed in more detail below. Note also thattimthe
free-running and nudged simulations the tropical upweglih10 hPa is significantly closer to the reanalysis thanugllpng at
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70 hPa. This may be due to the model simulating a differenttire of meridional circulation relative to that of the madysis
(i.e., differences in shallow versus deep circulationsn&i and Boenisch, 2011).

The grading of the QBO metric below 0.8 for the nudged sinitestis somewhat more surprising. Although the QBO is
internally generated in the free-running REF-C1 and REFsiB@ilations, the QBO metric depends only on zonal wind which
isdirectly nudged in the REF-C1SD simulations. In fact, thdged model accurately simulates the quasi-biennial asicifi
in the zonal mean winds at 20 hPa used in this metric, mat¢hmgeanalysis winds closely except not quite reaching ¢tad p
values of the oscillation and thus underestimating the auta of the relevant Fourier harmonics by 4% (not shown)veir,
since the power-spectrum approach inherent in this mebesilt give a measure of uncertainty, this is calculatef@dintly
(by sub-sampling the data; Butchart et al., 2010). This pced an estimate of uncertainty that is small in magnituddeads
to this metric being very sensitive, and thus lower than mnigh expected in the nudged simulations. Caution is thezefor
needed when interpreting this metric for any model. Indéeel sensitivity of this metric is only apparent due to the oke
nudged simulations, thus demonstrating the importanckeohtidged simulations for testing the robustness and iiélyadif
metrics involving quantities that are directly nudged.

Figure 1 shows that, whilst there are small differences betwthe nudged simulations with 24 hour and 48 hour relaxatio
time scales, there are (with the exception of the SAO andlbgahetrics) no significant differences between the sinmonhest
using smoothed and unsmoothed datasets. From this poiweonill just consider the simulations using the smoothedskett,
with a particular focus on the 24 hour relaxation time scalegration (“REF-C1SD-24hr, smoothed”).

Despite the issues caused by changing the reanalysis tlatasanalysing over a different period, it is worth notingtth
if a “direct” comparison is made, then values for the freening CCMI simulations (REF-C1 and REF-C2) are above the
CCMVal-2 multi-model mean (Butchart et al., 2010) for 10 bétl4 metrics. The exceptions are the southern hemisphere
jet maximum (umx_sh), tropical mean upwelling at 70 hPa {@), and the tropical annual cycle (tann) and semi-annual
oscillation (sao). Note also that, since the differencethénreanalysis dataset and period analysed cause the metdes
of the Met Office CCMVal-2 model (UMUKCA-METO) to get worsegalready noted above), this adds confidence that
the CCMI model shows improvement over the CCMVal-2 modeleinmis of these metrics (assuming the differences when
recalculating the grades of UMUKCA-METO can be considesgmtesentative of the CCMVal-2 multi-model mean).

3.2 Dynamics

Figure 2 shows climatologies of the annual mean zonal meapdeature and zonal wind in the REF-C1 simulation, and kiase
in this simulation relative to ERA-Interim. A cold bias inetiroposphere, and a warm bias at the tropical tropopausehwh
have existed in all the Met Office HadGEM models (Hardimarl.e2815), exist also in the REF-C1 simulation, but these
biases are smalk{ 1 K cold bias in the tropical troposphere, and a 1-2 K warm bidketropical tropopause; Figure 2(b)).
Also, as demonstrated in the metrics tmp_nh and tmp_sh iar&id), the biases in extratropical temperature at 50 hPa are
small (~ 0.5 K in the northern hemisphere, andl K in the southern hemisphere). Temperature biases of up td@éxist in

the upper stratosphere, but these are less important thaasat the tropical tropopause (which influence stratogplater
vapour) and the extratropical lower stratosphere (whitdcapolar stratospheric cloud formation), and so will igh#icantly
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affect model performance. Figure 2(d) shows that the stemsgward jet bias seen at around 1 hPa in the southern hearesph
(related to the poorly graded umx_sh in Figure 1) is acconegblny a westward bias just equatorward of the jet. This @ipol
structure to the bias is indicative of the jet being too sirtwecause it is located too far poleward (possibly an issule wi
the way in which non-orographic gravity waves are atterthaie¢he upper stratosphere; Scaife et al., 2002). Thesedias
temperature and zonal wind are, as expected, largely rairiowtbe nudged simulations (Figure 1).

Figure 3 considers the seasonal cycle in temperature at®&(rélevant to polar stratospheric cloud formation durinmigter
and spring) and zonal wind at 10 hPa (a measure of polar vedeability). Figure 3(a) shows that there are biases in the
50 hPa temperature in both the northern and southern heensspigh latitudes. The seasonal cycle in temperature iwéad
in both hemispheres, but this signal is more pronouncedisdthern hemisphere, with up to a 4 K warm bias seen in August
In both hemispheres, a warm bias of 1-2 K is seen in polargphinthe nudged version of the model, temperature biases are
largely removed, with biases at 50 hPa ranging from -0.88 ¥0td0 K (not shown).

Figure 3(b) shows that the winter polar vortex (at 10 hPa)aththemispheres is biased weak relative to the ERA-Interim
reanalysis, consistent with the warm biases in the polaexahown in Figure 3(a). The weak bias is most significanh@ t
southern hemisphere winter, with a negative bias of up to 6 hirsmagnitude seen there. Again, this bias is removed in the
nudged model, with biases in zonal mean wind at 10 hPa showagnitudes between -0.92 m'sand +0.66 m s'. For
both 50 hPa temperature and 10 hPa zonal winds, the biades REF-C2 simulation resemble those found in REF-C1, and
hence are not shown. However, the magnitude of warm biagbe iextratropical northern hemisphere is greater in REF-C2
as discussed further below (see Figure 6).

3.2.1 High latitudes

A detailed look at the strength and variability of the zon&lam wind at 10 hPa in both hemispheres (Figure 4) demonstrate
that this is well simulated in the northern high latitudeglihseasons, with the free-running models showing a smgktie

bias and slightly too much interannual variability in Oatoland November. However, the vortex strength and varigbili
southern hemisphere winter and early spring are too weakdrfree-running models. Despite this, the time of the vortex
breakup, determined as the time when the zonal wind transitirom eastward to westward, is shown to be very accurately
simulated in both hemispheres. Since the polar vortex a@barrier to transport, this vortex breakup allows trartsgfazone

into and out of the polar region, impacting springtime TCQHha high latitudes. Accurate simulation of the vortex brgak
time is also important since the dynamical impact of the Isewrt hemisphere extratropical stratosphere on the trogosps
shown to be greatest during the time of the vortex breakuggtiéin et al., 2015).

Figure 5 shows this polar vortex breakup time at all altitufler both hemispheres. This is accurately simulated in all
simulations. The largest bias is seen in the northern héraigplower stratosphere for REF-C2 where the vortex breékup
around 10 days late, although even this is well within the ¥ftfidence interval for vortex breakup times calculatedgsi
ERA-Interim (Hardiman et al., 2011). As mentioned above da@ot include this metric in Figure 1 since we take a differen
approach to that in Butchart et al. (2010), using insteado@na@ch used in previous multi-model studies (Eyring e28I06).
Hardiman et al. (2011) demonstrated that the time of thel¥iu@aming” of the polar vortex can be adequately calculatadg
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monthly mean data in both hemispheres, and can be accucatelylated using monthly mean data in the southern henrigphe
where the vertical profile of the final warming time is far siempthan in the northern hemisphere. In multi-model studies
(the primary use of metrics) this has the advantages of rieguower volumes of model data, and it also removes theenois
associated with daily data (something which is done in apégsically intuitive way, by using a low-pass filter, for theetric
used in Butchart et al., 2010).

Of course, another important factor in determining the st heterogeneous ozone depletion, is the area of the Pola
Stratospheric Clouds (PSCs). In this study, the size of tea i which temperature at 50 hPa falls below 195 K is used as a
proxy for the PSC area. Figure 6(a) shows that the averageb@ctlaily PSC area in the southern hemisphere high latitude
is too low in the free-running model, consistent with the nvdniases in the southern hemisphere high latitude tempesaat
50 hPa shown in Figure 3(a). The average daily October PSCaaress all years (1980-2010), in units of kn?, is 1.0 in
REF-C1, 1.6 in REF-C2, and 4.0 in both nudged simulations. Atdged simulations, as expected, show excellent agréemen
with ERA-Interim in this diagnostic. Thus PSC area in thesfranning models is around 1/3 of the value as calculated
from ERA-Interim temperatures, and this is likely to haveplitations for heterogeneous ozone depletion. Figure €{bjvs
that, similarly in the northern high latitudes, the accuatedl PSC area throughout northern hemisphere winter inrélee f
running models is, on average, around 1/2 the value it shoeilghccording to ERA-Interim). There is substantial vailigh
in the accumulated PSC area found in earlier REF-C1 and RESi@ulations (not shown or documented here) such that the
large differences in accumulated PSC area between the REFRECREF-C2 simulations shown here lie within the expected
variability. On average the CCMVal models were found to uadémate PSC area as compared to ERA40 (Butchart et al.,
2011), and so this problem is not unique to HadGEM3-ES. Aghannudged simulations show an accumulated PSC area that
is in good agreement with ERA-Interim. Figure 6 (c) and (d)vgminimum daily temperatures at 50 hPa in the southern and
northern high latitudes respectively, and show more gfe¢hen the warm biases in the free-running simulations ameesdat
larger in the southern hemisphere winter than in the nanthemisphere winter, with warm biases of up to 4 K seen in the
southern hemisphere (consistent with Figure 3(a)). Thiabdity in these minimum daily temperatures is shown to be t
large in October and November in the southern hemisphetgedfée-running simulations, but to be in good agreemert wit
the reanalysis in the northern hemisphere in all simulation

3.2.2 Tropics

Traditionally the Met Office climate model has suffered frarwarm bias in the tropical tropopause region (Hardiman.get al
2015) leading to very high stratospheric water vapour cotmagons. In HadGEM3-ES, however, this bias is relativatyall
(around 1-2K; see Figure 7(a)), leading to concentratiémgater vapour (Figure 7(b)) that are only around 0.6ppmvitigh

in the stratosphere relative to MERRA (Rienecker et al. 120IThe remaining 1-2 K bias in temperature is caused, in part, b
simulated ozone concentrations that are too high (seeé-igubelow and also O’Connor et al., 2009; Hardiman et al.5p01
The difference in 100 hPa tropical temperature between RERNd REF-C2 in January—May (Figure 7(a)) is localised to

IMERRA is used in Figure 7(b) as it is shown in Hardiman et al1&o more accurately reproduce water vapour concentsatitan ERA-Interim, as
compared against the SWOOSH dataset.
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heights of around 150 hPa—50 hPa. Since this difference maesxtend throughout the troposphere it is thought unjikel

be due to differences in sea surface temperatures per sditffdar et al., 2007). The same difference as that seen in 180 hP
temperature is also seen in 70 hPa water vapour concensdgmure 7(b)), though is delayed by 2 months consistethttive
time taken for air parcels to rise from 100 hPa to 70 hPa inrtti@ds. In all months, tropical tropopause temperaturevester
vapour concentrations in REF-C1 are closer to the obsenathan those in REF-C2 (Figure 7). This may be expectece sin
REF-C1 is an atmosphere only simulation, and thus forcinoghfsea surface temperatures will be inline with observation
whereas REF-C2 is a coupled atmosphere-ocean simulagompdratures in the nudged model are inline with obseration
(Figure 7(a)) leading to lower water vapour concentratifffigure 7(b)). However, note that just nudging the tempeest
and horizontal winds is not enough to remove any bias in watpour concentrations (see also Hardiman et al., 2015%€The
are too low relative to the MERRA reanalysis by around 0.5pRigure 7(b)), although Figure 7 of Hardiman et al. (2015)
suggests that improvements to the ice microphysics schemeiie recent versions of HadGEM may account for a significant
fraction of this bias. They also have an offset seasonaécymtlicative of tropical upwelling that is too weak in the deb(see
Figures 9 and 10 below).

Accurate water vapour concentrations are very importantcforectly simulating chemical species in the stratospher
including ozone. Water vapour, although not constrainetthéhnnudged model, is strongly influenced by the cold-poimt-te
perature at the tropical tropopause. The annual cycle id-point temperature causes an equivalent annual cycle ferwa
vapour concentrations entering the stratosphere in tipgcgpand the upward transport of water vapour in the trogiess
rise to the so-called “tape-recorder” signal, shown in Fég8. Due to an 8 K warm bias in tropical tropopause tempegatur
in the UMUKCA-METO CCMVal-2 simulation (Morgenstern et a2010), stratospheric water vapour had to be prescribed
in that model and the tape-recorder signal was thereforsimatlated (Morgenstern et al., 2009). A significant improeat
in the tropical tropopause temperature bias in HadGEM3-ESns that the tape-recorder is simulated in this model. The
tape-recorder in the nudged (Figure 8(b)) and free-runmingels (Figure 8(c—d)) is compared against the StratospWé-
ter and Ozone Satellite Homogenized data set (SWOOSH -#intyw.esrl.noaa.gov/csd/groups/csd8/swoosh/; Fig(ag) 8
The tape-recorder signal appears more coherent far higteethe stratosphere in the nudged simulation. HowevenyrEig
8(e) shows that this is not due to the amplitude of the anng@édarmonic (the seasonal cycle in the tape-recordeaBign
being greater in the nudged simulation than in the freeingheimulations. A reduced amplitude in some of the sub-ahnu
harmonics in the nudged simulation (not shown) may explagibcreased coherence. Whilst water vapour concentrations
are slightly low in the mid-stratosphere of the nudged satiah (by0.53ppmv at 30 hPa), they are closer to observations
in the lower stratosphere than in the free-running modelteweapour concentrations are slightly high in the freening
model (by0.42ppmv in REF-C1 and.57ppmv in REF-C2 at 30 hPa). However, sensitivity experimantsdifferent version
of the HadGEM3 model have shown changes in water vagoOr75ppmv to have no significant impact on the simulated
stratospheric chemistry (not shown).

Whilst temperatures and horizontal winds are forced clofiee&@RA-Interim reanalysis in the nudged model, verticaldsi
are notoriously difficult to simulate accurately and aredffiere not nudged. Figure 9 demonstrates that, as showrgimé-i
1, nudging temperature and horizontal wind fields deasmply that the simulated vertical wind field will also be oo
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the reanalysis (and, further, there is reasonable agraamtre average magnitude of the vertical wind field acroffemint
reanalyses Butchart et al., 2011; Abalos et al., 2015). Atestocations, the biases in residual vertical velocity i tludged
simulations (Figure 9(b)) are of the same magnitude as thelate values (Figure 9(a)).

Although the HadGEM3-ES simulations do capture the dopleleked nature of the 70 hPa residual vertical velocity in the
tropics (Figure 10(a)), like other models the peaks are &oispherically symmetric (Butchart et al., 2010) and aaséd low
in both hemispheres. As a consequence, the upwelling masgdiu troposphere to stratosphere (Figure 10(b)), is toakye
particularly in the nudged simulations. Figures 10(a) ab@)XLshow values of vertical velocity and upwelling, respey, to
be around 20% lower in REF-C1SD-24hr than in the free-rupsimulations. This weak bias is much greater in the northern
hemisphere winter (Figure 10(c)) than in the southern hegineie winter (Figure 10(d)). Thus, Figures 9 and 10 showthat
stratospheric circulation is very difficult to simulate acately, even in nudged simulations.

An alternative diagnostic of the strength of stratosph&ensport is the so-called “age of air” (Figure 11). The mega
of stratospheric air (Waugh, 2009b) denotes the time simaieparcel of air was last in contact with the tropospherd,thns
gives an indication of the rate of transport to differentioag within the stratosphere. Figure 11(a) shows that agér if too
old in the lower stratosphere in the tropics (by up to 0.5 yeampared to age inferred from @Observations) — consistent
with too little upwelling shown in Figure 10(b). However,eadf air is too young throughout much of the stratosphereufeig
11(b)), which cannot be explained by biases in upwellingiftbe troposphere to the stratosphere alone (Birner andi&den
2011). Nonetheless, the age simulated by HadGEM3-ES m@miea significant improvement on that seen in the Met Office
UMUKCA-METO CCMVal-2 simulation (Morgenstern et al., 201.Gn which stratospheric air was 1-2 years too old. More-
over, the age simulated by HadGEMS3-ES is in much better aggaewith observations (Figure 11). Furthermore, Linz et al
(2016) argue that it is the latitudinal gradient in age of aird not age itself, that best diagnoses the strength of gr&m
ional mass circulation and that this gradient, at any heighihdependent of the circulation above. This latitudigedient
is much improved in the HadGEM3-ES model as compared to UMBHWETO. For example, at 21 km the latitudinal gra-
dient (35° — 45°N) - (10°S— 10°N)) in HadGEM3-ES is 1.7 years, in line with the observatiomkereas it is 3.2 years in
UMUKCA-METO.

3.3 Ozone

Figure 12 shows time series of TCO as simulated in the freaeing and nudged models, compared to the Total Ozone
Mapping Spectrometer (TOMS) satellite data (McPeters.e18P8). Near-global (6(66—60N) annual mean ozone (Figure
12(a)) is biased high relative to observations by around @Bsbn Units (DU). Near-global ozone loss is slightly stremig

the nudged model than in the free-running model, such tratglebal TCO in the nudged model agrees well with the TOMS
data after around 1990.

Figure 13(a) shows the global net annual mean stratospitgresphere-exchange (STE) of ozone (i.e., the net massfflux
ozone across the tropopause — see caption of Figure 13 fits)jeConsistent with Figure 10(b), which showed the trapi
mass upwelling from the troposphere to the stratosphere todsed weak, the STE ozone flux in the model simulations is
found to be too low as compared to ERA-Interim. Currently ltlest estimate of STE ozone flux inferred from observations
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is 550+ 140 TgO3/yr (Olsen et al., 2001), thus even the ERA-Interstingate of STE ozone flux is around 250 TgO3/yr
too low. Figure 13 (b) and (c) show that, consistent with FégliO (c) and (d), the bias in STE ozone flux (as compared to
ERA-Interim) is more prominent in the northern hemispheieter than in the southern hemisphere winter. The simjlarit
between Figures 10 and 13 demonstrates the influence ofrtitesgiheric meridional circulation on the STE ozone flux. A
bias in STE ozone flux will have implications for extratroglitropospheric climate (see section 7.3 of Butchart, 20d4face
ozone concentrations (e.g. Zhang et al., 2014), and thebiliapospheric ozone budget (Wild, 2007; Young et al., 2013

3.3.1 High latitudes

The change in TCO in the high latitudes, during the period032810, is similar in all simulations (Figure 12(c,d)), and
agrees well with the TOMS observations. However, TCO thabashigh is indicative of an ozone hole that is too small in
area. Further, we have seen 50 hPa temperatures biased tighfiee-running model (Figure 3(a)), PSC areas biaselb¥oo
(Figure 6), and negative biases in the southern hemisplodgie yortex strength (Figure 4(b)). Figure 14 shows TCO aker
south pole in October, averaged over the years 1997-20@@nagared against the 220 Dobson Unit (DU) contour from the
TOMS satellite data averaged over the same 6 years. Soutberisphere high latitude TCO is biased high, by around 40DU,
in all versions of the model (Figure 12(d)). Figure 3-11¢onf Chapter 3 of WMO (2011) shows this bias to be within the 95%
prediction interval of the CCMVal-2 model simulations. etheless, this bias leads to a simulated ozone hole (atkad®0
values below 220DU) that is too small. Hence an accuratelation of PSC areas (Figure 6(a)) is insufficient to elimiat
errors in the areal extent of the ozone hole in HadGEM3-E&aat when the nudging is to ERA-Interim temperatures. On
the other hand the nudgirdpes remove errors in the orientation of the ozone hole whichighfly displaced from the pole
(Figure 14). The phase of the “croissant” shape in maximuonezaround 6%5 is also more accurately simulated in the
nudged model, with a minimum value around®®q in line with TOMS. In the free-running simulations, thec&ion of the
minimum varies from around 69V to around 110W. Whilst REF-C1 simulates a more accurate phase than REE1@#s
are most pronounced from 8B to 30°W, where TCO is too high at 6&.

Northern high latitude zonal mean TCO is very well simulgféidure 12(c)). In terms of azonal ozone structure, conohss
for the northern hemisphere (Figure 15) are the same asd@aitithern hemisphere. The amplitudes of the two 0zone naaxim
simulated around 12& and 140W are similar in the free-running model (especially in REE-Gn the nudged simulation,
however, the amplitude of the 15 maximum is far greater than that of the 2EFOmaximum, in closer agreement with
TOMS. Biases in the zonal asymmetry of ozone (i.e., the &sant” shape in the southern hemisphere, and larger maximum
around 150W in the northern hemisphere) arise due to correspondingebin the amplitude and phase of the planetary
stationary waves in the stratosphere which, again, areredied by the nudging. The fact that free-running modelinegal
are unable to reproduce the correct phase (and amplitudiiefstationary waves (see Figures 8 and 9 of Butchart éxGil1)
makes it rather difficult to determine what phase to includemvprescribing zonally asymmetric ozone forcings in medel
without interactive chemistry. In the absence of improvette the simulated phase of stationary waves, the resulésgieow
that prescribing zonally asymmetric ozone will almost glsvdead to different TCO from that obtained by the same model

using self determined ozone.

12



10

15

20

25

30

A further way in which dynamics influence ozone concentretis through the enhanced poleward transport that follows
Stratospheric Sudden Warmings (SSWs; Akiyoshi et al., 208igure 16 shows the average positive ozone anomaly fol-
lowing a SSW, which increases ozone concentrations by dr&6f compared to their climatological values. In the middle
stratosphere where ozone is dynamically controlled thenaties in the nudged simulation agree well with ERA-Intebiut at
higher levels where chemistry starts to dominate the aniemate too large (c.f. Figure 16 (b,e) and Figure 16 (a,d)j)ay,
without nudging, the model simulates a realistic adiab@ticperature increase, associated with the SSWs (c.f. Ridubr¢i)
and 16(g)), and consequently realistic ozone anomalidseimtonth following the SSWs (c.f. Figure 16 (c,f) and Figure 16
(a,d)) but, interestingly, the structure of these tempeeaand ozone anomalies in the upper stratosphere is legsagethan
in the nudged simulation. As well as SSWs influencing ozonis,atso the case that zonally asymmetric ozone can increase
the frequency of simulated SSWs (Albers et al., 2013), theatorg the possibility for a feedback in models with intéikec
chemistry.

3.3.2 Tropics

The simulated interannual variability in tropical TCO (&ig 12(b)), in both free-running and nudged simulationssegwell
with the observations. However, all simulations show & DU reduction in TCO over the period 1980-1995 which is much
larger than the observed reduction~of2 DU (consistent with Figure 3-6(a) from Chapter 3 of WMO, 2Q1H)rthermore,
TCO is again biased high, with average biases of 12.6DU irirdeerunning model and 7.0DU in the nudged model (Figure
12(b)). The largest biases, relative to TOMS, occur in Ddmamrdanuary-February (Figure 17(a)). As noted in Figurthe,
bias in REF-C1 is smaller than that in REF-C2. Whilst tropitesthperature and water vapour concentrations can influence
TCO, they are clearly not the only influences on simulatepita ozone. Cold-point temperature is constrained toalyaes

in the nudged model and water vapour concentrations in tdgedimodel are too low relative to MERRA (Figure 7), yet TCO,
although improved, is still too high even in the nudged mdBajure 17(a)). Figure 17(b) shows that this high bias pritya
occurs in the tropical tropopause region (as shown alschiviMet Office CCMVal-2 model by Figure 7 of Gettelman et al.,
2010), and thus the bias exists throughout the troposphere.

4 Conclusions

This study analyses the historical period (1980-2010)e#-funning and nudged simulations using HadGEM3-ES, the Me
Office chemistry-climate model as configured for inclusiortie Chemistry-Climate Model Initiative. In the nudged rabd
configuration, the relaxation time scale of the applied muglgvas found to be important (Merryfield et al., 2013) altblout
was not the case that a single time scale could be found inwviienetrics were improved. In the present study, 24 hour and
48 hour nudging time scales were both found to give good t®sukrall, for the stratospheric fields considered.

Metrics of dynamical processes relevant for the simulatibstratospheric ozone were calculated for all model condigu
tions. These were compared against the metrics as re-aeddubver the period 1980-2010 for the previous model configu
ration, UMUKCA-METO, used in CCMVal-2 (Morgenstern et &010). The free-running model configuration is shown to
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have significantly improved since the UMUKCA-METO configtioa, performing better in 10 of the 14 metrics considered
here. The grades associated with some metrics were foureddertsitive to the reanalysis period used, implying thapéred
used should be of a sufficient length to reduce the impacttefannual variability. As such, a direct backward comaris
of the metric grades in this paper to those of the CCMVal-2 eha@mulations (Butchart et al., 2010) is not possible. How-
ever, assuming that the change in the grades awarded to théKIM-METO simulation (as re-calculated using the period
1980-2010) is representative of that for other chemidingate models, it is likely that the HadGEM3-ES free-rurmmodel
performs better than the CCMVal-2 multi-model mean in 1thef 14 metrics.

Particularly significant improvements to the free-runningdel are that HadGEM3-ES no longer suffers from the large
positive bias in stratospheric age of air or large warm hiasdpical tropopause temperature that were present in URIRK
METO (Morgenstern et al., 2009). More realistic stratosfgheater vapour concentrations make HadGEM3-ES morelseita
for accurately simulating stratospheric ozone concentrat(Hardiman et al., 2015). Issues do remain with the fteging
model climatology, however. The seasonal cycle in extpatad winds and temperatures is found to be slightly wealhe t
model. This is most noticeable in the southern hemisphela portex, which is too weak (by up to 6 nT$) and therefore
too warm (by up to 4K). There are also ongoing moderate biasesnperature, water vapour, ozone and upwelling mass flux
in the tropics.

Metrics are split into those assessing mean climate ane thesessing variability. The mean climate was found to bk wel
simulated in both free-running and nudged versions of HAGES with the notable exception of stratospheric transaer
diagnosed by the upwelling mass flux in the tropics. Vertiedbcities are very noisy in reanalysis data (Butchart 42 @hd,
therefore, cannot be nudged towards. As such, the diab@tipanent of stratospheric transport is difficult to coriatraven
in nudged simulations. However, the variability in the nedgimulations was found to be significantly closer to theatssis
than the variability in the free-running simulations. Thelged simulations showed grades above 0.9 for all varighiletrics,
except that diagnosing the accuracy of the quasi-biensillation. In this case, the measure of variability usediie quasi-
biennial oscillation was found to make the metric too séresiin general, demonstrating the use of nudged simulafions
ensuring the robustness and reliability of metrics invadvguantities that are directly nudged.

Comparison of the free-running model climatology to thathef nudged version shows that accurately simulated dyrsamic
specifically temperature and horizontal wind fields, do @anple in the spatial structure of the ozone hole. This stingct
is correct in both hemispheres in the nudged model. Howelrerhigh ozone biases that exist in the tropics and southern
high latitudes of the free-running model persist also inribdged model, and these are therefore not solely attriteutab
biases in the dynamical fields. Thus, despite the fact tleeditba of southern hemisphere polar stratospheric cloedsrisctly
simulated in the nudged model, the ozone hole area, definte @sea over which TCO drops to below 220DU, is too small
in both free-running and nudged models (an issue which isimigue to HadGEM3-ES, as shown by Figure 1 of Austin et al.,
2010).

Tropical total column ozone (TCO) is improved in the nudgiedugations over that seen in the free-running model, but is
still biased high relative to observations, with these ésasccurring in the tropical tropopause region. It is working that
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both water vapour and TCO are not perfect in the nudged stionlaand significant biases in the simulated transport and
chemistry still exist in this model.

The fact that tropical upwelling and the stratospheric dierial circulation are found difficult to constrain and, édl, are
found to be worse in the nudged simulations than in the foeging simulations, means that ozone fluxes, in particutemthe
stratosphere to the troposphere, are not well constramibe inudged model either, with obvious implications forghmaulated
extratropical tropospheric ozone budget. Again this issuet unique to HadGEM3-ES — even the ERA-Interim reanalysi
shows ozone fluxes from the stratosphere to the troposphtiremy around half the value inferred from observations.

In summary, biases in transport and ozone remain in the musigeulations, demonstrating that these biases are ndysole
due to the model dynamics. Nevertheless, HadGEM3-ES isdftaihave good climatology and variability in basic meteoro-
logical fields, and a realistic simulation of stratosph@Zone loss. HadGEMS3-ES represents a significant improveaven
its predecessor, UMUKCA-METO.

Code and data availability

Due to intellectual property right restrictions, we canpaivide either the source code or documentation papersiéodM.

The Met Office Unified Model is available for use under licendequmber of research organisations and national meteoro-
logical services use the UM in collaboration with the Met €dfito undertake basic atmospheric process research, produc
forecasts, develop the UM code and build and evaluate Egstiers models. For further information on how to apply for a
licence see http://www.metoffice.gov.uk/research/maugkystems/unified-model. JULES is available undemgzefree of
charge. For further information on how to gain permissioruse JULES for research purposes see https://jules.jctghr.o
software-and-documentation.

The model code for NEMO v3.4 is available from the NEMO web$iwww.nemo-ocean.eu). On registering, individuals
can access the code using the open source subversion sofftgr://subversion.apache.org/). The revision numlb¢he
base NEMO code used for this paper is 3309. The model codd @ & freely available from the United States Los Alamos
National Laboratory (http://oceansl1l.lanl.gov/tra€EIwiki/SourceCode), again using subversion. The remisiomber for
the version used for this paper is 430.

The data will be submitted to the British Atmospheric Datateée (BADC) database for the CCMI project.
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(50 hPa) and (b) Zonal wind (10 hPa). Black contours show ERAues with contour intervals of 5K and 10 m srespectively, and
coloured shading shows the bias (REF-C1 minus ERA-I), with contouvaige1K and 2 m's! respectively. Stippling shows regions where

the bias is statistically significant at the 95% level as calculated using a T-@smarks indicate the middle of each month.
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Figure 4. Polar vortex variability for (a) Northern hemisphere and (b) Southemisphere. Thick solid lines show mean values, and
maximum and minimum values are shown by thin solid lines for the model siimngaand shading for ERA-I, over the years 1989-2010.

Tick marks indicate the middle of each month.
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Figure 5. Polar vortex final warming times, as defined by the final transition frostwesard to westward of the zonal mean zonal wind at

60°, for (a) the southern hemisphere and (b) the northern hemispherat@logies for the years 1980-2010 are shown.
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Figure 6. (a) Average daily October Nitric Acid Trihydrate (NAT) PSC area, at Bahin the southern hemisphere, defined as the area
poleward of 60S with daily mean temperatures below 195K. (b) Accumulated daily PSC ateé# hPa, in the northern hemisphere,
defined as the area poleward of60with daily mean temperature below 195K. (c) Minimum 50 hPa daily meaneeatjre in the region
60°S—-90'S. (d) Minimum 50 hPa daily mean temperature in the regicdiNe®0°N. Thick and thin lines, and shading, in panels (c) and (d)
are as in Figure 4. All panels are averaged over years 1989-Rof@Sthat temperature is used as a proxy for PSC area here, and thus these

are estimates of the PSC area seen by the interactive chemistry.
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Figure 7. Tropical (20S-20N) seasonal cycle in (a) temperature (T) and (b) water vapour ¥gjaged over the years 1980-1999, as
compared to ERA-Interim reanalysis (for T), and ERA-I and MERRa&nayses (for q). Tick marks indicate the middle of each month.
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Figure 8. Tropical “tape recorder” signal, g (ppmv) averaged 3010N, for (a) SWOOSH data, and the (b) REF-C1SD 24hr smoothed,
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Figure 9. Zonal mean annual mean climatologies in residual vertical velocity JoREF-C1SD (nudged simulation) and (b) Differences
between the REF-C1SD simulation and ERA-Interim. The years 1989-2@0used. Unlike temperature and zonal wind, the biases in

residual vertical velocity areot negligible for the nudged simulations (see text for details).
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Figure 10. (a) Residual vertical velocity at 70 hPa (1989-2009), and tropicaisnui@welling through 70 hPa for (b) annual mean, (c)
December-January-February, and (d) June-July-August,laslaizd for free-running simulations, nudged simulations and ERAi#inter
Mass upwelling in (b) is calculated using seasonal means as in Butclart{2010), such that the annual means plotted above the x-tick

marks refer to Dec—Nov means.

32



a Tropical mean age profile (10S-10N) b Midlatitude mean age profile (35N-45N)
T T T 1] ‘ T T T T T T

T ‘ T | ‘ T T T T ‘ T T T ‘ T ‘ T
—— REF-C1 “
—— REF-C2
~——— REF-C1SD-24hiff sni®pthed
REF-C1SD-48| agthed
CCMvVal-2
30r B SF6 obs - 30F B
CO2 obs
E 3
= =
£ 251 f £ o5t i
o) [=)
2 k=
= T
20 B 20 F i
\ \
0 2 4 6 0 2 4 6
Mean age (years) Mean age (years)

Figure 11. Stratospheric age of air (1990-2010) in the (a) Tropics (observdtiomsAndrews et al., 2001) and (b) Northern Hemisphere
mid-latitudes (observations from Engel et al., 2009). The period-42®00 was chosen for CCMI model simulations to allow for age of air
to adjust during the first 10 years of the nudged simulations. The pe®®@-P000 was used for the CCMVal-2 model simulation (historical
period only). The exact period chosen makes very little difference tditgmosed age of air (not shown).
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Figure 13. Stratosphere-Troposphere-Exchange of ozone for (a) anresh,nfb) December-January-February, and (c) June-Julysiug
This flux of ozone across the tropopause is calculated using monthly mesidnal vertical velocity and ozone mass mixing ratio, following
Hegglin and Shepherd (2009). The tropopause is here defined aBQlPa surface equatorward of’58nd the 200 hPa surface poleward
of 50°.
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Figure 14. Climatological TCO during October in the southern hemisphere for (a}ERb) REF-C2, (c) REF-C1SD-24hr (smoothed),
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Figure 15. As Figure 14 panels (a)—(d), but for climatological TCO in northernisptrere March.
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Figure 16. Anomalies, averaged over the 30 days following a stratospheric sweatening, in (a, b, ¢) Ozone volume mixing ratio (ppmv),
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dence, as calculated using a T-test.
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Table 1.Model simulations

Name Time period | Coupled Ocean?| Nudging time scale| Smoothing?
REF-C1 1960-2010 No N/A N/A
REF-C2 1960-2100 Yes N/A N/A
REF-C1SD-24hr 1980-2010 No 24 hours No
REF-C1SD-48hr 1980-2010 No 48 hours No
REF-C1SD-24hr, smoothed | 1980-2010 No 24 hours Yes
REF-C1SD-48hr, smoothed | 1980-2010 No 48 hours Yes
CCMVal-2 (UMUKCA-METO) 1960-2005 No N/A N/A
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Table 2. Metrics

Name Description
Mean Climate

tmp_nh 60-90°'N December-January-February temperatures at 50 hPa
tmp_sh 60-90°S September-October-November temperatures at 50 hPa
umx_nh Maximum northern hemisphere eastward wind in December-Janedmu&ry at 10 hPg
umx_sh Maximum southern hemisphere eastward wind in June-July-Auguét(a®a
up_70 Tropical upwelling mass flux at 70 hPa

up_10 Tropical upwelling mass flux at 10 hPa

PW_nh Slope of the regression of the February

and March 50 hPa temperatures 60490
on the 100 hPa January and February heat flux
40-8C°N
PW_sh Slope of the regression of the August and
September 50 hPa temperatures 600
on the 100 hPa July and August heat flux
40-8CN

Variability

fev_nh Amplitude of the leading mode of variability
(EOF) of the 50 hPa zonal-mean zonal wind for
the northern hemisphere, poleward of 45
EOFs are scaled to have the same standard deviation
as the original data.

fev_sh Amplitude of the leading mode of variability
(EOF) of the 50 hPa zonal-mean zonal wind for
the southern hemisphere, poleward of 45
EOFs are scaled to have the same standard deviation

as the original data.

tann Amplitude of the annual cycle at 2 hPa in the
zonal-mean zonal wind, I8-1C°N

sao Amplitude of the semi-annual oscillation at 1 hPa in

the zonal-mean zonal wind, 18-10°N

gbo Amplitude of the quasi-biennial oscillation at 20 hPa
in the zonal-mean zonal wind, 18-10°N

SSW Frequency per year of major sudden stratospheric
warmings, defined using reversal of the zonal-mean
zonal wind at 10 hPa, 60
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