Response to reviewers comments on “The Met
Office HadGEM3-ES Chemistry-Climate Model:
Evaluation of stratospheric dynamics and its
impact on ozone”

A bug in the mid 1970s of the original REF-C1 simulation has been discovered
since the submission of this manuscript, and it was not known whether this
bug affected the period 1980-2010 of the simulation. As such, the REF-C1
simulation has been redone and all figures in the paper have been reproduced
to use this new, bug free, REF-C1 simulation. Although there are minor
differences to some numbers quoted in the text, use of this new simulation has
made no difference to any of our conclusions, with one exception.
Stratospheric Sudden Warmings (SSWs) in the new REF-C1 are found to be
just as well simulated as those in the nudged simulation. As such, we have
re-written the conclusions surrounding the SSW results. All the changes made
since the original submission are included in the track changes document,
along with changes due to the reviewers comments below.

The authors thank the reviewers for their detailed comments on the
manuscript. Our responses to these comments follow.

Anonymous Referee 1

General Comments

This work evaluates the stratospheric dynamics and impact on
ozone of the Met Office HadGEMS3-ES chemistry-climate model.
The authors have done an excellent job of describing the new
version (compared to the previous CCMVal2 version designated as
UMUKCA-METO). They have examined 14 dynamical metrics and
graded the model in the manner of Waugh and Eyring 2008. Overall
I fine this study appropriate for GMD and recommend it for
publication. I some specific comments below that would improve
the current draft.

Specific Comments

Since it is not stated, I assume that the REFC1 and REFC2
simulations only use one ensemble member, correct? This will limit
what you can say about variability. For example, your comments on
Page 8, lines 6-8.

A single ensemble member for each of the REF-C1 and REF-C2 simulations is
documented and studied in this paper. A sentence to clarify this has been



added to Section 2. The comment on Page 8, lines 68, refers to the
interannual variability over the 30 years of this single ensemble member. The
word “interannual” has been inserted in the text to make this clear. However,
it is true that we have run extra ensemble members, which are not
documented in this paper nor intended for upload to the CCMI database,
which we have used for information in the text surrounding Figure 6(b).

Changes in manuscript: Inserted the text “a single ensemble member for each
of 7 in paragraph 4 of Section 2 (P3L32). Inserted the word “interannual” in
first paragraph of Section 3.2.1 (P8L22).

Page 3, line 27. In most (if not all) publication, the
Chemistry-Climate Model Initiative is designated as CCMI, not
CCM-1.

Thank you for pointing this out. This has now been changed.
Changes in manuscript: CCM-I globally replaced with CCMI.

Page 4, line 5. The authors state the horizontal winds and
temperature are nudged. Question, many groups that use a
specified dynamics approach also nudge surface pressure. I am
assuming you don’t do this because you only nudge over the
2.5km-51km range, therefore not nudging the surface region? Could
you give a few more detail on why you made this choice? Also, how
do you transition to the free running version above 51km?

The original documentation for the nudging is Telford et al. (2008), as
referenced in the manuscript. As the reviewer correctly points out, surface
pressure is not nudged, although Telford et al. (2008) show that it is fairly
accurately simulated. The reasons that surface pressure is not nudged are as
follows. The Met Office model has a non-hydrostatic terrain following
dynamical core, and surface pressure is not a model prognostic. Further, the
difference in horizontal resolution between the model and the reanalysis data
would lead to a mismatch in the details of the orography. Nudging is smoothly
increased over the 2 model levels above a height of 2.5km, and smoothly
decreased over the 2 model levels below a height of 51km. Thus the nudging is
not suddenly terminated in the vertical at 51km. The model is free-running
above 51km, as the reviewer states.

Changes in manuscript: The following text has been added to paragraph 6 of
Section 2 (P4L11-14): “Nudging is applied over the vertical range 2.5km —
51km, and is smoothly increased/decreased over two model levels at the
bottom/top of this vertical range. Surface pressure is not nudged, since
HadGEMS3-ES has a non-hydrostatic terrain following dynamical core in which
surface pressure is not a prognostic and, further, the difference in horizontal



resolution between the model and the reanalysis data would lead to a mismatch
in details of the orography.”

Page 6 discussion of Figure 1. One very minor suggestion would be
to add column numbers at the top of Figure 1 since you are
specifically identifying columns in the text. It will make it a bit
easier for the reader to quickly follow the discussion.

Change made.

Changes in manuscript: Column numbers have been added to Figure 1. The
text “Column numbers are printed above each column, and the model
stmulation is printed below each column.” has been added to the Figure 1
caption.

Page 6, lines 26-30, and Figure 1 (QBO nudging). I am also
surprised that the SD version grade in Figure 1 is only 0.8. Your
explanation makes sense; however, I have one clarifying question.
The reanalysis implicitly has a representation of the tropical zonal
winds (QBO) based on observation. Therefore, when you run in SD
are you also nudging the model explicitly with a relaxation to
Singapore winds (similar to what is done in a REFC1 simulation)?
This could cause issues if the nudging is essentially done twice.

The QBO is internally generated in HadGEM3-ES, and as such is not nudged
in any way in the free-running REF-C1 simulation. No nudging towards
Singapore winds occurs in any of the HadGEM3-ES simulations. This has
been made clearer in the manuscript.

Changes in manuscript: The text in paragraph 9 of Section 8.1 (P7L3-5) has
been modified to read “Although the QBO is internally generated in the
free-running REF-C1 and REF-C2 simulations, the QBO metric depends only
on zonal wind which is directly nudged in the REF-C1SD simulations.”

Page 8, lines 29-30. Please give a brief summary of the PSC
approach (i.e., do you represent NAT, water-ice, and supercooled
ternary solution (STS) PSCs?). Discussion of Figure 3 (lat/time T
at 50hPa), Figure 6a (Oct polar cap avg PSC area, 50hPa?), and
Figure 12d (SH column ozone). I can understand that the free
running model may not give good ozone depletion, but why doesn’t
the SD version? In SD you have temperatures and vortex area that
are well represented. So why is the total column ozone ~50DU
higher than observations? Doesn’t this say something about the
PSC/heterogeneous chemistry parameterization in the model? Or
does this have something to do with the advection routine being too
diffusive?



A summary of the model PSC approach has now been added to Section 2 of
the manuscript. The amount of depletion, from 1980 to 2000, simulated in
total column ozone in October in the southern high latitudes agrees with the
observations, but the total column ozone values are biased high by around
40DU. Whilst the similarity between free-running and nudged models allows
restriction of the causes of this ozone bias to the model transport and
chemistry schemes (as already noted in the manuscript), it is difficult to say
anything more explicit than this. Indeed, ozone is biased high outside of high
latitudes also, not just in PSC regions. However, Figure 3-11(c) from Chapter
3 of the 2010 WMO Ozone assessment report shows that a high bias of 40DU
in this diagnostic is within the 95% prediction interval of the CCMVal-2 model
simulations. This is now mentioned in the text.

Changes in manuscript: The following text has been added to paragraph 3 of
Section 2 (P3L21-25): “Details of the simulation of Polar Stratospheric
Clouds (PSCs) are given in section 2 of Morgenstern et al. (2009) and section
2 of Chipperfield et al. (1998). Above the nitric acid trihydrate (NAT) point
(195K ), reactions occur on liquid sulfuric acid aerosols. Below this temperature
the model forms solid NAT particles, and then below the ice point (188K) the
model forms ice particles. There is no representation of supercooled ternary
solutions.”. The following text has been added to paragraph 1 of Section 3.3.1
(P12L14-15): “Figure 3-11(c) from Chapter 3 of WMO (2011) shows this bias
to be within the 95% prediction interval of the CCMVal-2 model simulations.”.

Page 10 and the discussion of Figure 8b. (SD version) You state
that the “tape-recorder signal appears more coherent far higher in
the stratosphere in the nudged simulations. However, Figure 8(e)
shows that this is not due to the amplitude of the annual cycle
harmonic.” I’m a bit confused by this statement, since, the “dry
phase” of the tape recorder seems to represent the SWOOSH data
well at the entry level and the propagation upward. This does not
seem to be the case for the “wet phase”. Does this say something
about the robustness of the models’ microphysical parameterization
of ice (i.e., too much dehydration)?

The inclusion of Figure 8(e) was largely due to the fact that upward
propagation cannot really be determined by eye-balling Figures 8(a)-8(d). The
contour intervals chosen in these panels (regardless of their values) will make
some features stand out more than others. However, it is the case that there is
an overall dry bias in the nudged simulation. Figure 7(b) shows this to be
around 0.5ppmv at 70hPa, relative to MERRA. Figure 7 of Hardiman et al.
(2015) shows that, in more recent versions of the Met Office model,
improvements to the ice microphysics scheme does lead to an increase in water
vapour in the tropical tropopause layer of around this magnitude. This point
has now been added to the discussion of Figure 7(b) in the current manuscript.



Changes in manuscript: The relevant text in paragraph 1 of Section 3.2.2
(P10L8-12) has been modified to read “However, note that just nudging the
temperatures and horizontal winds is not enough to remove any bias in water
vapour concentrations (see also Hardiman et al., 2015). These are too low
relative to the MERRA reanalysis by around 0.5ppmu (Figure 7(b)), although
Figure 7 of Hardiman et al. (2015) suggests that improvements to the ice
microphysics scheme in more recent versions of HadGEM may account for a
significant fraction of this bias.”.

Anonymous Referee 2

This paper presents an evaluation of stratospheric dynamics and its
impact on ozone in the UKMO HadGEMS3-ES model. The authors
make comparisons between the free-running and the nudged
versions, mainly focusing on stratospheric dynamical properties and
total ozone columns, and conclude that the dynamical processes are
better presented in the nudged version, although there are still
significant biases in simulating stratospheric transport, water
vapour, and ozone columns. By comparing the metrics of some
dynamical processes that are relevant to simulating stratospheric
ozone, the authors also conclude that the present model version is
significantly improved compared the previous model version that
was used in the CCMVal2 inter-model comparison, for the majority
of the tested metrics.

Overall, the paper is well written with sufficient detail; it will make
a valuable contribution to understanding how chemistry-climate
model (CCM) biases (which are mainly dynamical) impact simulated
ozone columns, and can be used as a benchmark for future UKMO
CCM development. The paper is appropriate for publication in
GMD, after some revisions (see specific comments below). I also
encourage the authors to consider the following suggestions.

Suggestions:

Although the paper’s structure is clear, I think “Section 3.1
Metrics” would be better placed after the detailed comparisons of
dynamical properties and ozone. Moreover, most metrics calculated
are not referred to in the following comparisons of dynamical
properties and their impact on ozone. My suggestion would be to
split the “Results” section into two sections, i.e. “evaluation of
stratospheric dynamics and ozone”, and “Quantitative assessment,
i.e., metrics”.



We thank the reviewer for this suggestion. However, it is our feeling that it is
better to benchmark the model first, since this allows for more efficient
discussion of the in depth diagnostics which follow in Section 3.2. This section
actually refers back to the first 6 of the 14 metrics, and is structured to discuss
them in order (temperature, wind, and upwelling). Were we to re-order
Section 3, then the discussion of dynamics would need to contain more detail
on the model biases — detail which would then need to be repeated in the
metrics section. Thus, we prefer to keep the structure of the paper as it
currently stands.

No changes required to manuscript.

More could be made of the differences in model behaviour between
REF-C1 and REF-C2. REF-CI1 is usually closer to observations
than REF-C2, as expected.

We agree, and note that this is particularly relevant to Figures 7, 14, 15, and
17. Discussion of the differences between REF-C1 and REF-C2, and the fact
that REF-C1 is closer to observations than REF-C2 in these figures, has now
been added to the manuscript.

Changes in manuscript: The following text has been added to the manuscript,
in paragraph 1 of Section 3.2.2 (P10L4-7): “In all months, tropical tropopause
temperature and water vapour concentrations in REF-C1 are closer to the
observations than those in REF-C2 (Figure 7). This may be expected, since
REF-C1 is an atmosphere only simulation, and thus forcing from sea surface
temperatures will be inline with observations, whereas REF-C2 is a coupled
atmosphere-ocean simulation.”, in paragraph 1 of Section 3.3.1 (P12L21-22):
“Whilst REF-C1 simulates a more accurate phase than REF-C2, errors are
most pronounced from 60°FE to 30° W, where TCO is too high at 60°S.”, and in
paragraph 1 of Section 3.3.2 (P13L17-18): “As noted in Figure 7, the bias in
REF-C1 is smaller than that in REF-C2.”7.

Specific comments:

1) “Ozone concentrations” appear throughout the paper, but the
authors only show total column ozone (TCO). So the authors should
replace all “ozone concentrations” with TCO. They are not the
same, therefore should not be mixed.

This is true for all figures except Figure 16. “Ozone concentrations” has been
globally replaced with “TCO”, as suggested, everywhere except in discussion
of Figure 16.

Changes in manuscript: The text “ozone concentrations” has been replaced
with “TCO” everywhere except in discussion of Figure 16.



2) In the abstract, the last sentence says that “...that the nudged
models still remain far from perfect”: Could you elaborate in which
sense these models are “far from perfect”? I suggest to re-phrase
this statement, and point out any potential problems in applying
nudging techniques. It feels like an empty statement to me.

The abstract has been re-arranged to make clearer the issues that this
statement refers to. In addition, “far from perfect” now reads “issues can
remain in the climatology of nudged models”.

Changes in manuscript: The end of the abstract (P1L9-12) now reads:
“Whilst nudging can, in general, provide a useful tool for removing the
influence of dynamical biases from the evolution of chemical fields, this study
shows that issues can remain in the climatology of nudged models. Significant
biases in stratospheric vertical velocities, age of air, water vapour and total
column ozone still exist in the Met Office nudged model. Further, these lead to
biases in the downward flux of ozone into the troposphere.”

3) P3L22: the previous version used in CCMVal2 did have
interactive lightning NOx emissions and interactive wet deposition
although for a much more limited range of species. Dry deposition
used offline tabulated deposition velocities (Morgenstern et al.,
2009). Please correct.

Corrected.

Changes in manuscript: Relevant text in paragraph 3 of Section 2 (P3L21-27)
revised to read: “.. interactive lightning emissions are scaled to give 5TgN /yr
(O’Connor et al., 2014). ... The deposition schemes have been improved since
the Met Office’s CCMVal-2 configuration, with interactive wet deposition now
applied to a wider range of species, and the tabulated dry deposition scheme
replaced by a resistance-in-series approach (O’Connor et al., 2014).”

4) P6, paragraph 3, you state that nudged simulations do not
perform well in metrics of “tropical upwelling and QBO”; could you
elaborate on any inconsistencies in treating model’s dynamics in
nudging and their impact on some simulated model properties? You
may want to mention the idea that wind fields used for nudging may
not satisfy the continuity equation, which will negatively impact
vertical velocity fields.

Details on how vertical velocity may be negatively impacted by nudging have
been added to the text.

Changes in manuscript: The following text has been added to paragraph 8 of



Section 3.1 (P6L26-29): “If the nudged u and v winds do not have zero
horizontal divergence then they will force spurious gravity and acoustic modes
that will be reflected in spurious vertical velocities. Furthermore, if u and v are
not in geostrophic balance then the nudging will introduce ageostrophic
motions.”.

5) Section 3.3.1 “Extratropics” only covers high-latitude aspects. I
suggest to either re-title the section to “High latitudes” or give
some coverage to mid-latitude aspects.

The sections on “Extratropics” have been re-titled “High latitudes”, as
suggested.

Changes in manuscript: Sections 3.2.1 (P8L19) and 3.3.1 (P12L7) have been
re-titled “High latitudes”.

6) P11L24: Replace “ozone depletion” with total column ozone
(TCO, the standard notation). You’re not actually quantifying

ozone depletion, just total columns. Also L25: Replace “column
ozone concentrations” with TCO.

Changed.

Changes in manuscript: Text in the first paragraph of Section 3.3.1
(P12L8-10) has been modified to read: “The change in TCO in the
extratropics, during the period 1980-2010, is similar in oll simulations (Figure
12(c,d)), and agrees well with the TOMS observations. However, TCO that is
too high is indicative of an ozone hole that is too small in area.”.

7) P12L12: That is technically correct, but imposing zonally
invariant ozone would not improve the situation. Rather than
imposing zonally invariant ozone (which would be inconsistent with
best understanding of the ozone distribution), would it be more
effective to work on the model to improve the factors that influence
the phase of these planetary waves, such as orographic forcing? The
discussion of how to impose ozone in models that cannot get the
phase of the waves correct strikes me as somewhat missing the point.

The reviewer is correct that, ideally, the best thing to do is to endeavour to
improve the simulated phase of stationary waves in climate models. However,
our discussion centers around the pragmatic issue of whether it is best to
impose zonally symmetric or zonally asymmetric ozone in current climate
models. We have modified the text to make this clearer.

Changes in manuscript: Last sentence in paragraph 2 of Section 3.3.1
(P12L32-34) changed to read: “In the absence of improvement to the



simulated phase of stationary waves, the results here show that prescribing
zonally asymmetric ozone will almost always lead to different TCO from those
obtained by the same model using self determined ozone.”.

8) L12L25: I noticed that there is a negative trend in tropical ozone
in all simulations, but there does not appear to be much trend in
the observations. Please comment on this.

This is consistent with the findings of the WMO 2010 ozone assessment report.
A comment has been added to the text.

Changes in manuscript: The first paragraph in Section 3.8.2 (P13L13-16) has
been modified to read: “The simulated interannual variability in tropical TCO
(Figure 12(b)), in both free-running and nudged simulations, agrees well with
the observations. However, all simulations show a ~ 6 DU reduction in TCO
over the period 1980-1995 which is much larger than the observed reduction of
~ 2 DU (consistent with Figure 3-6(a) from Chapter 3 of WMO, 2011).
Furthermore, TCO 1is again biased high, ...”.

9) P13L2: It is true that convection, lightning emissions, and BB
could impact tropospheric ozone, but they are unlikely the main
cause for the 10 DU bias in TCOs here. Actually figure 17b suggest
that it’s mainly the tropopause height whose variations give you
differences in TCO between the simulations. In the troposphere, to
partial columns go in parallel (implying there is no significant
difference in tropical tropospheric ozone between the simulations). I
think your suggestion that tropospheric processes cause this high
bias is insufficiently supported by your findings. If this were purely
a tropospheric problem, 10 DU would likely amount to an
unrealistic 50% error in tropical tropospheric ozone. More likely, it
is due mainly to an error in the placement of the tropical
tropopause, which you could establish.

We accept that discussion of convection, lightning emissions, and BB is
insufficiently supported, and have removed this discussion from the
manuscript. However, Figure 1 in this response to reviewers shows that the
model tropopause is at the correct height, and thus is not the cause of errors
in TCO.

Changes in manuscript: The text “where convection, lightning emissions and
biomass burning emissions also have an important influence on TCO
(Stevenson et al., 2006)” has been removed from the manuscript (P13L23).

10) P13L21: Morgenstern et al. (2009) is a more appropriate
reference here. This problem was not specifically addressed in
Morgenstern et al. (2010).



Reference changed.

Changes in manuscript: Reference to Morgenstern et al. (2010), in paragraph
3 of Section 4 (P14L10), changed to Morgenstern et al. (2009).

11) P14L7 (cf. Figure 14): That’s surprising, considering there
should be a close correspondence between the size of the polar
vortex, as defined by a transport barrier, and the ozone hole (which
is bounded by that transport barrier). If despite nudging these two
still differ, could it be that the reanalyses are insufficiently
constrained by observations during winter/spring over Antarctica?
Please elaborate on the role of the transport barrier in this.

Here the “ozone hole” is defined as the area over which TCO drops to below
220DU. In HadGEMS3-ES, there is a high bias in TCO throughout the tropics
and southern high latitudes, and thus the ozone hole will appear too small,
regardless of how accurately the barriers to transport are simulated. The
definition of ozone hole which is used here has been clarified in the text.

Changes in manuscript: The text in paragraph 5 of Section J (P14L27-32) has
been modified to read: “... the high ozone biases that exist in the tropics and
southern high latitudes of the free-running model persist also in the nudged
model, and these are therefore not solely attributable to biases in the dynamical
fields. Thus, despite the fact that the area of southern hemisphere Polar
Stratospheric Clouds is correctly simulated in the nudged model, the ozone hole
area, defined as the area over which TCO drops to below 220DU, is too small
in both free-running and nudged models (an issue which is not unique to
HadGEMS3-ES, as shown by Figure 1 of Austin et al., 2010).”.

12) P14L17: Your analysis does not imply errors in any of these
processes. To make such a statement, you would have had to
compare tropospheric ozone against observations. See above on the
role of the tropopause height.

As above, discussion of convection, lightning emissions, and BB has been
removed.

Changes in manuscript: The text “(and potentially errors in e.g. convection,
lightning emissions, and biomass burning emissions and their distribution;
Stevenson et al., 2006)” has been removed from the manuscript (P15L2).

13) P14L27: You did not directly compare this model version
against other models, so I suggest to remove this half-sentence.

Agreed.



Changes in manuscript (P15L11): Half-sentence removed.
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Figure 1: Annual climatological mean temperature (10°S—10°N), for the years
1980-2010. The height of the tropopause in both free-running and nudged
simulations is 100hPa, consistent with ERA-Interim.
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Abstract. Free-running and nudged versions of a Met Office chemidingate model are evaluated and used to investigate
the impact of dynamics versus transport and chemistry withe model on the simulated evolution of stratospheric ezon
Metrics of the dynamical processes relevant for simulasitigtospheric ozone are calculated, and the free-runniogdem
is found to outperform the previous model versionii-10 of the 14 metrics. In particular, large biases in stratosphe

5 transport and tropical tropopause temperature, whichezkia the previous model version, are substantially reduceking
the current model more suitable for the simulation of ssph®ric ozone. The spatial structure of the ozone hole, riree &t
polar stratospheric clouds, and the increased ozone ctatiens in the northern hemisphere winter stratosphdtewing
sudden stratospheric warmings, were all found to be seagiti the accuracy of the dynamlcs and were better simulated i

the nudged model than the free-running moéty

10

flux-into-the tropesphereThus;whilst-Whilst r nudglng can, in general, provide a useful tool for removing influence of

dynamical biases from the evolution of chemical fields, 8tigdy shows thatudgedmedelsstill-remainfarfrom-perfeet.

issuegcanremainin the climatologyof nudgednodels Significantbiasesin stratospherieerticalvelocities ageof air, water
15 ozoneinto thetroposphere.

1 Introduction

Previous studies have identified numerous couplings betweene, greenhouse gases, tropospheric ozone precunsbrs a
stratospheric ozone depleting substances, and climategehéncreased carbon dioxide and near-surface ozones|doel
example, can impact vegetation and the strength of the larltbo sink (Sitch et al., 2007). Gas-phase constituents asic
20 tropospheric and stratospheric ozone, have contributhidtorical climate forcing (Stevenson et al., 2013; Myhralg 2013)
and the inclusion of interactive chemistry, at least in sonoelels, could affect estimates of climate sensitivity (/dolvet al.,
2015). Likewise, climate change can impact on atmospherigosition through changes in the strength of the Brewdysbn
circulation (Butchart and Scaife, 2001; Butchart et alg@0changes in methane lifetime (Johnson et al., 2001 géwakis et al.,
2013), changes in background and peak surface ozone coatttems (Fiore et al., 2012), temperature dependent clamae
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action rates (Waugh, 2009a), and the timescale for theospheric ozone layer to recover (WMO, 2011). Increasinglre
is also recognition of the extensive coupling between thpdasphere and stratosphere, with stratospheric ozoneamcion-
pacting on tropospheric composition through stratosplrepposphere exchange (e.g. Zeng et al., 2010) and phtobtes
(e.g. Zhang et al., 2014) and also impacting on surface tdirfMorgenstern et al., 2009).

As a result, coupled chemistry-climate models have evoteeghcompass both stratospheric and tropospheric chgmistr
coupled to state-of-the-art atmosphere-ocean climatestapici order that such couplings can be studied and fullyetstdod.
Chemistry-climate models are also used to provide pokdgwvant information, such as the assessment of strategiesiti-
gating and adapting to a changing climate with changing sfrineric composition (Eyring and Lamarque, 2012; Prinn3201
However, because of their inherent complexity, there isrengt need for comprehensive assessment and benchmarking of
such models to sit alongside their development. In padictihe use of quantitative performance metrics (Waugh amich;,
2008) to both track the development of an individual model/anto benchmark the performance of a multi-model ensemble
(Eyring et al., 2008), is important. These performance itetiave traditionally been used to consider how well irdirail
model processes are simulated. In the present study, wehiakiirther, considering the impacts of model processesaath
other.

Nudging the dynamics of chemistry-climate model simulagidowards observations is a technique used both to look at
the impact of specific physical processes on atmospherigaosition, and/or to remove the influence of unrealistic nhode
climatology from the evolution of chemical fields. Case &sdtovering just the length of a single observational cagma
and simulations covering long-term trends over the histdnperiod, are both ways in which the use of nudged chemistry
climate models can enhance our understanding of the eoplofithe chemical composition of the atmosphere. For exampl
Laat et al. (2001) consider the evolution of troposphermn@zconcentrations over the Indian Ocean during the spfih§b,
to evaluate the large-scale advection processes and atgsbitacer transport in their model. Dameris et al. (20085iler the
impact of various “forcings” (including sea surface tengiares, volcanoes and the solar cycle) on chemical conposit
investigate which processes are well/poorly represemtetbidels. Akiyoshi et al. (2016) present a case study of tbligan
of chemical-species during tHétratesphericSuddenWarmingstratospherisuddenwarming of winter 2010, using both a
nudged model and observations to study the structure irhteical fields. A more general overview of the impact of nadgi
on chemistry-climate models is given in Jockel et al. (2Q8,5), Telford et al. (2013), and Tilmes et al. (2016).

In the present study, the stratospheric dynamics, trahsgad simulatecdzeneconcentrationsotal columnozone(TCO)
in free-running and nudged versions of the Met Office chaptiglimate model, HadGEMS3-ES, are evaluated. The nudged
simulations here make it possible to determine the ways iiciwhiases in the model dynamical fields affect the accuracy
of simulatedstratespheri@zeneconcentrationECO, and thereby help attribute the remainieprebiaseshiasesn TCO to
other components of the model (j.the transport and chemistry schemes).

This study is set out as follows. Section 2 describes the hsmdep and the simulations evaluated here. Section 3 psesen
the results, and is split into sections focusing on modetioseand the dynamics ameeneconcentrationd CO of the tropics
and extratropics. Conclusions and discussion are giveratic 4.
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2 Model setup and simulations

The Met Office model configuration used in this study is thenuis&y-climate model HadGEM3-ES. The underlying atmo-
sphere model is the Global Atmosphere 4.0 (GA4.0) configumadf HadGEM3 (Walters et al., 2014), and is based on the
Met Office’s Unified Model (MetUM). It has a horizontal restibn of 1.875 longitudex 1.25 latitude and 85 levels in the
vertical, covering an altitude range 8f85kr0—-85km. This is coupled to the Global Land 4.0 (GL4.0) configuratidrihe
JULES land surface model (Walters et al., 2014). For sinanatrequiring ocean and sea ice components, the Nucleus for
European Modelling of the Ocean (NEMO vn3.4; Madec, 200&gocmodel, with adegree® resolution (ORCA-1) and 70
vertical levels, is used along with the Los Alamos sea iceeh@@ICE vn4.1; Hunke and Lipscomb, 2008).

This configuration represents a significant improvementhi@ physical model since the Met Office’s contribution
(Morgenstern et al., 2010) to the Chemistry-Climate Modalidation activity 2 (CCMVal-2, Eyring et al., 2008). For-ex
ample, the horizontal and vertical resolutions have irmeddrom 3.75 longitudex 2.5° latitude and 60 vertical levels (model
lid at 84 km). There have also been improvements to the atn@wspmodel physics and the addition of new ocean and sea
ice components, all of which is documented in detail in Heatial. (2011), Walters et al. (2011), and Walters et al. £0A
significant result of these model improvements is the mudhbaged temperature bias at the tropical tropopause layéchvirtn
CCMVal-2 required the models based on MetUM to prescribeewedipour in this region. Water vapour is modelled interac-
tively in the HadGEMS3-ES simulations reported here.

This atmosphere-only or coupled atmosphere-ocean modiEHK3 is, in turn, coupled to the gas-phase chemistry com-
ponent of the United Kingdom Chemistry and Aerosol (UKCA)dab(Morgenstern et al., 2009; O’Connor et al., 2014). The
chemistry scheme is a combination of the stratospheric ignirom Morgenstern et al. (2009) with the “Troplsop” pa@
spheric chemistry scheme from O’Connor et al. (2014). Hisi®rates are calculated interactively using ‘tRast-J>¢cheme

schemgTelford et al., 2013)andinteractivelightning emissionsarescaledto give 5 TgN/yr (O’Connor et al., 2014)Details

of the simulationof Polar StratosphericClouds(PSCs)are given in section2 of Morgenstern et al. (2009) arsgction2 of
Chi reactionsoccur on liquid sulfuric acid

aerosolsBelow this temperatureéhe modelforms solid NAT particles,andthenbelowtheice point (188K) the modelforms

ice particles.Thereis norepresentationf supercooledernarysolutions.Thedepositiorschemesavebeenimprovedsincethe
Met Office’s CCMVal-2 configuratiorsuchasinteractivelightningemissiongscaledo give 5TgN/yr);wetanddry depositio

: ; ith interactivewetdepositiomowappliedto awiderrangeof species,

andthe tabulateddry depositionschemereplacedby a resistance-in-seriespproach O’Connor et al., 2014)The interactive

mass-based aerosol scheme (Bellouin et al., 2011) is ugeddrom that used in CCMVal-2. Thus, the HadGEM3 model cou-
pled to the UKCA chemistry scheme and tBeASSICaereselkschemeCoupledLarge-scaléderosolSimulatorfor Studiesin

Climate(CLASSIC)aerosolkchemgBellouin et al., 2011)s referred to as HadGEM3-ES.

The results shown in this paper come from HadGEM3-ES sinauniaiset up to follow the Chemistry-Climate Model Initia-
tive (EEM-ICCMI) reference simulationddergensterretal—2016)-Fheseneclude(Morgenstern et al., 2017 heseinclude
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asingleensembleanemberfor eachof an atmosphere-only historical simulation (REF-C1) and @ptex atmosphere-ocean
historical and future simulation (REF-C2), which begin @60, as described in Eyring et al. (2013). The greenhousesgas
(GHGs), ozone depleting substances (ODSs), troposphesiteqprecursor emissions, aerosol and aerosol precursssiens,
sea surface temperatures (SSTs) and sea ice concent(&tiahe atmosphere-only REF-C1 simulation), and the fagsifrom
solar variability and stratospheric volcanic aerosol,akas described in Eyring et al. (2013).

The coupled (REF-C2) simulation is spun up to 1960 condstiasm follows. A 400 year spin up of the coupled atmosphere-
ocean model to a perpetual pre-industrial state, is foltbbw a transient spin up of the coupled model, without intivac
chemistry, to 1950 conditions. Chemistry is then included] a 10 year spin up to 1960 conditions is performed, as recom
mended by Eyring et al. (2013). For the atmosphere-only Isitioms, this 10 year spin up from 1950 with chemistry ineldd
(Eyring et al., 2013) is all that is required for the atmogphe equilibrate.

Alongside the free-running atmosphere-only historicaiidations (REF-C1), simulations in which temperature aod-h
zontal wind fields are nudged (Telford et al., 2008) towahdsERA-Interim reanalysis (Dee et al., 2011) are also runHRE
C1SD).Nudgingis appliedovertheverticalrange2.5km — 51 km, andis smoothlyincreased/decreasedertwo modellevels

betweenthe model and the reanalysisdatawould leadto a mismatchin detailsof the orography.McLandress et al. (2014)
found that discontinuities in the upper stratospheric terafures exist in ERA-Interim, in 1985 and 1998, due to cbkarg

the satellite radiance data used. These discontinuitielerroneous jumps in 0zone concentrations in the uppetosphere
in their model, and therefore, in the “smoothed” nudged &itiens detailed in Table 1, they were removed here using the
technique of McLandress et al. (2014). To avoid introduapgrious noise, Merryfield et al. (2013) found that the ratepn
time scale must be longer than the time intervals betweereti®alysis fields that are being nudged towards (6 hoursRév-E
Interim) and noted in particular that relaxation time ssal&24 hours and 48 hours both gave good results (see theire=ig
23). After some subijective trials, 24 hours and 48 hours \atge found to be appropriate time scales for HadGEM3-ES, at
least for the fields of interest here, and results using boté scales are included beloWudgingis-appliedeverthevertical
g E B

Details of these simulations are summarised in Table 1.-fneeing simulations are run over the period 1960-2010 (REF
C1) and 1960-2100 (REF-C2), and nudged simulations areventloe period 1980—-2010 (using initial conditions takemfr
REF-C1). As such, we analyse the period 1980-2010 in thal/stu

3 Results

3.1 Metrics

Metrics for evaluating the processes in chemistry-clinmatelels relevant for the simulation of stratospheric ozoreevde-
veloped as part of the CCMVal-2 project (Eyring et al., 2008)e metrics for dynamical processes are listed in Butaktaat.
(2010, 2011). These dynamical metrics include one for tHarpmrtex final warming time but, for reasons explainedrlate
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in this section, we choose to evaluate final warmings usiegriethod of Hardiman et al. (2011), and thus this metric is not
directly comparable and not included here. Table 2 listsrib&rics used in this study.
Following the method of Waugh and Eyring (2008), “grade® associated with each metric, to measure how accurately it

is simulated, and these are calculated as follows:

—1_ 1 |,Umodelf ,Uobs| (1)
g 3 Oobs

whereg is the grade assigned to the metric (and is set to O if cakediltd have a negative valu@)model and riops are the
model and observational mean values of the metric, @jadis the interannual standard deviation of the observatians (
proxy for observational uncertainty). Thus, a value of lrespnts the model having an identical mean value to redsalys
(the “observations”), and a value of O represents the mo@elmvalue deviating by more than 3 standard deviations from
the reanalysis. Here we re-calculate these metrics for the @ffice model used in CCMVal-2 (UMUKCA-METO, REF-
B1 simulation), using years 1980-2010 of the ERA-Interianadyses (Dee et al., 2011), instead of years 1980-200G=of th
ERA40 reanalysis. These recalculated CCMVal-2 metricstiean be directly compared to those for all the free-running a
nudgedcEM--CCMI simulations. Figure 1 displays these metrics in the sanie a/Butchart et al. (2010).

Itis interesting to note that the UMUKCA-METO values for sewof these metrics show a significant degradation compared

to those given in Butchart et al. (2010) for the same simohatiReasons for this are that:
— the reanalysis dataset used here as the benchmark is EBArits opposed to ERA-40
— analysis here is over the period 1980-2010 as opposed t6-2080 as used in CCMVal-2

In particular, using a different period can substantialtgrathe values of some metrics. For example, the PW_sh d&iigno
considers the variability in the heat flux and polar vortexperatures in the southern hemisphere high-latitude wimtee
sudden warming observed in 2002 (the only southern hemigguelden warming on record) significantly increases theative
variability in both these quantities. The semi-annual ltetén (measured by the SAO metric) increases in amplifiodé¢he
years 2000-2010, such that its mean amplitude for the pd880—-2000 ist5m-15 m s~ and this increases t67m-17 m
s~! for the period 1980-2010. This increase is not capturedérfrée-running simulations. The trend in mass upwelling in
the tropical lower stratosphere (measured by the up_7Mhd&i) is, for ERA-Interim, almost steady over the peri@80—
1995, but shows a strong downward trend over the period 888); again not captured in the free-running simulatiohgs T
sensitivity shows a need to analyse over the full 30 yearswomto all simulations for calculation of the most reliabletnt
scores.

Since reanalysis datasets and the period analysed wilincento be updated, there are issues with referring backeto th
values of metrics in previous reports (see also Austin ¢2803). These issues could be minimized by

— using information from multiple reanalyses datasets asnéiic “observations”

— ensuring that the period analysed is of sufficient lengtlethuce the impact of interannual variability
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where the “interannual variability” in this case is the matenual standard deviation of the observations, as notedeain
equation 1. Of course, if possible, re-calculating meffiios older simulations and reports, using identical beratkalatasets
and time periods for consistency, would allow for the cletrsomparison to the latest simulations. In any case, nsetric
continue to provide an invaluable and concise indicatioouwfent model performance, indicating diagnostics wheodets
are performing well and those where improvement is required

Comparing column 1 with columns 2 and 3 of Figure 1, the freming version of HAdGEM3-ES is shown to perform

better than UMUKCA-METO int2-10 of the 14 metricsWith umx_sh and saeretheonly-exeeptionsignificantlybetterin

UMUKCA-METO, andup 70andPW _shbetterin UMUKCA-METO but not significantlyso). Further, as noted above, the
SAO metric is particularly sensitive to the period analysadthe differences in this metric between UMUKCA-METO ahe t

CEM-CCMI simulations cannot be considered reliab(ee., robustacrosdifferent periods).Thus, apart from the strength
of the southern hemisphere polar night jet, the dynamicsasiGEM3-ES show improvements oer no differenceto) the
version of HadGEM used for CCMVal-2 (documented in Morgenset al., 2010).

As denoted in Figure 1 and Table 2, the metrics are dividamthtse that measure the mean climate of model simulations,
and those that measure their variability. This divisiotdak that in Butchart et al. (2010, 2011). Figure 1 demonssrguite
clearly that, whilst the nudged simulations (columns 4+é)graded similarly to the free-running simulations (cohsn2—3)
in terms of mean climate metrics (an aspect in which the fueging model is already very good, though again with the
exception of the southern hemisphere polar night jet stignthe nudged simulations outperform the free-runninguations
in terms of variability.

The nudged simulations that use the discontinuity corceEfRRA-Interim dataset (McLandress et al., 2014, columns#5an
of Figure 1) show a better performance in the semi-annualatszn metric than those without this correction (colusrhand
7 of Figure 1), although given that the evaluation is agaimstunmodified ERA-Interim dataset it is unclear why thiswgto
be the case. Certainly it is expected that the only diffeeenie performance between the nudged simulations with atiebuf
the discontinuities removed would be in the upper stratesplwhere the correction is applied) — a region assessedhér
by the SAO metric.

The nudged simulations perform very wejl¢ 0.9) in almost all metrics, with the exceptions of tropical uping (up_70
and up_10) and the Quasi-Biennial Oscillation (gbo). Seipgly, at both7ohPaand10hPa70 hPaand 10 hPathe tropical
upwelling in the free-running model is closer to the reas@lyhan in the nudged model. Note, however, that due to trexémt

noise and uncertainty in vertical velocities in reanalysedical velocity is not nudged, only horizontal veloegiFurthermeore,

u andv. If thenudgedu andv windsdo nothavezerohorizontaldivergencghentheywill force spuriousgravity andacoustic
modesthat will be reflectedin spuriousvertical velocities.Furthermorejf u andv are not in geostrophiddalancethenthe

nudgingwill introduceageostrophienotions.Also note that upwelling (or, more particularly, the residual circulatjamay
not be entirely due to dynamics, as previously thought, bub@ps also influenced bgdiationdiabaticheating(Ming et al.,

2016a, b), something that is not constrained in any of theulsitions (except |nd|rectly, by nudglng the temperaturklfie

Indeed, some transport calculatidjesg-—for-deseentin-the-polarstratosphere; 260 .,for descenin the
olar stratosphereTegtmeieret al., 2008) use the diabatic rather than the kinematic vertical veyo(gee Butchart, 2014).
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Thus, even though they use the same numerical advectiomsshéehe stratospheric transport in nudged simulationd nee
not be more accurate than in free-running models, as disduasmore detail below. Note also that in both the free-ragni
and nudged simulations the tropical upwellingt&hPal0 hPais significantly closer to the reanalysis than is upwelling a
+0RP&0 hPa This may be due to the model simulating a different striectofrmeridional circulation relative to that of the

e., differencesn shallowversus

reanalysigi

deepcirculations;Birner andBoenisch2011).

The grading of the QBO metric below 0.8 for the nudged sinmutetis somewhat more surprisiigenthatthis-, Although
the QBQ s internally generatedn the free-runningREF-C1andREF-C2simulationsthe QBO metric depends only on zonal
wind whichisdirectly nudgedn the REF-C1SDsimulations In fact, the nudged model accurately simulates the qliasirial
oscillation in the zonal mean winds2®hPa20 hPaused in this metric, matching the reanalysis winds closedgpt not quite
reaching the peak values of the oscillation and thus untlevasng the amplitude of the relevant Fourier harmonicsibly
(not shown). However, since the power-spectrum approderémt in this metric doesn’t give a measure of uncertaihiy,is
calculated differently (by sub-sampling the data; Buttlkaal., 2010). This produces an estimate of uncertaintyishemall
in magnitude and leads to this metric being very sensitind, thus lower than might be expected in the nudged simukation
Caution is therefore needed when interpreting this metri@hy model. Indeed, the sensitivity of this metric is onpyparent
due to the use of nudged simulations, thus demonstratinigrihertance of the nudged simulations for testing the rofess
and reliability of metrics involving quantities that areatitly nudged.

Figure 1 shows that, whilst there are small differences betwthe nudged simulations with 24 hour and 48 hour relaxatio
time scales, there are (with the exception of the SAO andlbgahetrics) no significant differences between the simonhest
using smoothed and unsmoothed datasets. From this poweonill just consider the simulations using the smoothedskett,
with a particular focus on the 24 hour relaxation time scalegration (“REF-C1SD-24hr, smoothed”).

Despite the issues caused by changing the reanalysis tiatasanalysing over a different period, it is worth notingtilif a
“direct” comparison is made, then values for the free-rag@EM--CCMI simulations (REF-C1 and REF-C2) are above the
CCMVal-2 multi-model mean (Butchart et al., 2010) for 10 loé tL4 metrics. The exceptions are the southern hemisptiere je
maximum (umx_sh), tropical mean upwelling7#hPar0 hPa(up_70), and the tropical annual cycle (tann) and semi-ainnu
oscillation (sao). Note also that, since the differencethéreanalysis dataset and period analysed cause the metdes
of the Met Office CCMVal-2 model (UMUKCA-METO) to get worseqalready noted above), this adds confidence that the
CSEM--CCMI model shows improvement over the CCMVal-2 model in term$ie$é metrics (assuming the differences when
recalculating the grades of UMUKCA-METO can be considesgaesentative of the CCMVal-2 multi-model mean).

3.2 Dynamics

Figure 2 shows climatologies of the annual mean zonal meapearature and zonal wind in the REF-C1 simulation, and biase
in this simulation relative to ERA-Interim. A cold bias ingtiroposphere, and a warm bias at the tropical tropopausehwh

have existed in all the Met Office HadGEM models (Hardimarl.e2815), exist also in the REF-C1 simulation, but these
biases are smalk{ 1 K cold bias in the tropical troposphere, and-&2k-1-2K warm bias at the tropical tropopause; Figure
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2(b)). Also, as demonstrated in the metrics tmp_nh and ttnm &igure 1, the biases in extratropical temperaturetaiPa

50 hPaare small & 0.5 K in the northern hemisphere, andl K in the southern hemisphere). Temperature biases of up to
8K-8 K do exist in the upper stratosphere, but these are less iamdhian biases at the tropical tropopause (which influence
stratospheric water vapour) and the extratropical lowatssphere (which affe&elarStratespheri€loudpolarstratospheric
cloudformation), and so will not significantly affect model partance. Figure 2(d) shows that the strong eastward jet bias
seen at aroundikPal hPain the southern hemisphere (related to the poorly graded smin Figure 1) is accompanied by a
westward bias just equatorward of the jet. This dipole $tmécto the bias is indicative of the jet being too strong bieeat

is located too far poleward (possibly an issue with the wayliich non-orographic gravity waves are attenuated in theeup
stratosphere; Scaife et al., 2002). These biases in tetnpend zonal wind are, as expected, largely removed inublged
simulations (Figure 1).

Figure 3 considers the seasonal cycle in temperatiseriab0 hPa(relevant to polar stratospheric cloud formation during
winter and spring) and zonal wind #8hPal0 hPa(a measure of polar vortex variability). Figure 3(a) shotat there are
biases in thes0hPa50 hPatemperature in both the northern and southern hemisphghel&iitudes. The seasonal cycle in
temperature is too weak in both hemispheres, but this sigmabre pronounced in the southern hemisphere, with updté a
4 K warm bias seen in August. In both hemispheres, a warm bia6§1—-2K is seen in polar spring. In the nudged version of
the model, temperature biases are largely removed, wilebiab0hPa50 hParanging from -0.8& to +0.10K (not shown).

Figure 3(b) shows that the winter polar vortex {@P4.0 hPg in both hemispheres is biased weak relative to the ERA-
Interim reanalysis, consistent with the warm biases in tilarpsortex shown in Figure 3(a). The weak bias is most sigguifi
in the southern hemisphere winter, with a negative bias ofoupm-6 m s in magnitude seen there. Again, this bias is
removed in the nudged model, with biases in zonal mean widdaPal0 hPashowing magnitudes between -0.92 m's
and +0.66 m s!. For both50hPatemperatur@nd10hPa50 hPatemperaturend 10 hPazonal winds, the biases in the REF-
C2 simulation resemble those found in REF-C1, and hence @rshown. However, the magnitude of warm biases in the

extratropical northern hemisphere is greater in REF-C8jsxaissed further below (see Figure 6).

3.2.1 ExtratrepiesHigh latitudes

A detailed look at the strength and variability of the zon&lam wind at:0hPal0 hPain both hemispheres (Figure 4) demon-
strates that this is well simulated in the northertratrepiedigh latitudesin all seasons, with the free-running models showing
a small negative bias and slightly too mupkerannualariability in October and November. However, the vorteesgth and
variability in southern hemisphere winter and early spiing too weak in the free-running models. Despite this, tine tf

the vortex breakup, determined as the time when the zonal témsitions from eastward to westward, is shown to be very
accurately simulated in both hemispheres. Since the pol&xacts as a barrier to transport, this vortex breakgvaltrans-
port of ozone into and out of the polar region, impactingrsgiimeezeneconcentrationd COin the high latitudes. Accurate
simulation of the vortex breakup time is also important sitite dynamical impact of the southern hemisphere extiaabp
stratosphere on the troposphere is shown to be greatesgydhe time of the vortex breakup (Kidston et al., 2015).
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Figure 5 shows this polar vortex breakup time at all altisufler both hemispheres. This is accurately simulated in all
simulations. The largest bias is seen in the northern hdrarsplower stratosphere for REF-C2 where the vortex breakup
around 10 days late, although even this is well within the ¥#fidence interval for vortex breakup times calculatedgisi
ERA-Interim (Hardiman et al., 2011). As mentioned above daeot include this metric in Figure 1 since we take a differen
approach to that in Butchart et al. (2010), using insteadanaach used in previous multi-model studies (Eyring e28l06).
Hardiman et al. (2011) demonstrated that the time of thel¥uaaming” of the polar vortex can be adequately calculatadg
monthly mean data in both hemispheres, and can be accucatelylated using monthly mean data in the southern hemisphe
where the vertical profile of the final warming time is far siempthan in the northern hemisphere. In multi-model studies
(the primary use of metrics) this has the advantages of neguower volumes of model data, and it also removes theenois
associated with daily data (something which is done in apégsically intuitive way, by using a low-pass filter, for theetric
used in Butchart et al., 2010).

Of course, another important factor in determining the $atea heterogeneous ozone depletion, is the area of the Pola
Stratospheric Clouds (PSCs). In this study, the size of tba & which temperature &bhPafalis-beloew195K-50 hPafalls
below195K is used as a proxy for the PSC ajfed-detailsot-hewPSCsaresimulatedn-Had GEM3-ESsgivenin-section2o
Mergensterretal-2009);, Figure 6(a) shows that the average October daily PSC arba southern hemispheestratropies
high latitudesis too low in the free-running model, consistent with the nvdsiases in the southern hemisphexeératropical
temperatureat50hPahigh latitudetemperaturest 50 hPashown in Figure 3(a). The average daily October PSC areascro
all years (1980-2010), in units of 4&m?, is 6:9-1.0in REF-C1, 1.6 in REF-C2, and 4.0 in both nudged simulatidire
nudged simulations, as expected, show excellent agreemig#gnERA-Interim in this diagnostic. Thus PSC area in theefre
running models is around 1/3 of the value as calculated fr&A-nterim temperatures, and this is likely to have implicas
for heterogeneous ozone depletion. Figure 6(b) showsdimailarly in the northern high latitudes, the accumulat&CRarea
throughout northern hemisphere winter in the free-runmiaglels is, on average, around 1/2 the value it should be i@ogp
to ERA-Interim). There is substantial variability in thecaculated PSC area found @#therearlier REF-C1 and REF-C2
ensemblememberssimulations(not shown or documented here) such that the large diffesent accumulated PSC area
between the REF-C1 and REF-C2 simulations shown here |rermtihe expected variability. On average the CCMVal models
were found to underestimate PSC area as compared to ERA46h@tet al., 2011), and so this problem is not unique to
HadGEMB3-ES. Again, the nudged simulations show an accustlSC area that is in good agreement with ERA-Interim.
Figure 6 (c) and (d) show minimum daily temperaturesgitPs50 hPain the southern and northern high latitudes respectively,
and show more clearly than the warm biases in the free-rgngimulations are somewhat larger in the southern hemispher
winter than in the northern hemisphere winter, with warnseggof up tetk-4 K seen in the southern hemisphere (consistent
with Figure 3(a)). The variability in these minimum dailymperatures is shown to be too large in October and November
in the southern hemisphere of the free-running simulafibosto be in good agreement with the reanalysis in the northe

hemisphere in all simulations.
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3.2.2 Tropics

Traditionally the Met Office climate model has suffered frarwarm bias in the tropical tropopause region (Hardiman.get al
2015) leading to very high stratospheric water vapour cotmagons. In HadGEM3-ES, however, this bias is relativatyall
(around 1-2K; see Figure 7(a)), leading to concentratiémgater vapour (Figure 7(b)) that are only around 0.6ppmvitigh

in the stratosphere relative to MERRA (Rienecker et al.,130IThe remainingt—2-1-2K bias in temperature is caused, in
part, by simulated ozone concentrations that are too higghKggure 17 below and also O’Connor et al., 2009; Hardimah et
2015). The difference i&#00kPal00 hPatropical temperature between REF-C1 and REF-C2 in JanNay-{Figure 7(a)) is
localised to heights of arourib0hPa—50hHH0hPa—-5tPa Since this difference does not extend throughout the spipere

it is thought unlikely to be due to differences in sea surf@reperatures per se (Hardiman et al., 2007). The samedtiffer
as that seen if00hPal00 hPatemperature is also seen#@hPa70 hPawater vapour concentrations (Figure 7(b)), though is
delayed by 2 months consistent with the time taken for aicglarto rise from:00hPae70hPal00hPato 70 hPain the tropics.

In all months,tropical tropopausdemperatureand water vapour concentrationsn REF-C1 are closerto the observations
thanthosein REF-C2(Figure 7). This may be expectedsinceREF-C1lis an atmospherenly simulation,andthusforcin

from seasurfacetemperaturesvill beinline with observationsywhereasREF-C2is a coupledatmosphere-oceasimulation.
Temperatures in the nudged model are inline with obsemsat{&igure 7(a)) leading to lower water vapour concentnatio

(Figure 7(b)). However, note that just nudging the tempeest and horizontal winds is not enough to remove any biagtamw
vapour concentrations (see also Hardiman et al., 204i8j-, Theseare too low relative to the MERRA reanalysig around
0.5ppmv(Figure 7(b)),andalthoughFigure 7 of Hardiman et al, (2015) suggestsatimprovementdo the ice microphysics
schemein more recentversionsof HadGEM may accountfor a significantfraction of this bias. They also have an offset
seasonal cycle, indicative of tropical upwelling that is teeak in the model (see Figures 9 and 10 below).

Accurate water vapour concentrations are very importantforectly simulating chemical species in the stratospher
including ozone. Water vapour, although not constrainddemudged model, is strongly influenced by the cold-poimigter-
ature at the tropical tropopause. The annual cycle in coldtpemperature causes an equivalent annual cycle in wapeur
concentrations entering the stratosphere in the tropics tlee upward transport of water vapour in the tropics gives to
the so-called “tape-recorder” signal, shown in Figure 8eDwan8k-8 K warm bias in tropical tropopause temperature in
the UMUKCA-METO CCMVal-2 simulation (Morgenstern et al.Q20), stratospheric water vapour had to be prescribed in
that model and the tape-recorder signal was therefore matlaied (Morgenstern et al., 2009). A significant improvahie
the tropical tropopause temperature bias in HadGEM3-ESatt the tape-recorder is simulated in this model. The-tap
recorder in the nudged (Figure 8(b)) and free-running no@eigure 8(c—d)) is compared against the StratospherieMat
and Ozone Satellite Homogenized data set (SWOOSH — httpwi/esrl.noaa.gov/csd/groups/csd8/swoosh/; Figure.8lag
tape-recorder signal appears more coherent far highetlietstratosphere in the nudged simulation. However, Fig(eg
shows that this is not due to the amplitude of the annual dyatenonic (the seasonal cycle in the tape-recorder sigeaigb

IMERRA is used in Figure 7(b) as it is shown in Hardiman et al 1800 more accuratelgimutatereproducewvater vapour concentrations than ERA-
Interim, ascomparedagainsthe SWOOSHdataset
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greater in the nudged simulation than in the free-runnimguiations. A reduced amplitude in some of the sub-annuahbar

ics in the nudged simulation (not shown) may explain thegased coherence. Whilst water vapour concentrations grelgli
low in the mid-stratosphere of the nudged simulation (Bppmv at36hP&0 hPg, they are closer to observations in the
lower stratosphere than in the free-running model. Watpouaconcentrations are slightly high in the free-runniraged (by
0-440.42ppmv in REF-C1 and.57ppmv in REF-C2 aBokP&80 hPg. However, sensitivity experiments in a different version
of the HadGEM3 model have shown changes in water vagoOr75ppmv to have no significant impact on the simulated
stratospheric chemistry (not shown).

Whilst temperatures and horizontal winds are forced clofiee&RA-Interim reanalysis in the nudged model, verticaldsi
are notoriously difficult to simulate accurately and aredifiere not nudged. Figure 9 demonstrates that, as showrguré-i
1, nudging temperature and horizontal wind fields dagsmply that the simulated vertical wind field will also be oot
the reanalysis (and, further, there is reasonable agradmtre average magnitude of the vertical wind field acrofferdint
reanalyses Butchart et al., 2011; Abalos et al., 2015). Atestocations, the biases in residual vertical velocity im tludged
simulations (Figure 9(b)) are of the same magnitude as thelate values (Figure 9(a)).

Although the HadGEM3-ES simulations do capture the dopleleked nature of theéohPar0 hParesidual vertical velocity
in the tropics (Figure 10(a)), like other models the pealestao hemispherically symmetric (Butchart et al., 2010) arel
biased low in both hemispheres. As a consequence, the upgvaibss flux from troposphere to stratosphere (Figure 10(b)
is too weak, particularly in the nudged simulations. Figut®(a) and 10(b) show values of vertical velocity and upng)|
respectively, to be around 20% lower in REF-C1SD-24hr thahe free-running simulations. This weak bias is much great
in the northern hemisphere winter (Figure 10(c)) than ingbethern hemisphere winter (Figure 10(d)). Thus, Figurar®
10 show that the stratospheric circulation is very difficalsimulate accurately, even in nudged simulations.

An alternative diagnostic of the strength of stratosphieansport is the so-called “age of air” (Figure 11). The mage of
stratospheric air (Waugh, 2009b) denotes the time sin¢@énael of air was last in contact with the troposphere, &nd gives
an indication of the rate of transport to different regiorithim the stratosphere. Figure 11(a) shows that age of airi®ld
in the lower stratosphere in the tropics (by up to 0.5 yeanspaoed to age inferred fro@92CO, observations) — consistent
with too little upwelling shown in Figure 10(b). However,egf air is too young throughout much of the stratosphereufieig
11(b)), which cannot be explained by biases in upwellingiftbe troposphere to the stratosphere alone (Birner andigden
2011). Nonetheless, the age simulated by HadGEM3-ES mmiea significant improvement on that seen in the Met Office
UMUKCA-METO CCMVal-2 simulation (Morgenstern et al., 201 which stratospheric air was 1-2 years too old. More-
over, the age simulated by HadGEM3-ES is in much better aggaewith observations (Figure 11). Furthermore, Linz et al
(2016) argue that it is the latitudinal gradient in age of aird not age itself, that best diagnoses the strength of gralm
ional mass circulation and that this gradient, at any heighihdependent of the circulation above. This latitudigi@dient is
much improved in the HadGEM3-ES model as compared to UMUKMRFO. For example, a2tkm21 km the latitudinal
gradient (85° — 45°N) - (10°S—10°N)) in HadGEM3-ES is 1.7 years, in line with the observatiomiereas it is 3.2 years in
UMUKCA-METO.
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3.3 Ozone

Figure 12 shows time series eblumnozeneT CO as simulated in the free-running and nudged models, cordparte Total
Ozone Mapping Spectrometer (TOMS) satellite data (McBeteal., 1998). Near-global (68-60N) annual mean ozone
(Figure 12(a)) is biased high relative to observations muad 10 Dobson Units (DU). Near-global ozone loss is slightl
stronger in the nudged model than in the free-running mauelh that near-globalizenecencentrationd CO in the nudged
modelagreeagreesvell with the TOMS data after around 1990.

Figure 13(a) shows the global net annual mean stratosjfugresphere-exchange (STE) of ozone (tlge net mass flux of
ozone across the tropopause — see caption of Figure 13 fits)eConsistent with Figure 10(b), which showed the trapi
mass upwelling from the troposphere to the stratosphere todsed weak, the STE ozone flux in the model simulations is
found to be too low as compared to ERA-Interim. Currently ltlest estimate of STE ozone flux inferred from observations
is 550+ 140 TgO3/yr (Olsen et al., 2001), thus even the ERA-Intergtineate of STE ozone flux is around 250 TgO3/yr
too low. Figure 13 (b) and (c) show that, consistent with FégliO (c) and (d), the bias in STE ozone flux (as compared to
ERA-Interim) is more prominent in the northern hemispheieter than in the southern hemisphere winter. The simjlarit
between Figures 10 and 13 demonstrates the influence ofrdtesgtheric meridional circulation on the STE ozone flux. A
bias in STE ozone flux will have implications for extratragitropospheric climate (see section 7.3 of Butchart, 20d4face
ozone concentrations (e.g. Zhang et al., 2014), and thebiliapospheric ozone budget (Wild, 2007; Young et al., 2013

3.3.1 ExtratrepiesHigh latitudes

Theameuntof-ozonedepletionintheextratropieschangan TCOin thehigh latitudes duringthe period1980—2010is similar
in all simulations (Figure 12(c,d)), and agrees well wite TFTOMS observations. Howevemplumnozoneconcentrationshat

aretoehighareTCOthatis too highis indicative of an ozone hole that is too small in area. Furtherhave seeB0hPs50 hPa
temperatures biased high in the free-running model (Fi§@ag), PSC areas biased too low (Figure 6), and negativedbias
in the southern hemisphere polar vortex strength (Figuiog) AFigure 14 showselumnrezenreTCO over the south pole in
October, averaged over the years 1997-2002, as compariedtaba 220 Dobson Unit (DU) contour from the TOMS satellite

data averaged over the same 6 years. Southern hemisphiesgopicalcelumnozenehigh latitude TCO is biased high, by
around 40DU, in all versions of the model (Figure 12(&ding. Figure3-11(c)from Chapter3 of WMO (2011) showshis

biasto bewithin the 95%predictioninterval of the CCMVal-2 modelsimulations Neverthelesshis biasleadsto a simulated
ozone hole (area withelumnozeneT CO values below 220DU) that is too small. Hence an accuratelaiion of PSC areas
(Figure 6(a)) is insufficient to eliminate errors in the dedent of the ozone holie HadGEM3-ESat least when the nudging
is to ERA-Interim temperatures. On the other hand the nupddes remove errors in the orientation of the ozone hole which
is slightly displaced from the pole (Figure 14). The phas¢hef“croissant” shape in maximum ozone around$G also
more accurately simulated in the nudged model, with a minimralue around 50/, in line with TOMS. In the free-running
simulations, the location of the minimum varies from aro@®60°W to around 110W. Whilst REF-C1simulatesa more

accuratphasehanREF-C2.errorsaremostpronouncedrom 60°E to 30°W, whereTCO s too high at 60°S.
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Northernextratropicalzonatmeancolumnozoneconcentrationsrehigh latitude zonalmeanTCO is very well simulated
(Figure 12(c)). In terms of azonal ozone structure, conehssfor the northern hemisphere (Figure 15) are the sameras f

the southern hemisphere. The amplitudes of the two ozonénmasimulated around 128 and 140W are similar in the
free-running model (especially in REF-C2). In the nudgeduation, however, the amplitude of the 258 maximum is far
greater than that of the 12B maximum, in closer agreement with TOMS. Biases in the zasginmetry of ozone (i.gthe
“croissant” shape in the southern hemisphere, and larggmmoan around 150 in the northern hemisphere) arise due to
corresponding biases in the amplitude and phase of thetplgrstationary waves in the stratosphere which, agairelare-
nated by the nudging. The fact that free-running models irega are unable to reproduce the correct phase (and adglitu
for the stationary waves (see Figures 8 and 9 of Butchart,e2@11) makes it rather difficult to determine what phase to
include when prescribing zonally asymmetric ozone forsimgmodels without interactive chemistrjeIn the absencef
improvemento the simulatedphaseof stationanwaves theresults here show thétis-prescribingzonally asymmetricozone
will almost always lead to differerizonecencentrationsrom-theseTCO from that obtained by the same model using self
determined ozone.

A further way in which dynamics influence ozone concentretits through the enhanced poleward transport that follows
Stratospheric Sudden Warmings (SSWSs; Akiyoshi et al., 20Rigure 16 shows the average positive ozone anomaly fol-
lowing a SSW, which increases ozone concentrations by dr@6f6 compared to their climatological values. In the middle
stratosphere where ozone is dynamically controlled thenatfies in the nudged simulation agree well with ERA-Intebint at
higher levels where chemistry starts to dominate the aniesate too large (c.f. Figure 16 (b,e) and Figure 16 (a\)out

Equally, without nudging, the mod@rr&%ge&ndwesﬂm&emesweng#mmmmmbanc temperature
increasgassociated with the SSWs (c.f. Figures 16 (i) and 16t

consequentlyealisticozoneanomaliesn the month followmgS%WsisweakeﬁhanebsewedM(c.f. Figure 16 (c,f)
and Figure 16 (a,dPut, interestinglythe structureof thesetemperatur@andozoneanomaliesn the upperstratospherés less

accuratghanin the nudgedsimulation As well as SSWs influencing ozone, it is also the case thatilycmsymmetric ozone
can increase the frequency of simulated SSWs (Albers ettl3)2thus creating the possibility for a feedback in modeth

interactive chemistry.
3.3.2 Tropics

The simulated interannual variability in tropicsdlumrezeneTCO (Figure 12(b)), in both free-running and nudged simula-
tions, agrees well with the observations. Howegetpmnrozeneconcentrationsreall simulationsshowa ~ 6 DU reduction

in TCO overtheperiod1980-1995whichis muchlargerthanthe observedeductionof ~ 2 DU (consistentvith Figure3-6(a
from Chapter3 of WMO, 2011).Furthermore TCO is again biased high, with average biases of 12.6DU in theriiaaing

model and 7.0DU in the nudged model (Figure 12(b)). The Erbeses, relative to TOMS, occur in December-January-

February (Figure 17(a)As notedin Figure7, thebiasin REF-C1lis smallerthanthatin REF-C2.Whilst tropical temperature

and water vapour concentrations can influeseeneconcentratiodBCO, they are clearly not the only influences on simulated
tropical ozone. Cold-point temperature is constrainecemalyses in the nudged model and water vapour concengatio
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the nudged model are too low relative to MERRA (Figure 7) gmneconecentratiodECO, although improvedareis still too
high even in the nudged model (Figure 17(a)). Figure 17(bystthat this high bias primarily occurs in the tropical wppuse
region (as shown also for the Met Office CCMVal-2 model by Fégti of Gettelman et al., 2010)hereconvectionlightning

andandthus the bias exists throughout the troposphere.

4 Conclusions

This study analyses the historical period (1980-2010) ed-funning and nudged simulations using HadGEMS3-ES, the Me
Office chemistry-climate model as configured for inclusiortie Chemistry-Climate Model Initiative. In the nudged rabd
configuration, the relaxation time scale of the applied muglgvas found to be important (Merryfield et al., 2013) althlut
was not the case that a single time scale could be found inhvalienetrics were improved. In the present study, 24 hour and
48 hour nudging time scales were both found to give good tesukrall, for the stratospheric fields considered.

Metrics of dynamical processes relevant for the simulatibstratospheric ozone were calculated for all model condigu
tions. These were compared against the metrics as re-asddubver the period 1980-2010 for the previous model configu
ration, UMUKCA-METO, used in CCMVal-2 (Morgenstern et &010). The free-running model configuration is shown to
have significantly improved since the UMUKCA-METO configtioa, performing better id210 of the 14 metrics considered
here. The grades associated with some metrics were foureddertsitive to the reanalysis period used, implying thapéred
used should be of a sufficient length to reduce the impacttefannual variability. As such, a direct backward comjaris
of the metric grades in this paper to those of the CCMVal-2 ehatnulations (Butchart et al., 2010) is not possible. How-
ever, assuming that the change in the grades awarded to théK@A-METO simulation (as re-calculated using the period
1980-2010) is representative of that for other chemidingate models, it is likely that the HadGEM3-ES free-rurmimodel
performs better than the CCMVal-2 multi-model mean in 1thef 14 metrics.

Particularlysignfieantsignificantimprovements to the free-running model are that HadGEM&&$®nger suffers from
the large positive bias in stratospheric age of air or largemvbias in tropical tropopause temperature that were ptrése
UMUKCA-METO {Mergenstern-et-al-201Nlorgenstern et al., 2009More realistic stratospheric water vapour concentra-
tions make HadGEM3-ES more suitable for accurately sirmgdadtratospheric ozone concentrations (Hardiman et@L5p
Issues do remain with the free-running model climatologyvéver. The seasonal cycle éxtra-tropicalextratropicalwinds
and temperatures is found to be slightly weak in the moddk Bhmost noticeable in the southern hemisphere polarxorte
which is too weak (by up t&m-6 m s—!) and therefore too warm (by up to 4K). There are also ongoinderate biases in
temperature, water vapour, ozone and upwelling mass fltheitropics.

Metrics are split into those assessing mean climate ane thesessing variability. The mean climate was found to bk wel
simulated in both free-running and nudged versions of HAGES with the notable exception of stratospheric transaer
diagnosed by the upwelling mass flux in the tropics. Vertiedbcities are very noisy in reanalysis data (Butchart 42 @hd,
therefore, cannot be nudged towards. As such, the diabatipenent of stratospheric transport is difficult to corietraven
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in nudged simulations. However, the variability in the nedgimulations was found to be significantly closer to theatssis
than the variability in the free-running simulations. Thelged simulations showed grades above 0.9 for all varighilétrics,
except that diagnosing the accuracy of the quasi-biensillation. In this case, the measure of variability usediie quasi-
biennial oscillation was found to make the metric too séresiin general, demonstrating the use of nudged simulafions
ensuring the robustness and reliability of metrics invadvguantities that are directly nudged.

Comparison of the free-running model climatology to thathef nudged version shows that accurately simulated dyrsamic
specifically temperature and horizontal wind fields, do @aple in the spatial structure of the ozone hole. This stnecis
correct in both hemispheres in the nudged model. Howeverhidih ozone biases that exist in the tropics and southem hig
latitudes of the free-running model persist also in the eadgodel, and these are therefore not solely attributateases in

the dynamical fields. Thus, despite the fact that the areaudhsrn hemispher@olarStratespheri€loudspolar stratospheric
cloudsis correctly simulated in the nudged model, the ozone hag definedasthe areaover which TCO dropsto below

220DV, is too small in both free-running and nudged models (an isgueh is not unique to HadGEM3-ES, as shown by
Figure 1 of Austin etal., 2010).

TFropicalozoneconcentrationsre Tropical total columnozone(TCO) is improved in the nudged simulations ovéiese

thatseen in the free-running model, biliey-areis still biased high relative to observations, with these ésasccurring in

the tropical tropopause region. It is worth noting that better vapour anézenecencentrationd CO are not perfect in the
nudged simulation, and S|gn|f|cant biases in the smulamdsport and chem|stIMndpetemraHyeﬁepsm~&gLeeﬂveeHen

still exist in this model.

The fact that tropical upwelling and the stratospheric dierial circulation are found difficult to constrain and, éedl, are
found to be worse in the nudged simulations than in the fueging simulations, means that ozone fluxes, in particaten the
stratosphere to the troposphere, are not well constraiméeinudged model either, with obvious implications forgtmeulated
extratropical tropospheric ozone budget. Again this igsuet unique to HadGEM3-ES — even the ERA-Interim reanalysi
shows ozone fluxes from the stratosphere to the troposphtir@my around half the value inferred from observations.

In summary, biases in transport and ozone remain in the musigaulations, demonstrating that these biases are ndysole
due to the model dynamics. Nevertheless, HadGEM3-ES igiftahave good climatology and variability in basic meteoro-
logical fields, and a realistic simulation of stratosphezZone loss. HadGEM3-ES represents a significant improveaven
its predecessor, UMUKCA-MET@andeom [ i
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Code and data availability

Due to intellectual property right restrictions, we canpaivide either the source code or documentation paperfiéoiM.

The Met Office Unified Model is available for use under licendenumber of research organisations and national meteoro-
logical services use the UM in collaboration with the Met €Hfito undertake basic atmospheric process research, groduc
forecasts, develop the UM code and build and evaluate Ewgstiers models. For further information on how to apply for a
licence see http://www.metoffice.gov.uk/research/matgkystems/unified-model. JULES is available undemazefree of
charge. For further information on how to gain permissioruse JULES for research purposes see https://jules.jctghr.o
software-and-documentation.

The model code for NEMO v3.4 is available from the NEMO webgitww.nemo-ocean.eu). On registering, individuals
can access the code using the open source subversion soffutgr://subversion.apache.org/). The revision numlb¢he
base NEMO code used for this paper is 3309. The model codd @ & freely available from the United States Los Alamos
National Laboratory (http://oceansl1.lanl.gov/tra€EIlwiki/SourceCode), again using subversion. The remigsiomber for
the version used for this paper is 430.

The data will be submitted to the British Atmospheric Datatée (BADC) database for the CCMI project.
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Figure 6. (a) Average daily October Nitric Acid Trihydrate (NAT) PSC area50 hPa,in the southern hemisphere, defined as the area
poleward of 60S with daily mean temperatures below 195K. (b) Accumulated daily PSC ar&@ hPa,in the northern hemisphere,
defined as the area poleward of8Dwith daily mean temperature below 195K. (c) Minim&ahPa50 hPadaily mean temperature in the
region 60S-90'S. (d) Minimum50hPa50 hPadaily mean temperature in the region®68-90°N. Thick and thin lines, and shading, in
panels (c) and (d) are as in Figure 4. All panels are averaged oses $889-2009Note that temperature is used as a proxy for PSC area

here, and thus these are estimates of the PSC area seen by the interactive chemistry.
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Figure 7. Tropical (20S-20N) seasonal cycle in (a) temperature (T) and (b) water vapour ¥gjaged over the years 1980-1999, as
compared to ERA-Interim reanalysis (for T), and ERA-I and MERRa&nayses (for q). Tick marks indicate the middle of each month.
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Figure 11. Stratospheric age of air (1990-2010) in the (a) Tropics (observdtiomsAndrews et al., 2001) and (b) Northern Hemisphere
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(historical period only). The exact period chosen makes very littlerdiffee to the diagnosed age of air (not shown).
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Figure 13. Stratosphere-Troposphere-Exchange of ozone for (a) anresh,nfb) December-January-February, and (c) June-Julysiug
This flux of ozone across the tropopause is calculated using monthly mesidnal vertical velocity and ozone mass mixing ratio, following
Hegglin and Shepherd (2009). The tropopause is here defined 46@h&al00 hPasurface equatorward of 8Gnd the200hPa200 hPa

surface poleward of 50
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Figure 14. ClimatologicaleetumnozeneT CO during October in the southern hemisphere for (a) REF-C1, (b) REReEREF-C1SD-24hr
(smoothed), and (d) TOMS. (e) Ozone hole, defined as the 220DtdwoiVhite contour in (a), (b) and (c) shows TOMS 220DU contour.
Ozenecencentrationd CO in REF-C1SDareis still biased high, but the ozone hole has the correct shape. Years2®®7 are used in all

cases.
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Figure 16. Anomalies, averaged over the 30 days following a stratospheric sweatening, in (a, b, ¢) Ozone volume mixing ratio (ppmv),
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dence, as calculated using a T-test.
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Table 1.Model simulations

Name Time period | Coupled Ocean?| Nudging time scale| Smoothing?
REF-C1 1960-2010 No N/A N/A
REF-C2 1960-2100 Yes N/A N/A
REF-C1SD-24hr 1980-2010 No 24 hours No
REF-C1SD-48hr 1980-2010 No 48 hours No
REF-C1SD-24hr, smoothed | 1980-2010 No 24 hours Yes
REF-C1SD-48hr, smoothed | 1980-2010 No 48 hours Yes
CCMVal-2 (UMUKCA-METO) 1960-2005 No N/A N/A
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Table 2. Metrics

Name Description
Mean Climate

tmp_nh 60-90°N December-January-February temperaturé&da®0 hPa

tmp_sh 60-90°'S September-October-November temperaturé9ak&0 hPa

umx_nh Maximum northern hemisphere eastward wind in December-Janedmuéry attohPd0 hPa

umx_sh Maximum southern hemisphere eastward wind in June-July-Augasidrd 0 hPa
up_70 Tropical upwelling mass flux at0hPZ0 hPa

up_10 Tropical upwelling mass flux &t0hPd.0 hPa

PW_nh Slope of the regression of the February

and March50hPa50 hPatemperatures 60-90!
on the100hPal00hPaJanuary and February heat flux
40-8CN

PW_sh Slope of the regression of the August and
SeptembeB0hPa50 hPatemperatures 60-9&
on the100hPa100hPaJuly and August heat flux
40-8C°N

Variability

fev_nh Amplitude of the leading mode of variability
(EOF) of the50hPa50 hPazonal-mean zonal wind for
the northern hemisphere, poleward of 45
EOFs are scaled to have the same standard deviation
as the original data.

fev_sh Amplitude of the leading mode of variability
(EOF) of the56hPa50 hPazonal-mean zonal wind for
the southern hemisphere, poleward of 45
EOFs are scaled to have the same standard deviation
as the original data.
tann Amplitude of the annual cycle @hPa2 hPain the

zonal-mean zonal wind, £8-10°N

sao Amplitude of the semi-annual oscillation&tPal hPain
the zonal-mean zonal wind, 18-10°N

gbo Amplitude of the quasi-biennial oscillation 26hP20 hPa
in the zonal-mean zonal wind, 18-10°N

SSW Frequency per year of major sudden stratospheric
warmings, defined using reversal of the zonal-mean
zonal wind attohPd 0 hPg 60°N
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