Anonymous Referee #2

This study reports the evaluation against measurements of the output from a dynamical downscaling link between the global Community Earth System Model (CESM) and the WRF-CMAQ modelling system over the East Asia region for a number of meteorological and air quality composition variables. The climatological simulations were for RCP4.5 for 2006-10 and the air quality applications were for winter and summer months in 2013 (principal compositional variables of interest: PM2.5 and O3). The authors report satisfactory prediction of major meteorological variables, although see the first of the general comments below. The paper reports on a major piece of work, with what appear to be generally appropriate methods, and is within the scope for consideration of publication in GMD.

Response: We thank Referee #2 for the constructive comments. Please see below our point-by-point replies to other comments.

General comments
(1) The description of the downscaling (P5-6) indicates that aspects of it involves significant bias corrections, so to what extent is it valid to judge model performance by model-observation statistics? For example, it is stated on P8, lines 1-6, that the improved statistical performance of the modelling approach used in this study may be related to the bias-correction applied. If a bias correction is applied then presumably we expect better model-observation statistics, so have we learned anything fundamental about the model performance by these comparison statistics?

Response: While using bias-corrected ICs/BCs does improve WRF-CMAQ’s model performance, it does not make model-observation comparison invalid. While meteorological reanalysis data were used to correct biases in meteorological ICs/BCs based on CESM-NCSU’s results and satellite retrievals of O3 were used to constrain their upper boundary conditions, observational data were used for model performance evaluation. Because GCMs generally suffer from systematic biases to a certain extent, bias correction to the GCM (i.e., CESM) boundary conditions was applied in this study to improve the model performance in simulating regional climate. By comparing to the traditional approach without GCM bias corrections, previous studies (Xu and Yang, 2012; Bruyère et al., 2014; Done et al., 2015) have shown that the improved dynamical downscaling method with GCM bias corrections greatly improves the downscaled climate. The bias-correction technique is also used in the NCAR CESM global bias-corrected CMIP5 output to support WRF/MPAS research (https://rda.ucar.edu/datasets/ds316.1/). Also note that the bias correction is applied to the ICs/BCs, rather than the model results. So, the model-observation comparison will provide insights into the model’s capability in capturing observations.

(2) The model-observation statistics should include RMSE instead of, or in place of, the normalized mean error (NME). The former is the statistic usually used alongside the correlation coefficient and mean bias (or normalised mean bias) in the suite of statistics that captures the spectrum of model performance characteristics.

Response: As suggested, we have added the root mean square error (RMSE) in the statistics tables (Table 3, 4 and S3) in place of the normalized mean error (NME), and added the mean absolute gross
error (MAGE) in Table 3. The model performed well for T2 and RH2, with MBs of -0.6 °C and 0.8%, correlation coefficients of 0.97 and 0.72, MAGEs of 2.4 °C and 9.7%, and RMSEs of 3.2 °C and 12.6%, respectively. WS10 was moderately overpredicted by 22.2%, with an MB of 0.6 m/s, an MAGE of 1.2 m/s and a RMSE of 1.6 m/s. We have added this in the Section 3.1 of the revised manuscript.

(3) In general, the discussion of model output against meteorological and compositional variations is (i) vague, i.e. non-quantitative (using phrasing like agreed well, satisfactory, etc.), and (ii) lacking explanatory insight, i.e. lists of potential reasons for discrepancy are given which could be written down as potential explanations without needing to do these comparisons. The authors should endeavour to provide more quantitative assessments of model performance, including how their mod-obs statistics compare with expectation and with other studies, and also to provide some more informed analysis of what is the driving explanation for mod-obs discrepancies for particular variables or circumstances.

Response: As suggested, we have provided more quantitative assessments of model performance in terms of MB, NMB, or RMSE in the abstract, result and conclusion sections of the revised manuscript. The model biases or errors can be attributed to many factors. Pinpointing the exact causes is not a trivial effort, often involving large amounts of sensitivity simulations and in some cases, model further development and improvement that are not permitted with our very limited resources. Nevertheless, we have provided more insights into the model’s performance statistics and how they are compared with other studies, wherever possible. For example, we have compared the performance of several meteorological variables with the benchmarks suggested by Emery et al. (2001) in the Section 3.1 of the manuscript. Emery et al. (2001) suggested the benchmarks for satisfactory performance for T2 (MB within ±0.5 °C, MAGE of ≤ 2.0 °C) and WS10 (MB within ± 0.5 m/s, MAGE and RMSE of 2.0 m/s). In the climatological application, the MB and MAGE of T2 and the MB of WS10 are close to the benchmark, the MAGE and RMSE of WS10 are within the benchmark, and hence the performance is deemed acceptable.

We have also compared the CMAQ performance of chemical predictions in this study with other studies, as shown in the Section 3.2 of the manuscript. The revised text is as follows:

The CMAQ performance of chemical predictions in this study was comparable to or even better than those of other air quality studies over East Asia (Wang et al., 2009; 2012; Liu et al., 2010; Zheng et al., 2015; Hu et al., 2016; Liu et al., 2016; Zhang et al., 2016a). This study predicted relatively well for most chemical species in most months. Compared with other regional modeling studies, WRF-CMAQv5.0.2 used in this study outperformed MM5/CMAQv4.6, which tend to underpredict the surface concentrations of major species with NMBs generally greater than -40% and overpredict surface O₃ concentrations in most months with NMBs generally higher than 20% over East Asia according to the evaluation results of Zhang et al. (2016a). A relatively good performance of CMAQv5.0.1 was also reported by Hu et al. (2016). Global models such as GEOS-Chem and CESM tend to underpredict PM2.5 concentrations (by about -50% as reported by Jiang et al., 2013) and overpredict O₃ concentrations (by about 50% as reported by He and Zhang, 2014; Wang et al., 2013) in China/East Asia because of relatively coarse grid resolution and limitations in some model treatments (e.g., missing emissions of unspeciated primary PM2.5, and discrepancies in surface layer height and vertical mixing).
Specific comments

P1, L27: The phrasing “The model showed good ability to predict PM2.5 . . . and O3. . .” is non-quantitative and vague.

Response: The above sentence has been revised to include more quantitative assessment as follows:
The model showed good ability to predict PM$_{2.5}$ in winter (with a normalized mean bias (NMB) of 6.4% in 2013) and O$_3$ in summer (with an NMB of 18.2% in 2013) in terms of statistical performance and spatial distributions.
In addition, we have added this in the abstract of the revised manuscript.

P4, L20: Rephrase as “Several modifications in model. . .”

Response: Revised as suggested.

P7, L16: Although the acronym TOR is defined here, there needs to be some further explanation of what it means in practice, particularly in the context of its relevance to model performance evaluation.

Response: TOR represents tropospheric ozone residual or column abundance of O$_3$. We have clarified this in the Section 2.2 of the revised manuscript.

P12, L18: “were much closer to. . .”

Response: Revised as suggested.
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