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article Dear Stephan,

We are indebted very much for your comments and suggestions. Below we present
answers and describe changes made in the revised manuscript.

General comment:

I would however have preferred some more focus on the verification and validation of
the model. There are many statements on the theoretical properties of the schemes,
such as conservation properties, the second order accuracy of the scalar equations,
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etc., but the paper does not provide benchmarks that test these properties individually.
Such tests are important to show a correct implementation, and also that the underlying
assumptions of the theory are valid in the relevant regime. Although many details on
the numerical discretisation are provided, other important model implementation details
are only summarily discussed, for instance the solution strategy for the external mode
which, as indicated, has a significant impact on the overall performance and scalability
of the model. Also a more in-depth parallel scaling analysis would be of interest.

Answer:

Many tests and validations were in fact carried out, but we are indeed not in position to
include them into the manuscript without doubling its size. We therefore only illustrate
the main point that the model is far beyond the dynamical-core phase, it is already a
fully functioning model of global ocean circulation.

We of course checked the conservation of volume and tracers, this is an easy task for
any errors are immediately seen in balances. The convergence order of scalar trans-
port equations and errors associated with particular algorithms is a topic on its own,
and we continue to work on new algorithms. We carried out some elementary tests of
many algorithms using shearing velocity fields, and can share our results on request.
Most of them show second-order scaling, as expected for varying velocity field. In addi-
tion to the issues mentioned in the general comment, there are many others related to
the sensitivity to parameterizations, boundary conditions, topography representation in
realistic configurations; they are the subject of ongoing work. We also work now on ex-
tensive comparisons with FESOM1.4, and on quantifying the differences in the global
circulation created by using different options in FESOM2. It is planned to address all
this in future papers.

We also agree that some places are presented only schematically, which was neces-
sary to keep paper size limited. To solve for external mode we use pARMS, the operator
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matrix is reassembled on each time step, but preconditioner is done only once, to min-
imize the costs. This works well in configurations relevant for global ocean simulations.

The in-depth parallel scaling analysis is also a topic we continue to work on. For FE-
SOM1.4 we generally observe nearly linear scaling down to 300-400 surface vertices
per core. We hope to have similar behavior in FESOM2, but we haven't tested it yet
on really large meshes (5-10 M surface nodes, which corresponds to global 1/10 -1/12
degree quasi-Mercator meshes), although we run such meshes with FESOM1.4. Ad-
ditionally, on finer horizontal meshes one will also use more vertical layers, which may
require some adjustments in the strategy of mesh partitioning. Finally, on finer meshes
the convergence of ice EVP solver (used by us) would require more subcycles per time
step, making the ice model progressively more expensive (with the cost comparable
to that of the ocean) and increasing the number of communications needed per time
step. This may raise additional questions. We keep all them in mind, and will share our
experience in due time. In the manuscript our intension was only to illustrate that the
performance we have now is already sufficiently good.

Specific comments:

1. Figure 1 is unclear. | think it purports to show both the control volume around
a vertex and the vector ‘I directly connecting two cell centres (which doesn’t
coincide with the control volume edges). It would be better to show these in two
separate figures instead.

We edited this figure, splitting it in two panels as suggested, and hope that is
serves its purpose better now.

2. Although it is understood that the details of the spherical coordinate system are
left out, the current paragraph (lines 102-107) is a little hard to parse. Phrases like
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"The metrics is taken cell-wise constant", "vectors | are stored in radian measure”
are just not clear. - this might be obvious, but could you explain why.

We use a local Cartesian reference frame on each triangle, and use cosine of
latitude estimated at the triangle center. This has been meant under the cell-
wise constant metric, and it is sufficient for the low-order discretization we are
using. Scalar gradients are computed on triangles using their local frames, and
so are the vectors d.. (each one is computed on c it is related to). Cell areas are
computed in the local frame, and scalar areas are computed as sum of respective
fragments of cell areas. It can be shown that this ensures consistency between
the gradient and divergence operator (they are negative adjoint of each other in
energy norm), and also ensures that curl of gradient is identically zero. In reality,
the rule here is the same as in most other codes: the metric coefficients have to
be estimated at the locations of transport velocity.

Since vectors [, associated to edges separate two triangles with different cosines,
it is more convenient to store their dzx, dy in their original radian measure (we use
spherical coordinates). In circumstances when their physical lengths are needed,
they are computed by using cosines averaged over two triangles sharing the
edge.

We added brief explanation to the text.

3. "In this case the only safe option is to use no-slip boundary conditions" (first
paragraph section 2.3, unnumbered for some reason)

It is seemingly a problem of the provided document class.

4. the indices indicating column and layer are some times omitted for brevity. How-
ever equations (1-2) would become a lot clearer if the k subscripts were included
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We added indices k to these equations. We were seeking a compromise be-
tween overburdening quantities with indices and the precise sense, but agree
that adding the indices helps in this case.

5. I do not understand the sentence "However, for this expression...” (line 365) in
relation to the previous sentence.

We meant that in spite of the lack of invariance, using this expression is ad-
vantageous, for in this case we can strengthen local connections in the viscous
operator.

The text is modified as: "In spite of this drawback, using the simplified form is
advantageous because the contributions from the neighbor velocities in flux di-
vergence can be strengthened. Indeed, only contraction with normal vector ..."

6. It is claimed (line 415) that Ringler and Randall's ZM discretisation does not en-
sure momentum conservation. Is that correct? As far as I can see, it is perfectly
possible to write down a local discrete momentum balance based on the triangles
surrounding the vertices of the hexagon in which the velocities are stored, with
fluxes between the triangles that are clearly defined.

The ZM discretization on its own has no problems, it is the vector Laplacian de-
fined on the stencil involving (in the language of triangular cell-vertex discretiza-
tion)) triangle ¢ and its three nearest neighbors n;,n3 and ng. The point is that
the estimate of Laplacian on such a stencil is not related to the control volume
¢, but to a smaller control volume. In order to compute the vector Laplacian
Au = VV - -u—V xV x u based on just 4 w values (on triangle ¢ and its three
neighbors n;, ng and n3) one considers first three triangles formed by connecting
the centers of ¢, n1,n9, the centers of ¢, ny, ng and the centers of ¢, n3,ny. On
each of them the divergence and curl can be computed. Then, the vector Lapla-
cian can be estimated at the triangle formed by connecting the centers of these
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three triangles. This control volume differs from the control volume of the original
cell c. This difference does not matter on uniform meshes, where the triangle will
be similar to ¢, but it matters on general meshes. Furthermore, any attempt to
use varying vy, is also incompatible with momentum conservation.

It is of course perfectly possible to write down a local discrete momentum bal-
ance based on the triangles surrounding the vertices (for example, viscous oper-
ator (12) in old version of the manuscript, satisfies momentum balance), but on
general meshes this would not give the Laplacian operator, because four points
are not enough for that. The small-stencil Laplacian represents the Laplacian
operator, but not on the control volume one really needs.

7. Technical comments: Some minor corrections:

We corrected them, many thanks.
With best regards,

The authors
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