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This is a short paper describing work done in the finite element boundary communi-
cation in the HOMME model, for both CG and DG discretizations. The authors have
refactored the communication routines to allow for overlapping of communication and
computation. The paper is well written and clearly explained. The speedups are mod-
est, but still significant and the approach should be adopted by the HOMME model.
Larger speedups should be possible.

The authors also describe their use of a MPI micro-benchmark for evaluating the ef-
fectiveness of non-blocking communication. Results are presented for a particular ma-
chine ("yellowstone"). | assume before undertaking the code refactoring necessary to
overlap computation and communication, one should establish how effective this can
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be on the target machine. What can researchers expect on modern parallel comput-
ers? Are the results on yellowstone typical of an average institutional machine?

page 1, typo, "ocaen" -> "ocean"

page 1, line 20, add: "The SE and DG methods attain this property for arbitrary order,
at the expense of a small timestep”
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