Geosci. Model Dev. Discuss.,
doi:10.5194/gmd-2016-185-AC2, 2016
© Author(s) 2016. CC-BY 3.0 License.

Interactive comment on “Tuning without
over-tuning: parametric uncertainty quantification
for the NEMO ocean model” by Daniel Williamson
et al.

Daniel Williamson et al.
D.Williamson@exeter.ac.uk

Received and published: 24 November 2016

[a4paper,11ptlarticle

C1

Author’s response to Dr Richard Wilkinson

November 24, 2016

We are grateful for Dr Wilkinson’s thorough and thoughtful review of our paper. His
review largely focusses on our presentation of the statistical aspects of the method-
ology and its similarity to Bayesian calibration/parameter estimation, a different statis-
tical methodology that is more popular in the statistical/UQ community, and arguably
favoured by him (this methodology is also mentioned by the first reviewer).

Richard raises many important philosophical points and we are keen to debate the
points he raises and the various merits of history matching vs calibration publicly. How-
ever, we are extremely conscious of the forum in which we engage in this debate and
our target audience for this paper. Our target audience is primarily the scientists re-
sponsible for geoscientific model development and tuning, for example those involved
with preparation of climate models for submission to CMIP(6) and the IPCC and our
arguments and weighing of the literature is tailored for this audience.

It would be inappropriate to spend a considerable number of pages within this paper

giving Bayesian calibration and its comparison to history matching/iterative refocussing

the attention the subject properly deserves, because neither method is mainstream

amongst the tuning community. A separate paper in a statistics oriented journal would

be more appropriate for this discussion. In fact, our argument is that Bayesian meth-
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ods have already been considered and dismissed by that community, as even though
the method has been applied to simpler climate models many times since Rougier
2007 and has seen high profile application on simpler models (Sexton et al, 2011), the
GMD/tuning community have not used it. It is our experience through engaging with
scientists involved with model development and tuning at various modelling centres,
even those which have used Bayesian calibration on climate models for other analy-
ses, that those methods are not appropriate for their models and that that is a view
shared by the modellers.

Instead, we give more time to the idea of optimisation of a cost function (usually the
minimum of some distance from the model to data) versus our method and see little
benefit to our audience to discuss every nuance of Bayesian calibration vs history
matching when model tuning is currently done using neither. We will edit the paper
where we feel the reviewer has a point that deserves clarification in the text. We offer
a lengthy response to Richard here and try to engage in the statistical debate perhaps
more fully than is appropriate within this forum. However, we believe that a discussion
paper in a statistical journal arguing the merits/similarities and differences of the two
approaches would be a fantastic idea and the right forum for this important discussion.

Firstly, | agree with the other referee’s comments that the additional terminology intro-
duced by the paper, for concepts which already have established names, is unneces-
sary and potentially will further muddy the waters. The computer experiment literature
already insists on using specialist language which confuses some other statisticians
(emulators, calibration, etc), and | feel that “iterative refocussing” will only add to the
problem, just at the stage where more people are becoming aware of history matching.

We do not believe we are at the stage where the model tuning community are becoming
aware of history matching. In presenting to and working with this community, one of
the biggest issues they have with the method is its name. It's not a descriptive name
and its origin is in the oil industry.
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Further it is clear that history matching is receiving more attention in the computer
experiment literature and there have been some applications in climate (though not in
tuning geoscientific models at most of the world leading centres). However, much of
the history matching recently has been a one-wave analysis (Williamson et al. 2013,
McNeall et al 2013, are examples), and we wanted to be very clear to demonstrate
that the method is only really powerful through iteration. Its application to GCM tuning
is only appropriate in our view as an iterative procedure over multiple waves as this
mimics the way the model developers and tuners think about the problem and prioritise
the various metrics and processes they are tuning to.

The term ‘iterative refocussing’ is not new. The phrase comes from the first papers
on the method (e.g. Craig et al. 1997), as we stated in our paper. ‘Refocussing’ is a
term that has been useful when interacting with the user community and they have
responded well to it. We do not write this paper to further muddy any waters within the
uQ literature. We write this for the model development and tuning community. We are
principally concerned with reaching and engaging with this community, and we use the
language that we have found gives us the best chance of doing this effectively.

| also dislike the use of “over-tuning”. Overfitting a model occurs when we use a model
which is too complex, so that we describe the noise not the signal. That may be
happening here, but isn’t the point that is being made. For example on p2, line 25-26,
the authors are warning against the dangers of just using a single parameter value,
rather than considering parametric uncertainty, a point | agree with, but which isn’t
related to overfitting or over-tuning (which as far as | can tell means the same thing).

We use ‘over-tuning’ as this is the language that the model development and tuning
community have adopted to address the issue (e.g. Hourdin et al. 2016). Over-tuning
occurs when we insist on matching our chosen metrics far closer than our uncertainties
require and it is a very common problem in climate model tuning as the uncertainties
are rarely known/given. We are not describing the noise by doing this so it is not
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the same as overfitting, though the idea is very similar. We are merely changing the
parameters to get closer to the observations than we have a right to be, with the
most obvious problem being that the time and effort required to do this could all be
for nothing if it turns out the truth is closer to where our model is currently than the
observed value. Worse still, every time we change the parameters, say to move the
model closer to the observations than we have any right to do, we change all other
model outputs that we are unable to compare to observations. Our point on line 25-26
is that by only selecting one value the temptation is to get this value as close as
possible to the observations and that temptation is the risk we mention for over-tuning.
Overfitting would involve us developing a more complex statistical model, yet here the
model never changes and only different values of the parameters are tested.

The paper is also too dismissive of ‘Bayesian calibration’, which is what most Bayesians
would just think of as inference. | like history matching (HM), and agree that is has
some strengths that make it an attractive choice in situations where we want to avoid
specifying a detailed statistical model.

We will address the individual arguments made by the reviewer on evidencing this
point one by one. It is worth saying beforehand that | (the lead author) strongly identify
as a Bayesian and, whilst | agree that ‘most Bayesians’ would think of Bayesian
calibration as just Bayesian inference, in the context of climate model tuning | would
view it as bad inference. That Bayesian inference is, in some sense, a gold standard
when the likelihood is a good description of our uncertainty about the process and with
carefully considered prior distributions is not really disputed by this author. Our view
in this paper is that we are never in this position in climate model tuning (and rarely
ever in large computer experiments, though this point would be better argued in the
aforementioned statistical paper), and that not being in this position leads to serious
and well understood problems with the inference. Hence we strongly argue for history
matching and iterative refocussing in this paper for application to geoscientific model

C5

tuning and find Bayesian calibration as easy to dismiss as the other procedures used
in model tuning that we discuss. However, we also note that we have not been overly
dismissive of the method within the paper. We do mention it and cite papers and then
discuss the benefits of HM/IF. The point of this paper is not to set up two solutions
to tuning, calibration vs history matching and then dismiss the former in favour of the
latter. Neither are used in the community and so only the method we argue for and,
perhaps the most popular methods involving optimising cost functions deserve special
treatment.

the comment on page 3 line 7, that Bayesian calibration ‘can also be described as
forms of optimization and suffer from some of the drawbacks stated above’ makes little
sense to me.

What we mean by this is that calibration (and other methods that use MCMC to opti-
mise cost functions, even though a distribution is computed/sampled from) still gives a
probabilistic distribution for the true optimum. E.g. Bayesian calibration gives p(z*|z, F')
which is a direct probabilistic statement about where the best input is and thus acts as
a tool in the search for this optimum. The very nature of the Bayesian calibration solu-
tion to tuning is to say: “there is a best parameter setting and | want to find it, my prior
for where this best model is is p(z*), | can now do Bayesian inference to update my
beliefs about where the optimum is". Hence the method implicitly relies on the charac-
terisation of the tuning problem as an optimisation problem and wraps the whole thing
inside a Bayesian inference. Though you get a full distribution for this optimal value,
the framing of the problem still assumes its existence.

We accept that we could have been more explicit on this point in the paper and
have added a sentence at this point to give the essence of the above argument
without labouring it too much (since our target audience is not the Bayesian calibration
specialists).
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Bayesian calibration can be made equivalent to history matching if we use a likelihood
function which is an indicator function based on the implausibility metric, and flat priors
(see for example Holden et al 2016 available as arXiv:1511.03475, where the similarity
between ABC and HM is discusseqd).

We have read the paper referenced above to check and have concluded that we don'’t
agree that the steps indicated above (and in the paper) make history matching and
Bayesian calibration equivalent (even if we grant ignoring the ABC approximation that
stating their equivalence here brushes over). We have been more detailed on this
point in our response to the first reviewer. Part of our objection to the equivalence
is that a posterior density, an object that by definition must integrate to 1, can
be 0 everywhere (indicating that there are no matches with the given uncertainty
specification). If, there is some subtlety we have not spotted in the exposition in
the given paper that ensures this is not an issue (perhaps improper posteriors are
allowed and claimed as indicative of this problem, though the paper doesn’t make
this clear unless we have misread it), then it is still our claim that the equivalence is
an illusion. What has taken infinitely many judgements and assumptions (including
that =* exists with probability 1) to model probabilistically is being compared with an
approach that assumes far less and offers a different interpretation. Numerically, in
certain circumstances, the answers may coincide, but this is not enough for equiv-
alence. Even in the case of a non-empty NROY space after N waves of analysis,
all the history matcher is able to say, before running the model further, is that she
is unable to rule out any of the inputs in NROY space as being close enough to
the observations with her given tolerance to error. The Bayesian inference gives a
probability distribution over NROY. Unless the posterior is uniform over the NROY
set (would it be following more than 1 wave and a Bayesian emulator?), we don’t
even have numerical equivalence, and if it is, the interpretation of the answer is still
quite different: Namely, the best model is equally likely to be anywhere in NROY space.
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The problem with Bayesian calibration occurs if we assuming likelihoods that are in-
appropriate. If we instead use conservative likelihoods as in HM, then we would also
avoid the problems described.

History matching does not use likelihoods, it avoids probability and so avoids assum-
ing that the NROY set is non-empty. We are also confused by the idea of assuming
likelihoods and of conservative likelihoods in a Bayesian sense. Surely likelihood is a
subjective description of beliefs? If so, then do we assume a set of beliefs, and how do
we change our beliefs to ensure they are conservative (and what does that mean)?

In truth both approaches are simple and coherent. In the one, | specify my beliefs
probabilistically, | use Bayes theorem, | make posterior inferences. There are a number
of issues that not believing all of my assumptions here can unwittingly cause, we state
some of them in the paper and in this discussion, though this is not the forum for a full
treatment. In general, our preference for other approaches is due to not believing the
assumptions for models of this scale. If we did believe them, we’d have no issues and
have discussed following up history matching with Bayesian calibration on the NROY
set in Williamson et al. 2013, 2015. The history matching approach is effectively a
screening approach that takes every step possible to avoid assuming that a model
satisfying our (second order) uncertainty specification exists until we really believe it
does, and makes no inferences about models that cannot be removed.

| also dislike the description of history matching as a method that inherently is based
upon the use of emulators. To me, history matching is defined by the use of implausi-
bility metrics to find not ruled out yet (NROY) regions of parameter space. How we go
about doing this is a matter of implementation, where we may (indeed most likely will)
find that emulators are of benefit. The advantage of viewing HM as distinct from the
algorithm used to implement it, is that we can then define the ‘true’ HM answer (which
is a NROY set). This then allows us to independently answer the two questions
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1. How does the NROY set compare to answers from using other likelihoods (ie
Bayesian calibration approaches) or implausibility measures?

2. How good is any given implementation/algorithm at finding the true NROY set?

If we define HM to be iterative refocussing with GP emulators, then these two questions
are conflated.

This is an interesting point and we could certainly be convinced that defining a true HM
answer that can be subjected to the kinds of testing required in order to answer 1. and
2. above would be desirable as part of a paper developing, comparing or extending
the methodology. However, our goal here was not to define history matching/iterative
refocussing as a general method, though we know that it is. Our goal was to describe
and demonstrate the use of the method for tuning geoscientific models such as
climate models. This is a paper aimed at the geoscientific model development and
tuning community and the building of emulators is essential in our view in order to
tune such expensive models. It is also the main technical barrier to its implemen-
tation within the field, so we believe that our focus on this part of the method is justified.

If we separate these points, then I'm not sure that line 9 on page 9, that the order in
which metrics are applied matters, makes sense. Unless something is happening |
don’t understand, the final true NROY set should be independent of the order in which
the metrics are applied: if it isn’t, then it says something worrying about HM as an
approach. Note that | can see how the order matters in the implementation, and that
some orderings will make finding the NROY set harder (something analogous to mixing
in MCMC or SMC for example), but that relates to question 2 above (implementation)
not question 1.

We have removed this line as we realised that we left the more detailed discussion of
the point out of the paper. If we did define a true NROY set and left emulators out,
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then this would be true, but the ordering would still matter in implementation as you say.

The para around line 20 on page 3 claims several benefits for history matching, and
the implication is, that these would not be available if one were to use for example,
calibration, which simply isn’t the case. They are benefits from the careful statistical
analysis (particularly the emulation) that is done, and shouldn’t just be claimed for HM
(or iterative refocussing).

We do not imply that the benefits we describe are only available if history matching
were used. We have simply advocated for our method. We have been specific in
outlining some of the drawbacks of other methods that we believe HM/IF does not suffer
earlier in the introduction. By explaining what we believe are positive features of our
approach we are not implicitly bashing other methods. We have criticised some of them
where we have. The rest of our paper is devoted to presenting the positive case for
using HM for climate model tuning and is not aimed at the statisticians/scientists using
calibration (which is not the climate modelling community) who could be converted.

The debate as to whether all of the benefits of our approach are shared with other
statistical approaches, such as calibration should happen in another forum.

Another case where HM is over-sold, is at the bottom of p12. In this case, the choice
of a poor score (line 10) is to blame for the counter-intuitive result described. If the
variance is not constant, then we should score using the log-likelihood say (or some
other proper score), rather than the Mahalanobis distance, which is an improper score.
If we added (or subtracted depending on your setup) log det o to the Mahalanobis
distance, then we would no longer find the optimum value occurs at an x where we are
most uncertain.

This is an important, interesting and complicated point raised by the reviewer. To be
clear though, we have not oversold HM here. We have outlined a flaw with optimisation
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approaches that use distance measures scaled by function uncertainty and to do so
does not oversell HM at all. When evaluating climate models it is common to minimise
RMSE, or to have cost functions that standardise by uncertainty. We think the point we
raise in the paper is both valid, interesting and intuitive for our target audience.

As for the point about implausibility being an improper score, | (the lead author)
have said in other communications with the reviewer that this is a subject worthy
of investigation and possibly a paper. | am not sure implausibility has ever been
considered as a score. It is a distance in the metric space induced by variance as
a measure of uncertainty. The metric space wherein we are able to do Bayes linear
analysis. Considering a scoring rule as a basis for ruling out parameter space is
interesting but raises many unanswered questions. No such scoring rules have been
proposed for UQ and been subject to scrutiny from the statistical community to date,
and until they have been, we feel it would be premature to focus on these rather
than the more common Mahalanobis type distance commonly used in HM and by the
geophysical model development community.

In conclusion, | would like to see a more balanced discussion of HM in the paper.
| think the approach makes a lot of sense for these models and can be argued for
persuasively, without conflating the issues discussed above.

We have re-read our overall presentation of HM and we are not convinced that we have
been overly imbalanced. From the point of view of a Bayesian practitioner that uses the
standard Bayesian calibration ideas of Kennedy and O’Hagan (2001), we can see how
our presentation may seem to be too easily dismissive of that method as we only really
mention it in one paragraph during the introduction. That practitioner then may read
some of our criticisms of tuning as particular to calibration, when really we are making
the case against optimisation based procedures that are far more popular within the
climate literature (and we referenced these throughout the paper). However, we also
feel our criticism of other methodologies is also relatively sparse as we have opted to
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focus on the positive benefits of HM for the geoscientific model development and tuning
community. | (the lead author) would like to write a paper discussing why | believe the
standard form of Bayesian inference is inappropriate for climate models. However, this
is not that paper, nor is the readership of this journal the right audience. This paper is
not intended to make the case for HM over Bayesian calibration specifically, though the
reviewer may have read it as such.

We hope that by clarifying our purpose and our target audience, the reviewer will,
upon a fresh reading of the paper, see that we have merely strongly advocated for
HM/IR in geoscientific model tuning, without overly criticising calibration nor giving a
detailed treatment of any of the other more popular methods within the literature on
climate model tuning. We observe some of the flaws of general optimisation methods
and highlight what we feel the benefits of our method are. That some other methods
may share some benefits, is not our concern, as this paper is not a review of tuning
methods in climate.

Finally, is there an error in equation 2 in the nugget term? Shouldn’t the nugget only
get added for the same model run, i.e.
Cov(zi, xj) 0.8 Ii:j
rather than
Cov(wy, 15) o Iy;=a;
if the nugget is there to represent internal variability ?
Perhaps there is some confusion in notation as, by = = 2/ in equation (2), we mean

the same model run (we don’t assume there are initial condition perturbations in the
ensemble). We have added this to the text to clarify.

» pl, line 21, ‘and’ — > ‘which’? Changed
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* p2, lines 15-19. Something about how this is structured confuses me. Perhaps
consider rephrasing. We have rephrased this.

* p4, line 13 ‘depracated’ — > ‘deprecated’ Changed
» p10, line 5, change ‘it’s’ to ‘its’ Changed

* p10, line 15, an emulator isn’t inherently Bayesian, unless you make it so. We
have re-written that sentence to make this clear.

» p11, line 33, where can the code be downloaded from? From the supplementary
material in the cited paper. We have added a note to the paper to clarify.

« p12, line 9, ‘Mahalanobis’ rather than ‘malhalanobis’ (spelling and capitalisation)
Changed

» p12, line 18, | don't think you want the inverse variance (delete the ‘—1°)?
Changed

» p12, line 28, comma after x* Changed

« p17, line 7, has something gone wrong with this equation? It doesn’t seem quite
right. We think this line is correct, though we think it is sufficiently difficult to
interpret that we have removed it (the text version is far clearer).
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