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1 Reply to the Editor

Dear Editor,

we have prepared a majorily improved version of the manuscript by incorporating all suggestions and critical comments
raised by both reviewers. Please find attached our response to the referees’ comments on our above mentioned manuscript, titled
“Reinitialised versus continuous regional climate simulations using ALARO-0 coupled to the land surface model SURFEX*.
Below mentioned you will find our detailed responses to all the reviewers’ comments and suggestions (put in italics and red).

We have also explained where and how they were incorporated in the revised manuscipt.

2 Reply to Anonymous Referee #1

We would like to thank the Anonymous Referee #1 for the encouraging and constructive comments, which have improved the

manuscript. Below is a list of modifications that we have implemented based on your major and specific comments.
Major comments:

(1) I was disappointed on the level of detail describing all the different models referred to in this manuscript: ALARO-0,
SURFEX, ISBA, TEB and ALADIN and found that if I wanted a reasonable understanding of what the key parameterizations
were or the runtime options used or the hierarchy of these models I would need to consult several other manuscripts. . .an
exhausting exercise when there are so many models referred to here. Furthermore, I found it confusing to follow how the model
is run. In RCMs like WRF;, reanalysis (or GCM) data is used to update the BCs on a 6 hourly interval, which is necessary when

running climate simulations (rather than short-term forecasts) to avoid drift. Therefore from the beginning I was confused by



what the authors mean by “continuous” and “reinitialized” for an RCM when running a 10 year simulation. What variables
are reinitialized, how are they reinitialized (at the boundaries or across the domain) and at what frequency? This information
was not clearly articulated, making it difficult for someone to reproduce the experimental design.

The level of detail for the different models has been increased in the revised manuscript for all models described. The setup
of the experiment has been clarified, using a schematic diagram (Fig. 2 in revised manuscript), showing the different down-
scaling simulations. The meaning of continuous and reinitialised is better defined and supported by the diagram. The wording
“initial conditions” and “lateral boundary conditions” has been used in its correct context, to get a proper understanding of the
differences between the downscaling simulations. The new version (Page 4 Lines 26-28) reads:

"The zonal and meridional wind components, atmospheric temperature, specific humidity, surface pressure and surface com-
ponents were provided every 6 hrs as lateral boundary conditions and interpolated hourly. They were introduced as initial

conditions accross the domain."

(2) Although there are 3 objectives detailed in the introduction, I could see two possible aims of the manuscript: (a) Trying
to show that forecast skill is improved when a new land surface scheme is added (CRDX vs. CON) — which is documented
in Hamdi et al. 2014 (b) Trying to show that forecast skill is improved when reinitializing daily (FS vs. CON) If the aim is
to present the benefits of the daily reinitialization, then perhaps excluding the CRDX results would improve the focus of the
manuscript.

The aim of the manuscript was to present the improved simulation skill of the daily reinitialisation. It is a good suggestion
to focus on this objective. We have therefore removed the first part on the comparison with the EURO-CORDEX simulations

from the revised manuscript. The latter will be used in a separate study.

(3) There are different spin-up periods for FS (3 months) and CON (1 year). No explanation is provided for why the set up
is different between the experiments. In particular, if the same land surface scheme is used, then best practice would be to have
the same spin-up period for the land-surface state variables (soil moisture and soil temperature). If FS and CON have different
spin-up lengths then how can the authors be sure that the differences in simulation skill are due to the “continuous/reinitialized”
configuration and not the spin-up? This would actually make me advocate that the whole experiment needs to be run again with
same configuration (e.g. Bcs, spin-up length, IC) so that differences in skill between “continuous” or “reinitialized” runtime
modes can be fairly evaluated. At the moment I don’t think this is really possible.

This is a good point. Based on a general consensus within the climate community, we have used one-year spin-up for
the continuous simulation. When making FS simulations, we generally run each year in parallel to reduce computing time.
Therefore, we apply the smallest possible spin-up time which still provides an equilibrium state. Past tests with different
initialisation times and periods for a domain covering Belgium and the neighbouring countries showed that starting in March

and keeping a spin-up time of three months is reasonable for the model to come into an equilibrium state (Fig. 1).
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Figure 1. Deep soil moisture January 1990 to January 1991 for CON, DRI and FS for domain covering Belgium and neighbouring countries

at 4 km horizontal resolution.
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Figure 2. Deep soil moisture March 1991 to August 1991 for CON and FS for our study domain at 20 km horizontal resolution.



Fig. 1 represents the deep soil moisture simulated by the three dynamical downscaling approaches DRI, FS, and CON, for
the period of January 1990 to January 1991. The initial conditions for the surface restarted every day within DRI. For CON
and FS, the initial conditions for the surface were initialised once at the beginning of each run. For FS the initialisation of
the surface in March 1990 resulted in a shorter time period to reach equilibrium than the initialisation in January or February
1990. When starting in March 1990, the FS lines were close in June and thereafter. This means that the variability within FS
is smaller than the variability between FS and CON. However, when starting in January, we would have to spin-up the model
for 6 months until July to reach equilibrium. A similar test was done for our study domain. Fig. 2 shows the deep soil moisture
simulated by the two dynamical downscaling approaches CON and FS, for the period of March 1991 to August 1991. FS
SHORTSPINUP shows the deep soil moisture when starting the spin up in March 1991, while FS LONGSPINUP shows the
deep soil moisture when starting the spin up the previous year in March 1990. The variability within FS is smaller than the
variability between FS and CON after 3 months, in June. Both results show that the different spin-up periods for CON and
FS do not impact the simulation skill of the two downscaling simulations, whereas the different configurations do impact the
simulation skill.

The new version (Page 5 Lines 21-22):
"Although CON required one year spin-up time, 3 months were sufficient for the FS deep soil moisture to reach equilibrium

state, when starting in March (not shown)."

(4) I wasn’t convinced at all by the analysis on the land-atmosphere feedback. Perhaps it would be good to consider the
coupling metrics in detailed in Lorenz et al. (2015) that are suitable for the fully coupled simulations. It would be more
convincing to calculate the coupling metrics for each experiment independently and then evaluate the difference between FS
and CON to examine changes in coupling. However, is this analysis relevant here, given that the differences between CON
and FS is the frequency that the lateral BCs are updated, not the land surface state as understood from Page 4/5: “The soil
variables evolved freely after the first initialisation and were never corrected or nudged in the course of the simulation.”

We agree with the comment of the reviewer; consequently we removed the correlation analysis from the revised manuscript.
In the revised manuscript we now concentrate the analysis on the mean state of the atmosphere and the surface, but we do not
investigate the feedback. However, we still evaluate the diurnal cycle of the surface energy fluxes, as they are impacted by a
different response of the surface to the continuous vs. reinitialised atmosphere. This has been done in section 4 in the revised
manuscript, where we validated the spatial distribution of the Bowen Ratio and the diurnal cycle of the surface energy fluxes.

The coupling metrics as in Lorenz et al. (2015) might be interesting for a future separate study.

(5) I am a bit concerned about the limited number of sites used to evaluate the experiments against FLUXNET. This is likely
due to the choice of simulation period (1991-2000) where FLUXNET data coverage is limited. It sounds like the authors were
already aware of this limitation too. Perhaps a more recent simulation period would resolve this issue when more FLUXNET
sites are available for a more rigorous validation. Alternatively, the authors could consider the LandFLUX (Mueller et al.,

2013) or GLEAM (Miralles et al., 2013) datasets to validate the surface fluxes more comprehensively.
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The simulations used for this study, driven by ERA-Interim, were done in parallel to the model simulations driven by the
global climate model ARPEGE CMIP5 (1976-2005). The period of 1991-2000 was chosen to have an overlapping period for
comparison. At the onset of the present study we had not decided to investigate the surface fluxes. This decision came later on,
to look more into detail at the surface processes to explain the differences between the downscaling approaches. In particular,
the FLUXNET database was selected for the model validation as our research group is familiar with this network. Besides, one

of the co-authors is PI of a FLUXNET station (not used in this study).

(6) The surface fluxes in the FS and CON configurations are also only evaluated in a second set of shorter simulations (3
months) rather than the original 10 year simulations. It would make better sense to evaluate the fluxes and land-atmosphere
feedback in the 10 year simulations given that the purpose of the manuscript is to evaluate the simulation skill of long simu-
lations. Unfortunately this provides the reader with the impression that the experimental design was either poorly designed or
that a random bunch of simulations with different set-ups were cobbled together to evaluate the different runtime modes.

We agree with the reviewer’s comment. In the revised manuscript the fluxes were calculated for 10 years of summer, to make
this consistent with the overall setup of the experiment. As the observations from FLUXNET only provide data from 1996 on-
wards, the overlapping period with the model is 5 years. Therefore, the Bowen Ratio was presented in the revised manuscript
for 5 years, as well as the results for the stations. Additionally, the Bowen ratio was presented for 10 years, to indicate that the

5-year period is still robust for the 10-year period, and can be used for the model validation of the fluxes.

(7) Due to the writing style, I found the paper hard to read in many places. The structure also requires refinement, as there
are many instances where information is provided in the wrong section that would be more useful in another.

The structure of the revised text has been improved. The revised text now fits better within each of the sections.

Specific comments:

Abstract

Here I got the impression that the manuscript was about evaluating the updated land surface scheme rather than the different
running modes. Please revise the abstract to appropriately reflect the aim and scope of the manuscript and the key results.
The Abstract has been revised as suggested.
The new version (Page 1 Lines 4-9) reads:
"We evaluated the dependence of the simulation potential on the running mode of the ALARO model coupled to the land sur-
face model SURFEX, driven by the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis
(ERA-Interim) data. Three types of downscaling simulations were carried out for a 10-year period covering 1991 to 2000, over

a Western European domain at 20 km horizontal resolution: ..."



Please define all acronyms.

This has been done in the revised manuscript. All acronyms have been properly and clearly defined.

It is perhaps not necessary to mention the ALADIN modeling system here to avoid overwhelming the reader with acronyms.

We appreciate the reviewer’s suggestion. The acronym has not been mentioned anymore in the revised Abstract.

Sentence starting “This contribution . . .” perhaps better to say “We evaluate the dependence of simulation skill on the
running mode (continuous or reinitialized) of the ALARO-0 model.”

We thank the reviewer for the suggestion; the sentence has been reworded in the revised manuscript.
The new versions (Page 1 Lines 4-5):
"We evaluated the dependence of the simulation potential on the running mode of the ALARO model coupled to the land
surface model SURFEX, and driven by the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-
Analysis (ERA-Interim) data."

Sentence starting with: “The results show that the introduction of SURFEX...” Could be revised to something like: “The
results show that the SURFEX land surface scheme improves the simulation of 2 m temperature but has a negligible impact of
the simulation skill of daily precipitation totals.”

We thank the reviewer for the suggestion; the sentence has been reworded in the revised manuscript.

The new versions (Page 1 Lines 10-12):
" The results showed that the daily reinitialisation of the atmosphere improved the simulation of the 2 m temperature for all
seasons. It revealed a neutral impact on the daily precipitation totals during winter, but the results were improved for the sum-

mer when the surface was kept continuous."

Introduction

The narrative introduces the reader to global climate modeling, numerical weather prediction, regional climate modeling,
downscaling, limited area modeling. However there is insufficient detail on their differences particularly on the frequency that
Bcs are updated, what is meant by ‘continuous’ or how the ‘reinitialization’ is done (at the boundaries or across the domain).
This needs simplifying, and can perhaps be resolved by limiting to just a few terms that are explicitly relevant to the study.

We added more detail to the revised manuscript as suggested. The explanation on the initial and the lateral boundary condi-
tions has been significantly improved. We added a figure/schematic diagram (Figure 2 of the revised manuscript) explaining the
different downscaling approaches and their simulation periods, spin-up times, frequency of initialisation and update of lateral

boundary conditions etc.
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It is never defined explicitly here or in the methods what “frequent reinitializations” and “continuous simulations” means.
I got the impression that climate simulations were run using an RCM where the BCs were updated once a month (in CON) or
daily (in FS) when most state of the art RCMs would be updating the BCs on a more frequent basis.

In the revised manuscript this has been explained better now, in combination with a new figure (Figure 2 in the revised
manuscript). The LBCs where updated every 6 hours, but the update frequency of the initial conditions was different. For CON
there was only one single initialisation, but with monthly updates of the SSTs; for DRI and FS there was a daily reinitialisation.
This has been rephrased and clarified in the revised manuscript.

The new version (Page 4 Lines 26-28) reads:

""The zonal and meridional wind components, atmospheric temperature, specific humidity, surface pressure and surface com-
ponents were provided every 6 hrs as lateral boundary conditions and interpolated hourly. They were introduced as initial
conditions accross the domain."

And Page 4-5 Lines 34-2:

" To evaluate the sensitivity of the model to the update frequency of the initial conditions, three types of downscaling ap-
proaches were conducted with ALARO version 0 coupled to SURFEX version 5."

And further on in the description of the downscaling approaches.

Page 2 Line 6: Please check for spelling errors!

All spelling errors have been corrected in the revised manuscript as requested.

Page 2 Line 14: “The model used in this study is the ALARO-0 model configuration of the ALADIN system.” This won'’t
mean much to those who have never used this model configuration. Perhaps this information is best in the methods where you
describe the model and can then elaborate on the specific details of the ALARO-0 model configuration.

We thank the reviewer for this suggestion. This is moved to the Model section 2.1 and the model configuration has been
described more in-depth to get a good idea on the specific details of the model.

The new version (Page 3 Lines 17-18) reads: "The regional climate model used in this study is the ALARO model version
0, a configuration of the Aire Limitée Adaptation Dynamique Développement International (ALADIN) model with improved

physical parameterisations (Gerard et al., 2009)."

Page 2 Line 17: Interaction appears to be used twice here. Please correct.

Corrected in the revised manuscript as suggested.

Page 2 Line 19: Please provide the reference evaluating ALARO-0 with ISBA for continuous simulations.
The reference to Giot et al. (2016) had already been given in the original manuscript, but in the revised manuscript we moved
the location of the reference so that it is more clear.

The new version (Page 4 Lines 3-4) reads:
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"In addition, this setup has been validated for continuous climate simulations and is now contributing to the EURO-CORDEX

project (Giot et al., 2016; Jacob et al., 2014)."

Page 2 Line 21: “has been implemented in the ALARO-0 version.” Seems like the version number is missing at the end of
the sentence.

The version number is zero; this has been corrected and explicitly stated in the revised manuscript in Section 2. In the Intro-
duction, ALARO is mentioned without version number.
The new version (Page 3 Lines 17-18) reads:
"The regional climate model used in this study is the ALARO model version 0, a configuration of the Aire Limitée Adaptation

Dynamique Développement International (ALADIN) model with improved physical parameterisations (Gerard et al., 2009)."

Page 2 Line 22: “the introduction of SURFEX with ALARO-0 has shown neutral to positive. . .” This phrasing is used a
couple of times, perhaps its best to be more specific; which variables show no sensitivity, which ones are sensitive and what is
the sign and magnitude?

In the revised manuscript we have included a more detailed description of the variables that show sensitivity as well as the
sign, without mentioning the magnitude.

The new version (Page 4 Lines 6-9) reads:

"With respect to NWP applications, the introduction of SURFEXvS within ALARO-0 has shown neutral effects on the winter
2 m temperature and on the vertical profile of the wind speed. However, it has shown positive effects on the summer 2 m
temperature, 2 m relative humidity, and resulted in improved precipitation scores compared to the previously used ISBA model
(Hamdi et al., 2014)."

Page 2 Line 24: “Therefore the evaluation of SURFEX within ALARO-0 is highly demanding for regional climate simula-
tions” Hamdi et al. 2014 already evaluates SURFEX within ALARO-0 so perhaps the authors need to be specific here by saying
that Hamdi et al. evaluate SURFEX within ALARO-0 for NWP but this manuscript will evaluate the same model environment
for longer simulations.

In the revised manuscript we added a sentence as suggested.

The new version (Page 4 Lines 9-10):
"Next to the validation of this setup for NWP, the implementation of SURFEXvS within ALARO-O0 is highly demanding for

long-term climate simulations."

Page 2 Line 27: “The second objective is to evaluate the continuous setup with an upper air daily reinitialized setup,
where the surface is simulated continuously.” I think this is where a lot of the confusion on terminology and model runtime
configuration stems from. It would help if you can articulate what variables are continuous for each experiment, what variables

are reinitialized and the frequency to which this is done. Could also add that information to Table 1.
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The requested information has been added in Figure 2 of the revised manuscript. The initial and lateral boundary conditions
for the atmosphere and surface (as stated earlier) are either initialised once at the beginning or reinitialised daily or reinitialised
daily for the atmosphere and only initialised once at the beginning for the surface. For the continuous simulation, the SSTs are

still reinitialised monthly.

Page 2 Line 29: “Therefore one expects to see improvements for the second method over continental parts of the domain,
but not so much in coastal areas.” Why not in the coastal areas?

When applying a continuous simulation of the regional climate, we made a similar simulation as is commonly done by
the climate community, using monthly SST updates. However, when we applied the daily reinitialisation of the atmosphere,
the SSTs were updated daily as well. We expect a different behaviour of the model with different SSTs update frequency. As
we did not test the sensitivity of the model to daily or monthly updates of SSTs, we are not able to make any statements on
the reasons for different behaviour of the model over the coastal areas. This is outside the scope of our study. Therefore, we

removed this statement.

Page 3 Line 2: Update to “Therefore the diurnal cycle of soil moisture was analyzed at particular locations in this study.”

This analysis has been removed from the revised manuscript.

Page 3 Line 3: This paragraph doesn’t quite fit in with the previous narrative; please provide an explanation on why the
focus is on the summer season (i.e. when the soil moisture limitation on evapotranspiration is greatest) for those less familiar
with the land-atmosphere coupling literature.

As requested we have provided more background information in the revised manuscript on why we have done this only for
summer.

The new version (Page 2 Lines 31-33) reads:
"The surface interacts with the climate through the soil moisture and soil temperature, by influencing the surface energy budget
(Giorgi and Mearns, 1999). The soil moisture controls the partitioning of the incoming energy into a latent and sensible heat

flux. The soil moisture limitation on the evapotranspiration is largest during the summer (Seneviratne et al., 2010)."

Methods:

Are all simulations run with the same ERA-Interim BCs? It would be useful to add this information to Table 1 and manuscript
text.

Yes, this information has been added to Figure 2 of the revised manuscript and in the revised text of the manuscript.
The new versions (Page 4 Lines 24-25) reads:

"The regional climate model was driven by initial and lateral boundary conditions provided by the ERA-Interim reanalysis,
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available at a horizontal resolution of ca. 79 km."

What data is used for the ‘reinitializations’ in FS?
The ERA-Interim reanalysis data have been used to provide the reinitial conditions for the zonal and meridional wind compo-
nents, atmospheric temperature, specific humidity, surface pressure and surface components. This information has been added

to the revised text (see earlier).

I found most of the narrative of Section 2.1 to go between describing the model/s and information that would be better placed
in Section 2.2 Experimental Design — needs revising
This is a valid comment. The structure of Section 2 has now been revised and improved. The revised Section 2.1 is purely

on the model descriptions, and revised Section 2.2 is on the experimental setup of the study.

Page 3 Line 14: These sentences would be more suitable in Section 2.2 Experimental Design

Thank you for this suggestion. The sentences have been moved to the revised Section on the Experimental Design.

Page 3 Line 17: Another model is introduced but not used in this study. Please remove to simplify the narrative.
We agree that this introduction does not make any sense. Accordingly we have removed this reference from the revised

manuscript.

Page 3 Lines 14-22: There is no detail here on the microphysics, cumulus convection scheme or planetary boundary layer
scheme. The reader is not provided with sufficient information on what the ALARO-0 configuration of the ALADIN modeling
system actually means. This information is necessary in my opinion, particularly for someone not familiar with the model but
interested in what was tested.

More information on the technical details of the model has been added to the revised manuscript as requested.

The new version (Page 3 Lines 24-27) reads:
"The new physical parameterisation within the ALARO-0 model was specifically designed to be run at convection-permitting
scales, with a particular focus on an improved convection and cloud scheme, developed by Gerard and Geleyn (2005) and

further improved by Gerard (2007) and Gerard et al. (2009). "

Page 3 Line 20: Please change “following-terrain” to “terrain-following”

This has been changed on Page 3 Line 21.

Page 3 Lines 23-29: Based on what is written here I got the impression that SURFEX was basically ISBA with tiling and
coupled to TEB. If the intention is to conduct a comparison between SURFEX and ISBA then the model descriptions need to

be much more explicit on what the differences are between these models.



The model descriptions have been made more explicit in the revised manuscript. We have clarified what the differences are
about between SURFEX and ISBA. SURFEX is providing tiles for new surface types, uses ECOCLIMAP as input for the land
cover and is externalised.

The new version (Page 4 Lines 16-21) reads:

"The initial parameterisation ISBA for the nature tile was conserved, and parameterisations for the other surface tiles were
added, such as the Town Energy Balance scheme (TEB, Masson, 2000) for the town tile. TEB uses a canopy approach with
three urban energy budgets for the layers roof, wall and road. The ISBA and TEB scheme were combined, together with pa-
rameterisation schemes for inland water and oceans, and externalised, based on the algorithm of Best et al. (2004). Each tile
is divided in different patches, according to the tile type. These patches correspond to the plant functional types described in
ECOCLIMAP (Masson et al., 2003)."

Page 3 Line 30: ‘ECOCLIMAP’ Please define all acronyms the first time they are introduced
ECOCLIMAP is not an acronym, but the name of a database.

Page 4 Lines 5-10: I gather that this is an explanation of the what variables are exchanged between the land surface model
and the atmospheric model. The wording could be revised to make this easier to understand.
We have removed this from the revised manuscript, as it does not provide added value to the content of the manuscript.

These details can be found in related literature.

Page 4 Lines 11-19: If the model is not run on the EURO-CORDEX domain then why provide detail on it? Also: “The present
study was done in the framework of another project” please tell the reader what this project is.
This statement has been deleted from the revised version as we did not have any comparison with EURO-CORDEX output

anymore.

In Table 1 a CRDX experiment is listed but not defined in Section 2.2; which one is it?

This experiment is no longer part of the manuscript anymore and has been removed.

Page 4 Line 22: “It started at 00UTC on 01 January 1990, and ran continuously until 0OUTC on 1 January 2000. The first
year was treated as a spin-up year, and the analysis period covers the 10-year period 01 January 1991 to 31 December 2000.”
Please revise the inconsistency here as two different end dates are mentioned.

Done, the references to dates and times have been made consistent in the revised manuscript.

The new version (Page 4 Lines 31-32) reads:
"The analysis covered a 10-year period from OOUTC on 01 January 1991 to OOUTC on 01 January 2001."
And (Page 5 Lines 4-5) reads:
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"The model was simulated from OOUTC on 01 January 1990, and ran continuously until 0OUTC on 01 January 2001."

Why are simulations run for 1991-2000 when a more recent period would enable comparison to more FLUXNET sites?
This time period was selected because a similar experiment was done with forcing from the global climate model ARPEGE
CMIPS5 version. This forcing covers the period of 1976-2005 and we selected an overlapping period between the two simula-

tions.

Why does CON have a spin-up of 1 year starting in January 1990 at 0OUTC and why does FS have a 3 month spin-up with
simulations starting in March each year at 12UTC? Usually the spin-up and start date should be the same unless the focus of
the study is on how long a spin-up is necessary to maximize simulation skill which is not the aim of this paper!

The 1-year spin-up time is commonly done in climate simulations in the continuous mode. Considering the FS simulations,
we showed that the ideal setup of the initialisation period is three months starting in March. This relatively short spin-up period
is enough to reach a equilibrium state (shown earlier in this Reply at point (3)). If we had selected a start in January, the model
would have needed a longer spin-up time and the computing time of the simulations would significantly increase. This has
been rephrased and clarified in the revised manuscript.

The new version (Page 5 Lines 21-22):
"Although CON required one year spin-up time, 3 months were sufficient for the FS deep soil moisture to reach equilibrium

state, when starting in March (not shown)."

Why are atmospheric variables saved at a 3 hourly interval and land surface variables at daily? It would make sense to save
them all at the same interval.

ALARO and SURFEX are two different models, with different output files. The surface output files are much larger than the
atmospheric output files. Therefore, we had to limit the surface output files because of storage limitations at our institute. This
has been rephrased in the revised manuscript.

The new version (Page 5 Line 25) reads:

" The model output at every 3 hrs was used for the model evaluation. "

And (Page 5 Lines 32-34) reads:

"As land-surface processes play an important role primarily during summer, the model output was stored at every hour for the

summer period of June-July-August (JJA) during the 10-year period."

Page 4 Line 33: “Each daily simulation extended up to 60 hours of which the first 36 hours were treated as spin-up” This
seems to be contradicting the previous explanation where there is a 3 month spin-up for 1 year simulations! Please revise the
description of how each experiment was run as it is not clear at the moment and limits the reader’s ability to reproduce the

experiment.
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The original wording was indeed confusing. Therefore, we used the wording ‘““atmospheric spin-up” in the revised manuscript,
which is typically in the order of 24 hours, and the “surface spin-up”, which is typically in the order of a few months to one
year.

The new version (Page 4 Lines 29-31) reads:
"For the sake of a good understanding, the following description makes a distinction between atmospheric spin-up time, typi-
cally of a few days, and surface spin-up time, typically of a few months to one year."

Page 5 Line 3: “A third simulation was applied for both CON and FS” Technically third and fourth simulations?

This has been removed, as these are technically not different simulations. For the three downscaling approaches, the vari-
ables were stored hourly in addition for the summer.

And (Page 5 Lines 32-34) reads:
"As land-surface processes play an important role primarily during summer, the model output was stored at every hour for the

summer period of June-July-August (JJA) during the 10-year period."

Page 5 the extra CON and FS simulations saving hourly output, why wasn’t this done from the start rather than doing
additional shorter simulations

Initially we only intended to investigate atmospheric parameters. We noticed the large changes in summer for 2 m tempera-
ture between the different simulations and decided to further investigate surface fluxes. Therefore, we needed hourly output to

look at the diurnal cycle. The explanation of the output has been reworded accordingly in the revised text (see earlier).

Page 5 Line 6: “The first simulation. . .” Is this referring to the CRDX experiment?

This sentence has been removed from the revised manuscript.

Page 5 Line 13: This is the first time PRUDENCE is mentioned — define acronym

Ok, we have defined the project acronym in the revised manuscript as requested.
The new version (Page 5 Lines 28-29) reads:
"project "Prediction of Regional scenarios and Uncertainties for Defining European Climate change risks and Effects" (PRU-
DENCE) (Christensen et al., 2007)"

Page 5 Line 16: “relaxation zone was excluded” It looks like Figures 3, 5 and 7 need yo be cropped to exclude the relaxation
zone.
The relaxation zone has been excluded from the plots in the revised manuscript. See Figure 3, Figure 4 and Figure 6 in the

revised manuscript.

Observational data:
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Perhaps better to combine the model description, experimental design and observational data under one Methods, Models
and Datasets section
Ok, we have followed the reviewer’s suggestion and we have combined Model description, Experimental design and obser-

vational data in the revised manuscript.

Page 5 Line 21: replace ‘sum’ with ‘total’
Done; has been replaced in the revised manuscript.
The new version (Page 6 Line 8) reads:

"daily precipitation total."

Page 5 Line 26: Usually one interpolates to the coarser resolution. i.e. interpolate the model data to the E-OBS resolution.
In line with the reviewer’s suggestion we regridded the model to the E-OBS resolution and we recalculated the differences
at the coarser resolution. We have clarified this in the revised manuscript.
The new version (Page 6 Lines 12-14) reads:
"In order to validate the model data, the ALARO-0 data at 20 km horizontal resolution were bilinearly interpolated towards

E-OBS at 25 km horizontal resolution and replotted to our study domain."

Page 5 Line 27: replace ‘implied’ with ‘applied’
Done, this has been replaced in the revised manuscript.
The new version (Page 6 Lines 15) reads:

"applied"

Page 5 Line 30: replace ‘exchanges’ with ‘exchange’
Done; has been replace in the revised manuscript.
The new version (Page 6 Lines 18) reads:
"exchange"
Page 6 Line 1: remove the sentence starting “The technique. ..”

Done; the sentence has been removed from the revised manuscript as requested.

Page 6 Line 4: replace ‘with regard to the’ with ‘against these’
This sentence is rephrased.
The new version (Page 6 Lines 20-21) reads:

"No gap-filling has been done and the comparison to the model output was only done at hours when no gaps occurred."
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Page 6 Line 5: revise sentence starting “The model resolution is quite low...”
The sentence has been removed in the revised manuscript, as it is straightforward that model resolution is lower than station

resolution.

In Section 5.3 a justification is provided on why the two FLUXNET sites were selected. It would be more appropriate to put
that in Section 3.2.

This has been clarified in Section 2.3 of the revised manuscript.
The new version (Page 6 Lines 23-25) reads:
"Two FLUXNET stations were selected, that provided data already during this period and where the model grid cell repre-
sented more than 50% of the corresponding land cover, to show energy fluxes that were representative for the particular land

cover."

Results — more general rather than line by line:

The values in Table 2 and 3 are referred to more often than Figures 2 and 3. There are also several instances where it is
not clear which results are being referenced. In particular, reporting the percentage change between experiments was quite
confusing given that these values are not presented in either the Tables or Figures. This meant that I had to spend a lot of time
checking where the values were coming from, or calculating the percentage changes myself. This could be resolved by adding
detail in the manuscript text on the values shown in the figures. If the percentage change between experiments is quoted then
please include these values in the Table or replace with something along the lines of: “CON has a larger bias of X relative
to FS which has a bias of Y. This will make it easier for a reader to match the narrative to what is presented in Figures and
Tables.

We thank the reviewer for these suggestions. The text has been rephrased and improved. In the revised manuscript we refer
both to the Figures and Tables. The percentage change between simulations (%) were indeed very confusing; consequently
we have removed them from the revised manuscript. Only the exact numbers are used in the revised manuscript, as they are

represented in the Tables.

There is a tendency to use words such as ‘large’, ‘slight’, ‘excessive’ or ‘improved’ in the narrative. Please be specific and
insert detail. For example, “the bias improves” could be replaced with “the temperature bias decreases by X in experiment Y.
There are instances where this is done, but it has not been applied consistently. However doing so will make it easier for the
reader to understand the results that are presented.

Thank you for this suggestion. In the revised manuscript we have avoided the use of these words, and we predominantly use
the exact numbers.

One example (Page 7 Lines 14-15) reads:
"This resulted in a smaller bias for Eastern Europe of -0.3 °C and 0.0 °C for DRI relative to CON which had a bias of -1.1 °C
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and -0.5 °C for winter and summer respectively."

Why are the temperature biases presented in degC but the precipitation biases presented as the percentage change? It would
be preferable to use one approach consistently throughout the manuscript. In particular for the precipitation results, the %
bias is often large when the observed precipitation is small — this is perhaps an instance where using the bias (MODEL minus
OBS) would be more useful where small precipitation values inflate the value of the % bias.

This approach is generally used in climate model validations, because this domain covers different climatic regimes. By

doing so, we can better compare regions. This has not explicitly been clarified in the manuscript.

Page 7 last sentence: I don’t agree with this, why would SSTs only be influential in winter?
We have removed statements like this, as discussed earlier. As we did not test the sensitivity of the model simulations to the
different SSTs update frequency, we are not able to relate directly the differences in winter precipitation to differences in SSTs

update frequency. This is outside the scope of this study, and thus has not been explicitly clarified in the revised manuscript.

There is a tendency to start sentences with “Similarly to Experiment X, Experiment Y . . .” please use either: “Similar to
Experiment X, Experiment Y. ..” or just start with “Experiment Y ...”

Done; this wording has been improved in the revised manuscript.
One example (Page 9 Line 20) reads:
" Similar to Mid-Europe, ..."

Sentences such as: “FS (CON) overestimated (underestimated) the summer 2 m temperature” are really hard to read and
understand. It is actually easier to read: “FS overestimated and CON underestimated the summer 2 m temperature”. Please
revise all instances of this.

Done; this has been revised at all instances in the revised manuscript.

The new version (Page 9 Lines 15-16) reads:

"However, FS overestimated the summer 2 m temperature and CON and DRI underestimated the summer 2 m temperature."

Section 5.1 and 5.2:
Replace: “We assume two-way interactions” with “There are two-way interactions”

This sentence and the related analysis have been removed from the revised manuscript.
At no point do we know the depth of the soil layers in the land surface scheme. This would be useful to know.

Yes indeed, this will be used for a separate, future study where we will analyse the correlations in more detail. We have

removed this statement from the revised manuscript.
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It is not clear to me why the land-atmosphere feedback is evaluated by calculating the soil moisture temperature (ST-T)
correlation using (FS minus CON / CON). It would be better to calculate the SM-T correlation for FS, the SM-T correlation
for CON and then the difference between these two estimates. I think this analysis needs to be redone. Lorenz et al. (2015)
provides a good description of different coupling metrics that could be applied to the data.

The soil-moisture-temperature correlation will be content for a separate, future study, as the current study primarily focuses
on the simulation potential of different downscaling experiments instead of looking at correlations between variables. This has
been clarified in the revised manuscript.

The new version (Page 12 Lines 25-27) reads:
"A more in-depth analysis on the interaction between 2 m temperature, precipitation, and surface energy fluxes can reveal

soil-moisture-temperature coupling (Jaeger et al., 2009), but this lies outside the scope of this study."

Here I also think that the spin-up length will have some influence on evaluating the land-atmosphere feedback. If CON has a
longer spin-up than FS of the soil moisture and soil temperature then the results are surely already biased as the land surface
state fields will be more resolved in the simulations with the longer spin-up.

We have shown that three months of spin-up is reasonable for a good equilibrium. Accordingly we concluded that the dif-
ferent spin-up periods did not influence the land-atmosphere feedback. However, the land-atmosphere feedback has no longer

been evaluated in the revised manuscript.

Conclusions:
Page 11 Line 31: This definition of ‘continuous’ and ‘reinitialized’ simulation should be defined much earlier in the
manuscript!

Done. The definition has been provided much earlier in the manuscript.

Page 11 Line 7: “The differences in 2 m temperature and precipitation between the downscaling setups during summer are
demonstrated by an interaction with the soil moisture.” I don’t agree with this because it’s not actually calculated for the 10
year simulations where the temperature and precipitation differences are evaluated.

We agree with the reviewer’s comment. As the surface fluxes have been calculated for 10 years in the revised manuscript,

we can make more reliable statements on this. This has not explicitly been clarified in the Conclusions section.
Tables and Figures

Table 1 — perhaps remove the CON-FS line or separate into two.

Table 1 has been removed from the revised manuscript.
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Table 3 — it would be easier if these values were presented as mm day-1 rather than the relative bias because some values
are very high but might only be so because these are regions where the precipitation is very low: e.g. MD regions DJF FS
experiment.

As a matter of fact the difference in MD for DJF is high. We have decided to maintain this relative bias in the revised

manuscript as explained earlier. See Figure 3.

Figure 2 — it would be good to include statistical significance as done in Figure 7; perhaps update the labels in the top left
hand corner of panels c to h with CRDX —E-OBS

Done; the statistical significance has been included in the revised manuscript. See Figure 3 and 4.

Figure 3 — please put all panels in the same units it makes it easier to compare panels ¢ to h with a and b. Is there missing
data over Africa where there is a weird white triangle shape at the bottom of all panels? It is obvious in this figure that there
are boundary affects for the domain and that the figures have not been cropped to exclude the relaxation zone.

Different units are used for the absolute precipitation presented by E-OBS and the precipitatiob bias of the model with E-
OBS. No precipitation has been measured over this triangle in Africa. This also appears in the EURO-CORDEX output. The
relaxation zone has now been excluded from the revised manuscript as rightly requested by the reviewer. See Figure 3, 4 and 6

in the revised manuscript.

Figure 4 — if the authors choose to keep the CRDX simulations then they should be included here and other figures. It would
also be handy if dashed lines were added to each panel to delineate the seasonal breaks referred to in the manuscript text.

Figure 4 has been removed from the revised manuscript.

Figure 5 — obvious boundary affect in all panels. Why is the absolute difference used for temperature but the relative
difference used for precipitation and soil moisture? It would be easier if they all presented in the same way.

Figure 5 has been removed from the revised manuscript.

Figure 7 — This needs to be redone to show SM-T and SM-P correlations for each experiment separately and then their
difference.

The suggested analysis will be done in a separate, future study.

Figure 8 — It would be easier if FLUXNET, CON and FS were all on the same panel to directly compare differences. QS
looks very different between the observations and CON and FS, are the authors certain that they are comparing like for like?
0OS looks like a flat line in panel ¢ — check if there is a plotting error but this may just be because QS is very small relative to

the axis scale or that it is not measured. . .
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This is a good suggestion. In the revised manuscript separate panels are shown for the different variables. See Figure 7.

3 Reply to Anonymous Referee #2

We would like to thank the Anonymous Referee #2 for the encouraging and constructive comments, which have improved the

manuscript. Below is a list of modifications that we have implemented based on your comments.

The manuscript has two questions in mind: (1) Is the land surface model SURFEX better than ISBA in climate application
with the modelling system ALADIN in ALARO-0 set-up? (2) Is it better to do regional climate simulations or dynamical
downscaling (i.e. with re-initialization of the regional atmosphere and land surface) or some mix (e.g., continuous land surface
simulation with atmosphere and sea surface temperature re-initialization)? In my opinion these questions are only weakly
linked. Of course, if you want to apply continuous land surface simulation there is need to use the best available land surface
model (a bad land surface model might render a regional climate simulation useless), but a better land surface model is better
even in an NWP context. Therefore, I suggest to focus on one of the questions and I find the second question more interesting.

Thank you for this suggestion. Even though the comparison between SURFEX and ISBA is valid, it is only weakly linked
to the question of the performance of ALARO to SURFEX in multiple downscaling approaches. The above mentioned com-
parison has been done in an NWP context, and the comparison for long-term climate simulations builds upon these results.
However, we do not elaborate on this in the revised manuscript. We focus on the second question only, as this was the main

focus of the manuscript from the onset and it is indeed more interesting.

The manuscript claims that SURFEX is better than ISBA. It has been shown in NWP context (given reference Hamdi et
al., 2014), but the authors target climate time scales. They compare an available CORDEX simulation with ISBA against a
new climate simulation with SURFEX which was done using a smaller simulation domain. Different domain sizes limit the
comparability crucially. Both simulations were driven by the re-analysis ERA-Interim. Therefore, I would expect limited-area
simulations are potentially better with a smaller domain. The presented results are not conclusive.

The reviewer’s assumption is true. The domain sizes should be equal to compare well the sensitivity of the regional climate
model to the different land surface model. In the future we plan a separate study for the comparison with ISBA, but with the

same model domain to make it consistent. This is not an objective any longer in the revised manuscript.

The authors cite many re-initialization vs regional climate simulation experiments. Even with ALADIN such a re-initialization
experiment has been published, but for a 3-monthly period only (Beck et al. 2004). I suggest to make the manuscript more in-
teresting and publishable by doing the list of re-initialization experiments more exhaustive by adding (a) full re-initialization

(i.e. with SURFEX re initialization) and (b) blending (i.e. re-initialization of the large atmospheric scales doing "climate" for
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the smaller scales, see Beck et al. 2004 ). Finally, perhaps too much for one paper, I think the ultimate criterium will be how
the set-up performs with GCM forcing.

Thank you for this valuable suggestion. We have included the full re-initialisation experiment in the revised manuscript. The
new objective of the manuscript is as follows (Page 3 Lines 3-6):
"The objective of this study was to evaluate the simulation potential of three regional climate downscaling approaches with
different update frequencies of the initial conditions: (1) a continuous simulation of both the atmosphere and the surface; (2) a
simulation with daily reinitialisations for both the atmosphere and the surface; and (3) a simulation with daily reinitialisations

of the the atmosphere while one single initialisation of the surface."

The paper of Beck et al. (2004) describes different nesting methods and concludes that for dynamical downscaling the direct
nesting method is acceptable. We have used this method in the experiment, but have not explicitly mentioned it. We decided
not to include a blending experiment in the revised manuscript, as the focus is on the sensitivity to the update frequency of the
initial conditions. The set-up with forcing from GCM has been done as well, using ARPEGE CMIP5. We will use these results
for a separate study in the future, as the boundary conditions differ a lot and lead to different conclusions. In the conclusions,
we give the recommendation of investigating this in a GCM context.

The new version (Page 12 Lines 28-31) reads:

"In conclusion, this study demonstrated that the approach of a daily reinitialised atmosphere was superior over the continuous
approach. The use of a continuous surface next to a daily reinitialised atmosphere even improved the winter temperature and
summer precipitation. The latter approach is highly recommended in a setup with GCM forcing, as imperfect initial and lateral

boundary conditions are applied."

4 Manuscript version with highlighted changes is supplemented.
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Abstract.

of For the simulation of the regional climate with limited area models, the common method for dynamical downscaling is
the continuous approach with initial and lateral boundary conditions from the reanalysis or the global climate model. The
simulation potential can be improved by applying an alternative approach of reinitialising the atmosphere, combined with
either a daily reinitialised or a continuous surface. We evaluated the AEADIN systemis-tested-inra-dependence of the simulation
potential on the running mode of the regional climate model ALARO coupled to the land surface model SURFEX, and driven
by the European Centre for Medium-Range Weather Forecasts (ECMWE) Interim Re-Analysis (ERA-Interim) data, Three
types of downscaling simulations were carried out for a_10-year period covering 1991 to 2000, over a Western European
domain at 20 km horizontal resolution: (1) a continuous simulation of both the atmosphere and the surface; (2) a simulation

with daily reinitialisations for both the atmosphere and the surface; and (3) a simulation with daily reinitialisations of the

The results show-that-the-introduetionof-SURFEX-mproves-or-has-showed that the daily reinitialisation of the atmosphere
improved the simulation of the 2 m temperature for all seasons. It revealed a neutral impact on the 2-m-temperature-and-the

eontinuousatmosphere; daily precipitation totals during winter, but the results were improved for the summer when the surface
was kept continuous. The behaviour of the three model simulations varied among different climatic regimes. Their seasonal
cycle for the 2 m temperature in-winter-and-summer;-and-for-and daily precipitation totals was very similar for a Mediterranean
climate, but more variable for temperate and continental climate regimes. Commonly, the summer climate is characterised
by strong interactions between the atmosphere and the sumimer-dailytotal-precipitation—The-differences-between-the-two

continental-areas-which-metivates-the-surface. The results for summer demonstrated that the use of a eoupled-tand-atmosphere
medel-te-optimise-daily reinitialisated atmosphere improved the representation of the partitioning of the surface energy fluxes.
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Therefore, we recommend to use the alternative approach of the daily reinitialisation of the atmosphere for the simulation of
the regional climate.

1 Introduction

The first long-range simulation of the general circulation of the atmosphere was-performed-by-—Phillips(1956)dates back to
1956 (Phillips, 1956). Today it is still the primary tool for climate projections. However, due to limiting computer resources,
the current horizontal resolution of 100-200 km is still coarse. A higher resolution and more spatial details can be obtained by
nesting a regional climate model (RCM), over a smaller domain, into a coarse-resolution global climate model (GCM). This
is also referred to as dynamical downscaling. The REM-uses-the-GCM or global reanalysis provides the large-scale features
from-the- GEM-or-from-a-global reanalysis-as meteorological and surface fields to the RCM as initial and lateral boundary
conditionstBEs)—TFhis-way-the-. The global features are thus translated into regional and local conditions over the region of
interest (Giorgi, 2006). Hence, RCMs allow to run climate simulations over a smaller domain with higher horizontal resolution
and with an affordable computing cost.

Since the late 60’s, the Numerteal-Weather Predietions-numerical weather prediction (NWP) community uses se-ealted-high-
resolution limited area modelstEAM)-—Dickinson-et-al(1989)-were-the-first-to-use-the-numerical-approach-. The numerical
approach was first used for a regional climate simulation by Dickinson et al. (1989). Their climate simulation used the NWP
model in forecasting mode with WM%%MWW To be able

to run them without these short-term reinitialisations, the regional climate
community applied monthly to multidecadal simulations, with only one single initialisation of the large-scale fields and
frequent updates of the lateral boundary conditions (Giorgi and Mearns, 1999). These so-called long-term ecentinueus-meode;

the-elimate-community-has-inereasingly-developed-the-continuous simulations required improvements in the representation of
physical processes in REMs—Stil-this-the RCMs. This continuous simulation is still the most common in the RCM community

(Leung et al., 2003). Nonetheless, the simulated large-scale eireulation-deviatesfields deviate from the driving EBCs;—when
lateral boundary conditions, by applying the continuous mede-{von-Stereh-et-al52000)-approach (von Storch et al., 2000).

The accuracy of the dynamical downscaling has improved by using short-term reinitialisations {Qian-et-al52003:Le-et-al52008:ueas-

These-(Kotlarski et al., 2012; Qian et al., 2003; Lo et al., 2008; Lucas-Picher et al., 2013). All these authors showed the advan-

tage of using short-term reinitialisations by redueting-reducing systematic errors. However, only few authors adopted this

method, mainly because of its higher computational costs.

with the evaluation of reinitialised versus continuous climate simulations, covered only short time periods. The 24-hourl
reinitialised simulation of the precipitation, in particular of the precipitation pattern, improved as compared to the continuous
simulation (Kotlarski et al., 2012). FheiThis last mentioned analysis covered only a short time period, one month in 2002

during a large flooding event in the Elbe river catchment. Changing the period of reinitialisation, from monthly to 10-daily,

the-experiments-of Qian-et-ak(2003)-showed-a reduction in systematic errors has been shown for precipitation when using the

Most studies (Kotlarski et al., 2012; Qian et al., 2003; I
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10-day reinitialisation (Qian et al., 2003). Even in a 20-year RCM simulation forced by reanalysis data, the sequence of events
was better preserved by using frequent-short-term reinitialisations (Lucas-Picher et al., 2013).

....... ed-in-thi dx he-AARO-0-m rof-the-ALADIN-svsterm

model approach with short-term reinitialisations demands additional simulation time at each reinitialisation start. This time is
required to reach dynamical equilibrium between the lateral boundary conditions and the internal model physics and dynamics
Giorgi and Mearns, 1999). Beyond 24 hours small perturbations in the initial conditions of the intreduetion-of SUREEX-within

-atmosphere have only limited impact on
the simulation potential (Anthes et al., 1989). In contrast to the atmosphere, the surface takes a longer time to reach dynamical
equilibrium with the overlaying atmosphere, in the implementation-of SURFEX-within-ALARO-O-with-respect-to-order of a
few weeks to several seasons, depending on the depth of the originalsetup-of ALARO-O-with ISBA; in-a-continuous regiona
chimate-setup-using-boundary-conditionsfrom-ERA-Interim—soil layer.

The surface interacts with the climate through the soil moisture and soil temperature, by influencing the surface energy
budget (Giorgi and Mearns, 1999). The soil moisture controls the partitioning of the incoming energy into a latent and sensible

heat flux. The second-objeetiveis-soil moisture limitation on the evapotranspiration is largest during the summer (Seneviratne et al., 2010).

The availability of soil moisture for evapotranspiration is determined by the 2 m temperature (Jaeger et al,, 2009). As the
surface-atmosphere interactions play a crucial role in the representation of the current and future climate, it is important to
validate the model with ground observations. The FLUXNET database provides data on the surface energy fluxes, based on
eddy covariance measurements (Baldocchi et al., 2001).

The objective of this study was to evaluate the continuous—setup—with-an—upper-air-daily—reinitialised-setup;—where-the

simulation potential of three
regional climate downscaling approaches with different update frequencies of the initial conditions: (1) a continuous simulation

of both the atmosphere and the surface; (2) a simulation with daily reinitialisations for both the atmosphere and the surface;

and (3) a simulation with daily reinitialisations of the atmosphere while the surface is kept continuous. We used the ALARO

model to dynamically downscale the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis
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ERA-Interim, Dee et al., 2011). Within this study, ALARO was coupled to the second-method-over—continental-parts—of

SURFace Externalisée (SURFEX, Masson et al., 2013). We evaluated the mean 2 m temperature and mean daily total precipitation
by comparing with the 0.22° ECA&D E-OBS dataset (Haylock et al., 2008), and the surface energy fluxes by comparing with
the FLUXNET database (Baldocchi et al., 2001). The analysis covered a 10-year period from 1991 to 2000, for a domain

encompassing Western Europe.
The 1a

The-regional-climate-model-and-experimental-design-models, experimental design and observational datasets are described
in section 2. The results for the mean surface parameters are covered in section 3. Section 3-covers-the-ebservational-datasets:

espect-to-the-first-and-second-objective-are-addressed-in-seetion-4-—Nextseetion-5-4 demonstrates the results

with respect to the third-objeetivesurface energy budget. Finally, conclusions are given in section 65,

2 Model and experimental design

2.1 Model definition

herizontalresolution-of =~ 79-km—The REM-AELARO-0-is-a-verstonefregional climate model used in this study is the ALARO
model version 0, a configuration of the Aire Limitée Adaptation Dynamique Développement International (ALADIN) model

with improved physical parameterisations (Gerard et al., 2009). The ALADIN model is the EAM-limited area model version
of the Action de Recherche Petite Echelle Grande Echelle Integrated Forecast system (ARPEGE-IFS) (Bubnov4 et al., 1995;
ALADIN International Team, 1997). ARPEGE is a global spectral model, with a Gaussian grid for the grid-point calculation.
The vertical diseretization-discretisation is done according to a following-terrain-terrain-following pressure hybrid coordinate.
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ALARO-0 has been developed with the ARPEGE Calcul Radiatif Avec Nebulosité (ACRANEB) scheme for radiation based
on Ritter and Geleyn (1992).
We-simulated-the-regional-elimate—of-This ALARO-0 coupled-to-the-tand-surface-mode-SURFEX—Originalty;-model

convection-permitting scales, with a particular focus on an improved convection and cloud scheme, developed by Gerard and Geleyn (2005)

further improved by Gerard (2007) and Gerard et al. (2009). The ALARO-0 model domain is centered at 46.47° N and 2.58°
E with a dimension of 149 x 149 horizontal grid points and spacing of 20 km in both horizontal axes, in a Lambert conformal
projection (Fig. 1). The domain encompasses Western Europe. The model consists of 46 vertical layers with the lowest model
level at 17 km and the model top extending up to 72 km.

The parameterisation of the tsati land surface in ALARO-0 was simutated-using-initially with the land
surface medeHSBAMNoHhan-an Aten - Notthan-and- Mahfouf, 1996)—tater-on;-the Fown Energy Balance(FEB);-4

scheme Interaction Soil-Biosphere-Atmosphere (ISBA, Noilhan and Planton, 1989; Noilhan and Mahfouf, 1996). This scheme

was designed for NWP and climate models, and describes heat and water exchanges between the low-level atmosphere, the
vegetation and the soil, by using either a diffusion method (Boone and Wetzel, 1999), or a force restore method based on two or

three layers (Noilhan and Planton, 1989). Using the initial setup with ISBA, ALARO-0 has proven its skill for regional climate

modelling with daily reinialisations (Hamdi et al., 2012; De Troch et al., 2013). In addition, this setup has been validated for
continuous climate simulations and is now contributing to the EURO-CORDEX project (Giot et al., 2016; Jacob et al., 2014).
Meanwhile the more recent land surface model SURFEX, with additional parameterisations for other surface types than nature

has been implemented in the ALARO-0 model. With respect to NWP applications, the introduction of SURFEXv5 within
ALARO-0 has shown neutral effects on the winter 2 i i esotti

Boone-and-Wetze, 1999)-or-a-m temperature and on the vertical profile of the wind speed. However, it has shown positive
effects on the summer 2 m temperature, 2 m relative humidity, and resulted in improved precipitation scores compared to
the previously used ISBA model (Hamdi et al., 2014). Next to the validation of this setup for NWP, the implementation

of SURFEXvS within ALARO-0 is highly demanding for long-term climate simulations. In this study, SURFEX uses the
two-layer force restore method i i

used-in-this-eontributionfor ISBA. The first layer is the surface superficial layer, that directly interacts with the atmosphere,

and the second layer is the combined bulk surface and rooting layer, which is determined at the depth were soil moisture flux



10

15

20

25

30

becomes negligible for a period of about one week and is thus more important as a reservoir for soil moisture during dry periods
(Noilhan and Planton, 1989).

~SURFEX is based on a tiling approach. The tiles
provide information on the surface fluxes according to the type of surface: nature, town, inland water and ocean. The initial
parameterisation ISBA for the nature tile was conserved, and parameterisations for the other surface tiles were added, such
as the Town Energy Balance scheme (TEB, Masson, 2000) for the town tile. TEB uses a canopy approach with three urban
energy budgets for the layers roof, wall and road. The ISBA and TEB schemes were combined, together with parameterisation
schemes for inland water and oceans, and externalised, based on the algorithm of Best et al. (2004). Each tile is divided in
different patches, according to the tile type. These patches correspond to the plant functional types described in ECOCLIMAP
(Masson et al., 2003). ECOCLIMAP is a 1 km horizontal resolution global land cover database and assigns the tile fraction
and corresponding physical parameters to SURFEX.
Recentlythe-performanee-of the AEARO-O-medel-driven-by-

2.2 Experimental design

relaxation zone consisted of eight grid points irrespective of the resolution.

2.3 Experimental-design

For the presentstudy; The zonal and meridional wind components, atmospheric temperature, specific humidity, surface pressure
and surface components were provided every 6 hrs as lateral boundary conditions and interpolated hourly. They were introduced
as initial conditions accross the domain. A spin-up time was considered for the model to reach equilibrium between the lateral
boundary conditions and the internal model physics (Giorgi and Mearns, 1999). For the sake of a good understanding, the
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following description makes a distinction between atmospheric spin-up time, typically of a first-dewnsecalingsimulation—of

Sydtstarted-at-few days, and surface spin-up time, typically of a few months to one year. The analysis covered a 10-year period
from OOUTC on 01 January H%ﬁﬂd—fmweﬂ&ﬂﬂeus}y—uﬂﬂkw% to 0OUTC on Hanuary2000-—The-firstyear-was-treated-as-a

ar—2001. Although the 10-year length is arbitrary,

it is sufficiently long to include some inter-annual variability and to generate a reasonable sample of extreme events. The use

of a NWP model in a long-term climate setting for the performance of extreme precipitation events for a 10-year period was
recently demonstrated by—b}ﬁdsteé&e%al—@mé%
WM%WMM%WALARO -0 coupled to SURFEX-swas

The first downscaling approach was done by simulating the model in a continuous mode for both the atmosphere and the

surface (hereafter called FS—Tab}eé}—sfafﬁﬁg—aH%U—TGCON "CONtinuous"), Fig. 2). The model was simulated from 0QUTC
on 01 M

analysis-period-covered-the-10-year-period-January 1990, and ran continuously until 00UTC on 01 January 2001, The first
year was treated as both atmospheric and surface spin-up time, and was excluded from the analysis. The simulations were
interrupted and restarted monthly to allow for SSTs to be updated. Other surface parameters that were updated monthly using
the climatological values from ECOCLIMAP were the vegetation fraction, surface roughness length, surface emissivity, surface
albedo, sand and clay fractions.

In the second downscaling approach, the model was reinitialised daily for both the atmosphere as the surface (herafter called

DRI ("Daily Relnitialisation"), Fig. 2) The model started at 12UTC on 01 Januar 1991%03{—Beeember—2999~¥heﬂufpﬂ{—was

was-reinitialised-datlyatmospheric spin-up time, and were excluded from the analysis. By applying this downscaling approach
the regional model stays close to the driving fields (von Storch et al., 2000). As the driving fields provided daily reanalysed
data, a spin-up for the surface was redundant.

m-The third downscalin

approach tries to find the best compromise between previous approaches. The atmosphere was reinitalised daily and the surface

"Free Surface"), Fig. 2). This allowed the model

was simulated continuously with one single initialisation (hereafter called FS

to simulate the atmospheric fields close to the driving fields, together with a surface in equilibrium state. The model was
simulated from 12UTC on 01 June-2000-te-March 1990 until 31 AugustMay 1991, and the atmosphere was reinitialised dail
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for a simulation time of 60 hrs. The first 36 hrs were treated as atmospheric spin-up time, and were excluded from the analysis.
The surface conditions were kept continuous and joined after the atmospheric spin-up time with the surface conditions of the
previous daily simulation. In contrast to the atmospheric spin-up time, the surface spin-up lasted from 01 March 1990 until 31
May 1990, and this 3-monthly period was excluded from the analysis. Although CON required one year spin-up time, 3 months
were sufficient for the FS deep soil moisture to reach equilibrium state, when starting in March (not shown). The simulations

previous year.
The model output at every 3 hrs was used for the model evaluation, The evaluation of the-atmospherie-variables-atmospheric

variables for winter and summer was done for seven subdomains across Europe, to cover the spatial variability of the domain

(Fig. 221). This was in agreement with the subdomains that were used in the EURO-CORDEX community (Kotlarski et al.,
2014) and that were defined earlier in the framework of the PRUBENCE-projeet-project "Prediction of Regional scenarios
and Uncertainties for Defining European Climate change risks and Effects" (PRUDENCE) (Christensen et al., 2007). The
subdomains used in this study are-were the British Isles (BI), the Iberian Peninsula (IP), Mid-Europe (ME), France (FR), the
Alps (AL), the Mediterranean (MD) and Eastern Europe (EA). For both-MDB-the subdomains IP, ME, and EA, enlypartef-their

S used;-as-our-domain-is-not-covering-the-total subdemain-and-alse-therelaxationzone-was-exeluded—the yearly
cycle of the atmospheric variables was evaluated. These selected subdomains covered a range of climatic regimes. Additionally,
the surface energy fluxes were analysed. As land-surface processes play an important role primarily during summer, the model
output was stored at every hour for the summer period of June-July-August (JJA) during the 10-year period. We evaluated
the partitioning of the sensible and latent heat fluxes by the daily maximum Bowen Ratio (BR, Bowen, 1926) for the summer
periods from 1996 to 2000 for the total study domain, and compared the selected FLUXNET stations with their corresponding.
model grid points. The corresponding daily maximum BRs were analysed for the 10-year summer period from 1991 to 2000.
all surface energy fluxes were analysed and validated against observations.

3 Observational-data
2.1 E-OBSgridded datasetQbservational reference data

The results of the climate simulations were validated against E-OBS, a daily high-resolution gridded observational dataset

(Haylock et al., 2008). The dataset consists of the daily mean temperature, the daily maximum and minimum temperature, and
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the daily precipitation sumtotal. The most recent version v12.0 was selected on the 0.22° rotated pole grid, corresponding to a
25 km horizontal resolution in Europe. It covers the period 01 January 1950 to 30 June 2015. With respect to previous versions
of E-OBS, some improvements include the new precipitation data series for countries southeast of the Baltic Sea, updated
Slovakian series for all variables, updated Croatian series for all variables and a highly extended network for Catalonia, Spain.
These improvements also concerned our area of interest and time period of interest. In order to validate the model data, the
E-OBS-data-ALARO-0 data at 20 km horizontal resolution were bilinearly interpolated towards the-ALARO-6-20-km-E-OBS
at 25 km horizontal resolution and replotted to our study domain. A careful interpretation of E-OBS was necessary, as this
regridded non-homogeneously distributed network imptied-applied a smoothing out of extreme precipitation and consequently

a large underestimation of the mean precipitation (Haylock et al., 2008).

2.2 Eddyeovariance-data

TFhe FEUXINET-database-For the validation of the surface fluxes distribution in the model, we used measurements from the

FLUXNET Level 3 flux tower database (Baldocchi et al., 2001). It provides information on the energy exchanges-exchange
between the ecosystem and the atmosphere(Baldoechi-et-al52004H). FLUXNET is a global network, and consists of flux towers

using the eddy covariance method to monitor carbon dioxide and water vapor exchange rates, and energy flux densities. Fhe

eNo gap-filling has been done

and the comparison to the model output was only done at hours when no gaps occurred. A number of stations were already part
of a separate flux measurement network (Aubinet et al., 2000). However, only a few stations provided data for the first operating

W

y-covering the period 1996 to 2000.
Two FLUXNET stations were selected, that provided data during this period and where the model grid cell represented more

than 50% of the corresponding land cover, to show energy fluxes that were representative for the particular land cover. The

selected ecosystem towers cover different climatic regimes (Fig. Hwerel): (1) Vielsalm in Belgium, a temperate climate, at an
altitude of 491 m with a tower height of 40 m and mainty-covered by deciduous broadleaved forest and evergreen coniferous,

and (2) Collelongo in Italy, a Mediterranean climate, at an altitude of 1645 m with a tower height of 32 m and mainly covered

by deciduous broadleaved forest.
3 Validation of the mean model state
3.1 Spatial distribution

3.1.1 Daily mean 2 m temperature

The spatial distribution-distributions of the 10-year daily mean temperature bias ef-CRDX;-CON-(absolute, (model - observed
of CON, DRI and FS simulations are-were compared to E-OBS (Fig. 2?a;b3), for the winter (DJF: December-January-February)

NANAAIARAANARA
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and summer (JJA: June-July-August) season. The average biases during winter and summer for ERDX;-CONCON, DRI and FS
for the entire domain as well as for specific subdomains are presented in Table 2-CRPX-simulates5. CON simulated a cold bias

in general, except for northern Africa, with a pronounced orographic effect, for both winter and summer (Fig. 2?3c,d). Within

a}swe%ﬂfﬂﬁevei%eﬁgeﬁbfase%The cold bias over the domain-is-entire domain was less pronounced in summer than-in
i 94-with a value of -0.6 °€-and~0:62-C compared to the winter bias
of -1.8 Gfespeefwe}ywcv(v”ll@bvlgvl Moreover, the Iberian Peninsula and-Mediterranean-show-very-small-biasesas-aresult-of
was well simulated during summer as compared to

resulted in similar small biases, due to compensating errors as can be seen from (Fig. 3d).
With respect to ERDX;-CONdemeonstrates-=CON, DRI demonstrated a reduction of 26-30-%fer-the-cold-mean-the cold bias

during winter

EasternEurepe-shew-a-biasreduetion-of-~t-and summer, most prominent at the eastern part of the domain (Fig. 3e.f). This

resulted in a smaller bias for Eastern Europe of -0.3 °C erm inrand 0.0 °C
@Mabmsof-{—feﬁ% 1.1 OCfeithese%ubek)matns—hfeemf&sHe%he%afge}}Hmpfeveéwmtef

with40-70-%for-the British-Isles;—and -0.5 °C for winter and summer respectively (Table 5). Other subdomains showing a
large improvement of the IberianPeninsula-and-2 m temperature simulation by DRI, were Mid-Europe and the Alps with a

winter bias of -0.7 °C and -1.4 °C respectively that is about half of the bias of CON, and a summer bias of -0.3 °C and -0.8
°C. even more than half of the bias of CON for these subdomains.

The performance of the FS simulation is-differentfrom-CON;-both-was different for winter and summer as compared to CON
and DRI (Fig. 223g.h). The swinte : ing |

ERDX-and-CON-respectively(Table-2)-—For-simulation of the 2 m temperature during winter was best of all three approaches

when using FS. Large parts of the domain resulted in biases close to zero, such as the British Isles, France, Mid- Europe 5
Franeeand Eastern Europe

The bias decreased by ca. 1 °C in FS compared to CON for these subdomains (Table 5). Durlng summer, the sign of the bias
reverses-reversed from negative to positivefor-many-subdomains—, except for some isolated areas (Fig. 3h). The Alps were

much better presented by FS, resulting in a zero bias as compared to CON and DRI which showed a bias of -1.8 °C and -0.8
°C (Table 5). For the Iberian Peninsula and the Mediterranean, compensating biases resultin-aresulted in positive and close to

zero bias-summer biases (Fig. 3h). Mid-Europe, France and Eastern Europe are-were mainly characterised by a positive bias of
around 1 °C —The-Alps-are-much-better presented-by FS—compared-to-CON—(Table 5). The summer absolute bias simulated

10
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by FS was very similar to CON for the Iberian Peninsula and the Mediterranean, but slightly enhanced for Eastern Europe with
ca. 0.6 °C.

In summary, CON underestimates-underestimated winter and summer 2 m temperature with 1-2 °C on average. With respect
to ERDX;-CONshows-CON, DRI and FS showed a positive effect in-Eurepe-during winter and neutral-to-pesitiveeffeetin

R RAAAN AR ARANARAARASRAANASA

es-summer. In spite of a slight enhancement by FS of the
bias during summer for Eastern Europe, the winter bias was improved for most subdomains by using FS. Overall, the use of
a daily reinitialised atmosphere improved the representation of the 2 m temperature for both winter and summer compared to

€ONa continuous simulation of the atmosphere.

3.1.2 Daily accumulated precipitation

The spatial distribation-distributions of the 10-year daily accumulated precipitation bias 6f-ERBX-CON-and-FS-are(relative,
(model-observed)/observed) of CON, DRI and FS were compared to E-OBS, for the winter and the summer seasons (Fig.
224). The mean biases during winter and summer for CRBX;-CONCON, DRI and FS are presented for the entire domain as
well as for the specific subdomains in Table 32. The precipitation pattern of E-OBS during winter shews-displayed highest
values of >3 mm day™' over Portugal, northwestern Spain, western England, Scotland and Ireland, the Adriatic Coast and the
northern flanks of the Alps (Fig. 224a,b). During summer, similar amounts of rainfall are-were concentrated over the Alps and
the Carpathians, while lowest values of < 1 mm day" at the Iberian Peninsula, the Mediterranean and northern Africa.

of the wet bias, except for a dry bias in northern Africa (Fig. 2%e-d)-4c.e.¢). In general, ALARO was forced towards the tog

wet driving fields of ERA-Interim (Lucas-Picher et al., 2013), which can explain part of the overestimated precipitation. More

particularly, the overestimation fs—streﬁgest—m—wmeﬂﬁof winter precipitation was strongest in the Mediterranean and Eastern

the-bias-in-Bastern-Burope-is reduced-with-=-37-with values of 46.0 % and 35.3 % respectively (Table 2). However, the bias
mggdwaﬂlwmwg@wmmwAm%% compared to GRB?%T&b}eé%?hewbdemameaﬂeeﬂﬁ
~less than 25 % for CON
and DRI. This corresponded to a higher precipitation bias of 10-20 % for all specific subdomains and even more than 50%
higher for the Mediterranean.

During summer, the preeipita

spatial variability (Fig. 22
Wmmmww%ﬁwmm
the continental part as compared to winter and positive and negative biases occurred over the southern part of the domain (Fig.
4d). The Mediterranean expressed a high wet bias of 60.5%, except-for the Alps-and but the Mediterranean-{Table 3)-However,
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the-absolute values forpreeipitation-in-summer-are-in summer were close to zerofor-the-Mediterranean, as it is characterised
by a climate with dry summers (Fig. 224b).

The-performance-of FS-is-different-than-CON-for-both-seasons-The bias pattern over the continental part was very similar
for DRI compared to CON during summer, while Southern Europe showed increased wet biases (Fig. 2?g;:h4f). The wet-bias

(Table 3)—This-contrasts—to-Mid-Europe;Franee-2). The performance of FS was similar to CON for Southern and Eastern
Europe (Fig. 4h). This contrasted to the continental part of the domain, where the precipitation signal reverses-and-a-dry-bias
reversed and dry biases occurs, though it is-was rather small (-6-92-%for Mid-Europe;—3-45-%for-7.0% for France, -838
-13.4% for Mid-Europe, -8.2% for Eastern Europe respectively). Still-the-excessive-amounts-at-the-western-coast-of-the Uk
and-the-mountains-are-present-and-similar-to-CON-Consequently, the summer precipitation was simulated better by FS than
CON and DRI

In summary, the we

rmodel was characterised by a wet bias
in winter and summer. This-reduetionis-strongest-during-summerThe spatial variability during winter was very similar for
all simulations, but during summer the precipitation showed a different behaviour. For the southern part of the domain, DRI
established increased precipitation biases, while FS was more different to CON for the continental part, but not so_much

FS improved the summer precipitation bias. Therefore, the combination of the daily reinitialised atmosphere together with a
continuous surface is crucial in summer to get the best results.

3.2 Mean annual cycle
3.2.1 Daily mean 2 m temperature

To validate specific subdomains within the larger domain on a monthly scale, the mean annual cycles of the downscaled
simulations are-compared-with-were compared to the observations (Fig. 225). We focused on the following subdomains (Fig.

221): (1) the Iberian Peninsula at the western boundary of the domain with its warm and dry summer climate;—; (2) Mid-

12
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Europe with its transitional-climate;-temperate climate; and (3) Eastern Europe at the eastern boundary of the domain with its
continental climate.

The daily mean 2 m temperature reaches-reached about 23 °C at-in the Iberian Peninsula, while it rises-raised to 20 °C
in Mid-Europe and Eastern Europe (Fig. 225a,b,c). For the-these selected subdomains, the-dewnsealed-simulations-show-all
downscaled simulations presented very similar autumn (SON: September-October-November) temperatures, but underestimate
underestimated them with respect to E-OBS. Fer-winter-and-spring-(MAM);FES-is-closer-to-the-observations;whereas-CON
underestimates the Regarding the other seasons, the simulations revealed a different behaviour in the representation of the 2 m

emperatures—Regarding summer;-the-selected-subdomains-show-different-model-behaviour-m temperature with respect to the
observations.

At-For the Iberian Peninsula, both-CON-and-FHS—underestimate-the 2 m summer-temperature-temperature was generally
underestimated for all seasons (Fig. 2?5a). However; FS-is-Except for autumn, FS was closer to the observations than-CON-as

compared to CON and DRI, resulting in a sumimer-temperature-bias-of ontyt-yearly mean temperature of 12.5 ®Ceompared
to-2, which was closer to the observed yearly mean temperature of 13.7 °C as compared to 11.6 °C by-€ON-—and 11.9 °C
by CON and DRI respectively. The summer 2 m temperature was well simulated by FS for this subdomain. For Mid-Europe,
EStCONjoverestimates—funderestimated - CON and DRI underestimated the 2 m temperature for all seasons, whereas FS
was very close to the observations from February to May (Fig. 5b). However, ES overestimated the summer 2 m temperature
and CON and DRI underestimated the summer 2 m temperature. Still, the yearly mean is-value of 9.0 °C by FS was very
close to the ebservations-with-FS-(Fig—2?b)- Similarty-to-observational mean of 9.3 °C. In contrast to the Iberian Peninsula
and Mid-Europe, DRI and F'S demonstrated almost identical behaviour for the simulation of the 2 m temperature for Eastern

whereas CON underestimated the 2 m temperature. Similar to Mid-Europe, FS (CON--shightly-overestimates-(underestimates)

overestimated the summer 2 m temperature with ca. 1 °C and CON underestimated the summer 2 m temperature with ca. 1 °C
in Eastern Europe(Fig—2?¢)-. Yet again, the yearly mean resultsin-a-very-smal-difference-using FS-value of 8.5 °C by FS was
very similar as compared to the observations ;-while-larger-differences-oecur-using-CON-with a value of 8.6 °C , while largest
differences occurred using CON with a value of 7.5 °C.

In summary, the yearly mean temperature is-was underestimated by CON -while FS-is-very-elose-to E-OBS—The-difference
between-the-downsealed-simulations-is-about-+-2->Cfor all subdomains. Along the selected subdomains, there are-were larger

differences between the simulations in Mid-Europe and Eastern Europe as compared to the Iberian Peninsula. DRI was able to
simulate the 2 m temperature better for Mid-Europe and Eastern Europe as compared to CON for winter, spring, and summer.
The yearly mean 2 m temperature was best represented by FS. However, the summer 2 m temperature was overestimated b

FS for Mid-Europe and Eastern Europe, but neither CON nor DRI simulated well the summer 2 m temperature with respect to
the observations.

3.2.2 Daily accumulated precipitation

13
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Simitarty-Similar to temperature, the monthly means of the daily accumulated precipitation, averaged over the 10-year period,
are shown in Fig. 22-5 for the Iberian Peninsula, Mid-Europe and Eastern Europe. When comparing the observations, the
yearly cycle is-was most pronounced at the Iberian Peninsula, with minimum precipitation values of ca, 0.5 mm day™' during
summer, and maximum precipitation values of ~-ca. 3 mm day™' during spring, autumn and beginning of the winter (Fig.
225d). The precipitation in Mid-Europe reaches-reached highest values of &2-5-ca. 3 mm day™' during summer (Fig. 225¢).
The continental climate of Eastern Europe resufts-in-presented average values of 1 mm day™! for winter and spring, while most
rainfall eeeurs-occurred in the summer with-vatiesap-te-of ca. 2.5 mm day! (Fig. 2251).

In general, the agremeent of the simulations was largest in autumn. For the Iberian Peninsula, the yearly-seasonal pattern of
the downscaled simulations feHews-the-followed the seasonal pattern of E-OBS (Fig. 225d). The model simulations represent
represented an overestimation of the precipitation for all seasons. This overestimation is-was stronger in winter and in spring,
and is in agreement with Lucas-Picher et al. (2013). For these two seasons, E-OBS shows-showed an undercatch of the pre-
cipitation, which might amplify-have amplified the model biases (Rauscher et al., 2010). CON and FS-compare-very-welDRI
were closer to the observations than FS in winter and spring, resulting in mean-yearly-values-of+-94-yearly mean values of
19,20, and 2.1 mm day™' and-2-69-respectively for CON, DRI and FS, as compared to the observational mean value of 1.7
mm day ' respeetively. In Mid-Europe, the model everestimates-overestimated the precipitation for most of the year, except for
summer (Flg 225e). Durlng summer, FS shows-showed a large underestlmatloneempafed{&GGN—éespﬁeﬂevefesﬁmaﬂeﬂ

arnit, whereas CON and DRI showed a similar pattern

of overestimated precipitation. The precipitation in Eastern Europe is-was overestimated by the model during most of the year,

ES-than-€CON-—-5f, Lucas-Picher et al., 2013). All simulations demonstrated considerable agreement on the estimation of the
summer precipitation. The yearly mean precipitation by CON was lowest with 2.0 mm day™! and highest when using FS with

2.1 mm day’!, as compared to 1.6 mm day”' by the observations (Fig. 5f).
In summary, the downsealed-simulations-everestimate-three downscaling approaches overestimated the precipitation, except

for an underestimation during-summerfor Mid-Europe and Eastern Europe in particular months. On a yearly basis, the dif-
ferences between CONand-FS-are-, DRI and FS were small, but on a monthly basis, the magnitude of differences depends

depended strongly on the region of interest. There are-larger-differences-were larger differences between the model simulations
for Mid-Europe and Eastern Europe compared to the small differences at-for the Iberian Peninsula.

4 Eand-atmospherefeedbaekValidation of surface fluxes

The 1an
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preeipitation-and-the-dailyrelative-deep-soil-moisture-spatial distributions of the 5-year daily maximum Bowen Ratio (BR) of
CON, DRI and FS were compared to FLUXNET observations, for the summer period only (Fig. 226a,b,c). The seil-meisture-is

e—averase—d Aranca e evalaatedb e

inmfmecorresponding spatial distributions of the 10-year daily maximum BR of CON, DRI and FS were evaluated with
respect to the results for the 5-year period (Fig. 6d,e.f). The seeond-modeHayer-was-selected-torepresent-the-deepseil-meisture-

r-mean diurnal cycles of
the surface energy fluxes are illustrated over the 5-year summer period 1996-2000 for the FLUXNET stations of Vielsalm and
Collelongo and their corresponding model grid points (Fig. 2?b)—The-extreme-differences-innorthernAfrica—arerelated-to

—as-the axatton—zone-was-notexchaded

Howeyver, large differences appeared for the three downscalin
approaches, particularly for the continental part of the domain. Relatively low values of 0 to 1 were represented by CON,

a)-while DRI showed BR values of 0.5 to 1 and highest

values of 2 to 3 were expressed by FS.

41 Seilmoi orecipitation feedbael
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5 (higher) than 1, the latent heat flux is higher (lower) than the sensible heat flux. The FLUXNET observations for Vielsalm and

Collelongo were displayed, and indicated best agreement with DRI (Fig. 6b), expressed by values of 1.12 and 1.32 respectivel

Table 3). Though this validation was based on 5 summer periods only from 1996 to 2000, it was still robust as indicated by the
corresponding plot for the 10-year summer period from 1991 to 2000 (Fig. 2?a);while-the-precipitation-differences-were-mostly

OrEE adto-the—<o MO ad aranece » h A

10

15

dewnsealing-setup—6d,e.f, Table 3). In spite of highest BR values presented by FS, the stations of Vielsalm and Collelongo
were located into isolated parts of lower BR, indicated by the average values of 0.61 and 0.83 respectively (Table 3).

20

| imutationsis The net radiation was underestimated for all simulations (Table 3), but this underestimation was

larger for Collelongo, which could be related to its complex topography. The model generally underestimated H, and overestimated
LE. The ground heat flux (G) showed much higher values than the observed ones. G is dependent on the soil temperature,
which is overestimated by the land surface model. This is due to the representation of the soil-surface leaf litter in the model.
30 Wilson et al. (2012) showed that without an explicit formulation of water and energy exchanges within the residue layer, their

surface model overestimated LE, G and soil temperature and underestimated H. As the net radiation and ground heat flux were
simulated very similarly for all simulations, they were not shown in Fig. 2?—The-netradiation-is-well-simulated-for BE-Vie;

compared-to-the-observations7._
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For Vielsalm, H was simulated well by DRI and FS during nighttime and daytime, whereas CON underestimated H durin
daytime (Fig. 2?a iS5 - ST . .

and estited—-hishe 4

7a). The daily maximum H by CON was only 118 W, as compared to 151 and 139
W2 for DRI and FS respectively (Table 3). Yet again, this validation was only done for 5 summer periods from 1996 to 2000,
but the corresponding daily maximum values for the 10-year summer period 1991-2000 indicated that the S-year period was
representative for the validation of the fluxes (Table 3). The LE was overestimated by all simulations, but the difference with the
observations was smallest for DRI while it was highest for CON. The daily maximum BR was lower than 1 for all downscaling
approaches (Table 3). This means that they all simulated a higher latent than sensible heat flux;FS-results-in-ahighersensible

o e (LU Y

. Still, DRI and FS showed higher values for
BR than CON. Therefore, the partitioning of the surface energy fluxes was better represented by DRI and FS for the station of
Vielsalm.

For Collelongo, H was underestimated by the model during daytime and overestimated during nighttime, except for DRI
which demonstrated a good agreement with the observations. Yet again, the model overestimated LE during daytime, except for
DRI. The daily maximum H for DRI of 247 W? was close to the observed value of 253 W2, whereas CON and FS respectively-
other words. CONresuhy-ina-higher Tatent thar sensible heat i for Bl-Vieswhich does notagree with 1°Sand simulated
much lower values of 159 W= and 197 W respectively (Table 3). The simulated LE showed the largest difference with the
observed one using CON. Regarding BR, the simulation by DRI with a value of 1.35 was in very good agreement with the

observations.

The DRI simulation resulted in the correct partitioning of the surface energy fluxes at Collelongo. CON was not performin

well in simulating the correct partitioninge

much improved as compared to CON._

In summary, RN was underestimated by the model, whereas H was underestimated and LE was overestimated. However,
DRI performed well for H at Vielsalm and for LE at Collelongo. For Colellongo, this resulted in a correct simulation of the
partitioning of the surface energy fluxes, translated into an excellent value for BR. Least well simulated were CON and G. The
use of a daily reinitialised atmosphere improved the correct partitioning of the surface energy fluxes. FS could not improve the
representation of the surface energy fluxes for both stations with respect to DRI The validation of G was not conclusive, as
this parameter needs to be revised with an improved residue layer.

17



10

15

20

25

30

5 Conclusions

An assessment of twe-downsealing-setaps-three downscaling approaches has been performed using the regional climate model
ALARO-0 coupled to the land surface model S%WWMMMM
boundary conditions from ERA-Interim.

original-setap-of-The simulations were applied for a 10-year period from 1991 to 2000, for a Western European domain. The
performance of ALARO-0 wi

awith SURFEX has alread
been validated for NWP applications (Hamdi et al., 2014), but not yet for long-term climate simulations.

We compared the common used method-approach of a continuous climate simulation with the-newer-method-two alternative

aprooaches of frequently reinitialising the RCM simulation towards its driving field—FS-outperforms-CON-for-summer-and
wrinter-, combined with either a daily reinitialised or continuous surface. The use of a daily reinitialised atmosphere outperformed
the continuous approach for winter and summer 2 m temperature, and detoriorated the summer precipitation. The—winter

precipitation by FS—isslightly degraded However, the use of a continuous surface next to a daily reinitialised atmosphere
Wm@wuh respect to CON;-but-is-still-similarto-CRDX-However;-the-biases-are-doubled-for

' 9
Furthermore, it improved the winter 2 m temperature, whereas it resulted in a neutral impact on the summer 2 m temperature

and the winter precipitation, despite a slight deterioration at the Mediterranean. The SSTs were ﬂet—srmulafed—ffee}y—buﬂelm-
tialised daily together with the 4

the monthly updated SSTs in the continuous approach.

The seasonal cycle of the 2 m temperature and precipitation was different for three selected subdomains that covered large
climate variability. Both the temperature climate of Mid-Europe and the continental climate of Eastern Europe indicated more
seasonal variability than the Mediterranean climate of the Iberian Peninsula. The simulation of the 2 m temperature had
improved when applying daily reinitialised atmosphere with continuous surface, despite an overestimation of the summer

2 m temperature

stratiform-systems—during-winter, The model disagreed more for precipitation, because of the forcing towards the too wet
driving field of ERA-Interim and the low spatial coverage by the observations in some regions. It was clear that the agreement
for the precipitation between the model and the observations was highest during summer, while other seasons showed stronger

deviations.

TFhe-differencesin-During summer, the interaction between the land surface and the overlaying atmosphere is largest. The 2
m temperature as

with the soil moisture —The-drier—sotlsrepresented-by—FS-and influences the partitioning of the surface energy fluxes. The
daily reinitialisation of the atmosphere improved the representation of a correct partitioning, though the latent heat was highl
overestimated for Vielsalm and resulted in a too low value as compared to CON-ean-be-coupled-to-the-atmospheric-variables;
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by-the-choice-of the downsealing setup- ELUXNET observations. Still, this approach outperformed the use of a continuous
simulation. For a more comprehensive analysis, we recommend to include more FLUXNET stations. A more in-depth analysis
on the interaction between 2 m temperature, precipitation, and surface energy fluxes can reveal soil-moisture-temperature
coupling (Jaeger et al., 2009), but this lies outside the scope of this study.

In conclusion, this study demonstrated that the approach of a daily reinitialised atmosphere was superior over the continuous
approach. The use of a continuous surface next to a daily reinitialised atmosphere even improved the winter temperature and
summer precipitation. The latter approach is highly recommended in a setup with GCM forcing, as imperfect initial and lateral
boundary conditions are applied.
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The daily mean 2 m temperature bias (°C) and RMSE (in brackets) between the downscaled simulations and E-OBS for the total domain
and the subdomains (BI, IP, FR, ME, AL, MD, EA) during DJF and JJA for the 10-year period 1991-2000.

The daily mean 2 m temperature bias (°C) and RMSE (in brackets) between the downscaled simulations and E-OBS for the total do-
main and the subdomains (BI, IP, FR, ME, AL, MD, EA) during DJF and JJA for the 10-year period 1991-2000.Table 1. Overview-on
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The daily mean 2 m temperature bias (°C) and RMSE (in brackets) between the downscaled simulations and E-OBS for the total domain and
the subdomains (BI, IP, FR, ME, AL, MD, EA) during DJF and JJA for the 10-year period 1991-2000.
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Table 2. The daily accumulated precipitation bias (%) and RMSE (in brackets) between the downscaled simulations and E-OBS for the total
domain and the subdomains (BI, IP, FR, ME, AL, MD, EA) during DJF and JJA for the 10-year period 1991-2000.

o

TOTAL BI 1P FR ME A
23
64
56

JJA  ERDXCON 2568121 (42) 3048247 (44) 4935115(29) 2322120(44)  3078119(5.0) 2845326 (7.3
CONDRI  +:232254.7) 259827.0(47) +:75300(34) +h99-183 (5.1 117888 (5.5) 32:5048.2 (8.9
FS 34936 (4.5) 4873174 (4.6) 134413.0(3.2) -692-7.0(4.6) -4345-134(5.1) 2349235 (8.3
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Table 3. The daily maximum surface energy fluxes Wrn’z) averaged over the 5-year JJA period 1996-2000 and the 10-year period 1991-2000

TOTAL- BIRN PH FRLE MEG_ ALBR
Vielsalm MDOBS  BAY4IT 151 134, n L12
CON 480@8) 159047 270@89) 1117108 059051
DRI_ 49600 2472 1830194 1430140 135(119)
FS_ 501 (498) 197.(191) 236 (247)_ 111 (110) 0.83 (0.77)
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Figure 1. The total domain on 20 km horizontal resolution and the subdomains (BI, IP, FR, ME, AL, MD, EA) based on the subdomains
selected in the EURO-CORDEX framework. The color represents the orography (m) in the ALARO+SURFEX setup. The two black dots
represent the FLUXNET stations BE-Vie(Vielsalm 5(Belgium) and H-Eet-(Collelongo ;(Italy).
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Figure 3. Daily mean 2 m temperature --absohite-(°C) for E-OBS DJF (a) and JJA (b), and absolute bias (°C) of the model with E-OBS for
ERDX-CON DIF (c) and JJA (d), for EON-DRI DJF (e) and JJA (f) and for FS DJF (g) and JJA (h), all at a 20 km horizontal resolution for
a-the 10-year period 1991-2000. The dots represent the grid points with a significant difference at 5%, using the Student’s t-test with a null
hypothesis stating that the means of the model and observations are equal.
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Figure 4. Daily accumulated precipitation r-abselate-(mm g/al\y;L) for E-OBS DIJF (a) and JJA (b), and relative bias (%) of the model with
E-OBS for ERBX-CON DIJF (c) and JJA (d), for €ON-DRI DJF (e) and JJA (f) and for FS DJF (g) and JJA (h), all at a 20 km horizontal

resolution for a 10-year period 1991-2000. The dots represent the grid points with significant different variations at 5%, using the F-test with
a null hypothesis stating that the variances of the model and observations are equal.
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Figure 6. Corretationbetween-Daily maximum Bowen ratio averaged over the differencein-daity-deepseil-moistare-5 year JJA period
19962000 for (¢FS-CON/CONa) CON, in6(c) DRI and (ag) FS and averaged over the difference-in-2-m-temperature-10-year JJA period
1991-2000 for ((FS-€ONb) CON, in—>€(d) DRI and (bf) ngé@&%the differenee-in-aceumulated-preeipitation-values for the
FLUXNET stations Vielsalm (Belgium) and Collelongo (FS-CONACONItaly)-in-%) Signifieant grid-boxes-at 0:05tevel-are-identified-with
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Figure 7. Daily cycle of the energy fluxes (W m2) in JJA 1996-2000 for Vielsalm in the top row and Collelongo in bottom row for (a,c) H,

and (b,d) LE, for the FLUXNET observations and their corresponding model grid points by CON, DRI and FS. The error bars represent the

standard deviation of the observations.
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