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The manuscript "Joint CO2 state and flux estimation with the 4D-Var system EURAD-
IM" by Klimpt et al. describes a variational data assimilation system for the regional
atmospheric inverse modeling of natural and anthropogenic surface CO2 fluxes. The
study focuses on the asset of including the CO2 atmospheric transport model initial
conditions in the optimization parameters. The demonstration of this asset is sup-
ported by academic twin experiments. The study spends time on properly deriving the
equations underlying the data assimilation system, the transport model and its adjoint.

The text is often concise and clean. The inversion system presented in this study is
clearly interesting and should have some potential for the CO2 regional atmospheric
inversion activities.

It is difficult to assess how much the authors had to adapt to EURAD-IM system for the
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specific application described in this study. However, even though | can assume that it
required efforts and significant developments, | feel that the deficiencies of this study
make it hardly acceptable for publication. | would encourage the authors to resubmit
a new manuscript better focused on a more critical asset brought by their CO2 config-
uration of EURAD-IM compared to other CO2 (variational) regional inversion systems
than the corrections to the initial condition. The paper should better emphasize the
new developments they had to conduct in order to adapt the EURAD-IM system to
CO2 flux inversion which would give the opportunity to highlight how much this activity
differs from the monitoring of concentrations or emissions of other species. On the
other hand, it should avoid deriving all the details of the common theory underlying the
variational inverse modeling framework that can be found in other publications.

1) My main feeling about this study is that it misses some of the basic knowledge on
the CO2 regional flux inversion even though it refers to relevant studies in the field:

- The most important point: the adjustment of the initial condition is not a critical issue
for regional inverse modeling studies. The influence of the initial condition for a domain
such as the area of interest in this study hardly persists after 1 day of simulation, while
the windows of analysis for the atmospheric inversions dedicated to natural fluxes (see
my point about anthropogenic sources below) generally range between 1 month and 1
year, and while such inversions aim at deriving precise estimates of the fluxes typically
at the 1-month to annual scale. In such a context, running 12-h inversion experiments
like in this study is not really relevant. While this paper clearly targets estimates of the
fluxes, it is much influenced by sequential data assimilation systems which target the
analysis and forecasting of the atmospheric concentrations (e.g. in air quality). The
author may have failed to understand the critical difference between these two types
of activities. A true critical source of errors when conducting regional atmospheric
inversion are the model CO2 boundary conditions (even though these conditions are
poorly discussed at line 23-24 p5 and even though they seem to have been ignored on
figure 2). An increasing number of inverse modeling studies (e.g. Lauvaux et al. 2012,
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Henne et al. 2016) include the model boundary conditions among the optimization
parameters. Of note is, however, that the initial conditions play some role for global
systems and that, consequently, the joint adjustment of the (global) model CO2 initial
conditions and fluxes is not something new in the CO2 inverse modeling community
(e.g. Chevallier et al. 2013).

- The choice of the measurement sites is not critical for twin experiments with syn-
thetic data. However, the authors made an embarrassing mistake by selecting locations
corresponding to eddy covariance flux measurement sites (from the eddy covariance
flux database FLUXNET). Such sites measure high temporal variations of atmospheric
CO2 to derive local flux estimates, but the accuracy of these CO2 measurements is
not consistent with the requirement of atmospheric inversion. The confusion between
the atmospheric CO2 measurement sites and the eddy covariance sites is also high-
lighted in table 1 by the column "Vegetation". This indication is relevant and usually
given for the representativity of eddy covariance sites but not for the atmospheric sites
dedicated to inversions, which should integrate the signal from large areas. The actual
atmospheric CO2 measurement sites correspond to the CarboEurope, ICOS. .. net-
works (e.g. https://icos-atc.Isce.ipsl.fr/stations). Since some sites include both eddy
covariance and atmospheric CO2 measurements, some of the atmospheric sites are
included in Table 1. But some sites clearly correspond to locations where there is
no well calibrated atmospheric data and, on the opposite, the list misses some of the
iconic stations of the european network close or within the area of interest.

- The assumption that the system could solve for the anthropogenic emissions along
with biogenic fluxes based on the type of observation network used in this study is
problematic. it is wrong that "On a global scale atmospheric inversions improve the
quantification of (natural and) anthropogenic carbon fluxes" and most of the state of
the art global atmospheric inversions have been run assuming that the knowledge on
the anthropogenic emissions from gridded inventories is perfect (Peylin et al. 2013).
At the typical ICOS measurement stations that are located at a certain distance from
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major anthropogenic CO2 point sources and which are dedicated to the natural fluxes,
the signal from anthropogenic emissions is generally much lower than that from the
biogenic fluxes (at least during the growing season) and far more difficult to deal with
since anthropogenic emissions are far more localized and heterogeneous than bio-
genic emissions. The correlation of the uncertainty in these emissions is extremely
difficult to characterize and the diffusion equations (I18-11 p11) do not seem adapted
to model this correlation. Indeed, the authors have to distort (i.e. set-up to deal with
concerns that are not related to assumptions on its actual structure: see points 1. to
3. at lines 7-9 on page 12 and more generally 3.8.2) the prior uncertainty covariance
matrix to ensure that the system gets some potential to solve for the anthropogenic
emissions.

- Adjusting the fluxes without solving for the diurnal cycle of the fluxes (at least solving
for the nighttime and daytime fluxes separately) while assimilating data during daytime
only could be seen as another issue of the system proposed in this study. There
are high uncertainties in the diurnal cycle of all the types of fluxes that are solved
for here (anthropogenic emissions, photosynthesis and respiration) opposed to what
I2 on p3 seems to indicate. Regarding the limitation of the number of optimization
parameters: other inverse modeling studies were conducted over time windows that
are far larger than 12h, with a number of optimization parameters that is larger than
the one considered here, even when including the 3D field of the CO2 initial conditions.
So | am not sure to understand what are the computation limitations that prevent from
solving for the diurnal cycle of the fluxes in this study.

- The ability of transport models to assimilate data at 6am is debatable. CO2 Regional
inverse modeling systems generally use afternoon data only.

- The value of 2ppm (I11p13) given to the observation error, which has to account
for transport modeling error, seems too small compared to the typical CO2 variability
simulated and measured at CO2 atmospheric sites in Europe.
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- | am surprised to read that in the region of interest, most of the anthropogenic emis-
sions are connected to "few power plants” (117 p13). Could the authors display the map
of the anthropogenic emissions they use in Figure 4 ? or maybe show the zoom on the
region of interest (for all types of fluxes).

2) Some general comments by sections:

The abstract and introduction (and to some extent sections 2 and 3 too) fails to give
a precise framework and concrete objective for the study or for the system it uses. In
the abstract, sentences like 14 to 6 p1 are given out of context and impossible to under-
stand. A particular issue is that the introduction (and sections 2 and 3) fails to give an
idea on the temporal and spatial scales corresponding to the study (the scales of in-
terest when analyzing the fluxes, the typical inversion time window. ..), which prevents
from weighting the discussions regarding the initial conditions in this sections (see my
general comment above on that topic). On the other hand, the introduction goes in
various directions and raises a lot of different topics (on the transport modeling errors,
the spatial heterogeneity of fluxes in Europe, the development of coupled ecosystem
- transport models that can assimilate both eddy covariance flux measurements and
CO2 atmospheric data. . .) that are associated with atmospheric inversion but that are
not be strongly connected to this study. The central topic of the initial conditions is
introduced quite abruptly at line 22p2.

Section 2 and most of Section 3 are dedicated to the mathematics that are generally
quite common for atmospheric inversion (or more generally 4DVAR incremental data
assimilation), transport modeling and adjoint transport modeling: in general, the equa-
tions correspond to many of the systems that have already been used in atmospheric
inversion. | may be wrong but | also feel that the main pieces of the CO2 EURAD-IM
system in this study (transport model, adjoint, cost function optimization scheme, joint
optimization of initial conditions and surface fluxes etc.) were already in place for previ-
ous studies with EURAD-IM dedicated to other species. Therefore | am not convinced
that it is useful to have all this theoretical framework in this paper.

C5

Section 4 does not discuss the consistency between the set-up of B and K and the
perturbation applied to the initial state and flux factors in the twin experiments. Com-
ments on figure 6 at 122-23 p14 are a bit optimistic : the overestimation of the initial
concentration in the footprint of the measurements sites (up to -3 ppm) is often larger
that the background underestimation (2 ppm). | do not understand 127-30 p14 and the
story about the wiggles.

3) A lot of parts of the text are quite confusing or misleading e.g. (I cannot list all issues)
- in the abstract: "uncertainties of initial values, which arise from highly uncertain sur-
face fluxes and night-time transport” - the 3rd paragraph of the introduction dedicated to
transport error seems to say that transport errors are larger with regional / mesoscale
transport models than with global transport models - "accounting of uncertainty of at-
mospheric concentration” at line 24-25 p2 - "validating the impact of erroneous initial
values" line 29-30 p2 - I5p3 and in general : the story about the dimension of the flux
space vs. initial concentration space is really misleading, given that, even if accounting
for injection heights for the anthropogenic emissions (i.e. using a 3D field in space to
describe these emissions), and even if considering the 12h inversion time window of
section 4 for which the system does not solve for the flux temporal variations, there are
three types of flux fields vs. one initial concentration field so that the two dimensions
are strongly different. | feel that using the same letter for the two dimensions does not
significantly simplify things, so | do not understand why the authors do it. - the two last
lines of p6: what do they mean ? which assumptions are used to select the model
vertical layer in which to locate the stations ? ...
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