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Introduction

This document describes the input namelist parameters for the BRAMS v. 5.1
atmospheric model with recent developments. Specifying values for each of the
variables in the atmospheric model namelists is the main way that a user may
configure the model and select from the many options available for a particular
model run. The namelists RAMSIN in BRAMS 5.1 are standard FORTRAN namelists.

The atmospheric model component of BRAMS contains 5 namelists, namely:
« S$MODEL_GRIDS
e $MODEL_FILE_INFO
« $MODEL_OPTIONS
e S$MODEL_SOUND
« S$MODEL_PRINT,

The atmospheric chemistry modules (CCATT and TEB-SPM) coupled to BRAMS are
described in 2 sections, one for each different model:

o S$CCATT_INFO

o S$TEB_SPM_INFO

while the initialization and boundary conditions ISAN namelist are:
o S$ISAN_CONTROL
o S$ISAN_ISENTROPIC.

Also new in this version, there are three additional namelists
$POST
$DIGITALFILTER
$SMETEOGRAM

These namelists are all contained in the data file called RAMSIN. This is a
default name; the input namelist name can be set as a command line argument. Each
namelist in this file begins with one of the above identifiers, and ends with the
character string “$END”. All variables in these namelists have sample values
assigned to them in the RAMSIN file, but the user will need to edit many of them for
a specific simulation or forecast. A sample RAMSIN file is available at ./BRAMS
directory.

The following sections contain descriptions of all atmospheric model parameters
and namelist variables. These descriptions include the meaning of each parameter
or variable and provide acceptable or recommended settings for them. Cross-
referencing to related variables provides additional information. For this reason, we
recommend a complete read-through of all namelist variables. An index of the
configuration and namelist variables can be found at the end of this document.

IMPORTANT: Note as a matter of syntax that each value assigned to any namelist
variable in the RAMSIN file must be followed by a comma.



Brief description of the BRAMS development

BRAMS was originally developed as part of a joint project between ATMET /USA and
the Brazilian institutions IME/USP, IAG/USP and CPTEC/INPE, and funded by FINEP
(Brazilian Funding Agency). This project aimed to produce a new version of the
Regional Atmospheric Modeling System (RAMS) tailored to address some of the
environmental problems of the tropics. The main objective was to provide a single
model for Brazilian regional weather and research centers.

The first version (BRAMS 1.0) was based on RAMS 5.0, with the inclusion of
modeling of physical phenomena such as Shallow Cumulus and New Deep
Convection (mass flux scheme with several closures, based on Grell et al., 2002),
improvements in software quality (leading to binary reproducibility with just 1 grid
and higher portability) and a higher resolution vegetation data file (1 km vegetation
data derived from IGBP 2.0 + IBGE/INPE dataset LEAF-3 with observed parameters
for South American biomes).

The version 2.0 was based on RAMS 5.04, and included all of modifications
described above and a new surface parameterization using SiB 2.5 submodel, a new
scheme to assimilate a heterogeneous Soil Moisture profile based on satellite data,
binary reproducibility with nested grids, corrections for Lite and Mean variables
output and improvements in software quality trough checking if all variables were
properly initialized.

The following stable version, named BRAMS 3.2, was the first distributed in CC-GNU
GPL in an official home-page (http://www.cptec.inpe.br/brams). It included the
version 2.0 plus enhanced portability and software quality, improvements on the
heterogeneous soil moisture assimilation procedure, an operational assimilation
cycle and forecast procedure and improvements in serial and parallel performance.

The version BRAMS 4.0 was an extension of the version 3.2, with enhancements in
portability (running in NEC SX-6 and others compilers) and software quality
(including new procedure to read RAMSIN. It also featured a new scheme to build
executable code, etc), improvements on serial and parallel performance (best
vectorization rates in some codes, improvements on performance for advection
scheme and improvements in master-slave communications), corrections in Shaved
ETA scheme and LEAF scheme based on RAMS 6.x, inclusion of a new scheme for
radiation (CARMA parameterization), inclusion of a new option to allow manual
domain decomposition and also include the option of 2 new emission model running
coupled to BRAMS: the CATT (Coupled Aerosol and Tracer Transport) scheme and

TEB-SPM (Town Energy Budget — Simple Photochemical Module) scheme.

The current version of the BRAMS (5.2 as in December, 2015) has several new
features described in the table below and illustrated by the figure 1.
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Figure 1. Several sub-grid scale physical and chemical processes simulated by the
BRAMS v. 5.1+ model.
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Model Configuration Parameters — Fortran 90 Module:
“grid_dims.f90”

There are 11 parameters in the “grid_dims.fo0” file (found at
<BRAMS_ROOT_DIRECTORY>/src/brams/modules/), 9 of them are used as
array dimensions for many variables in the in the atmospheric model global
memory and 2 of then are used to set array dimensions exclusive to coupled TEB
emission model. Whenever any of these parameters is changed, the entire model
code must be recompiled, according to dependencies described in the build
structure. These parameters set limits on maximum numbers of grid points, grids,
etc. Normally, model simulations should run with the default dimensions,
however, for very large simulations, one may need to increase these parameters.
The parameters should be set large enough for the required model space, and
for convenience, large enough to fit any anticipated expansions of required model
space, but not so large that excessive computer memory is unnecessarily
allocated. Most significant memory space is now dynamically allocated, so these
parameters are not as important in determining memory usage as in the past.
The grid_dims.f90 parameters are described in the following table.

MAXGRDS The maximum number of grids that may be used in a model run. The
integer number of grids actually used in a run is specified by the namelist

variable N(%RIDS. NGRIDS may be changed from one model run to the
next using

the same executable, as long as NGRIDS does not exceed the value of
MAXGRDS that was set when compiling the model. Thus, MAXGRDS
should be set to the largest number of grids that will be used in a series

of runs made from the same compiled code.

NXPMAX The maximum number of grid points in the x-direction to be used on any
integer grid. The actual numbers of grid points spanning the x-direction on
individual grids are specified in the multiple values of the namelist variable
NNXP. NXPMAX must be equal to or larger than each of the NNXP values.

NYPMAX The maximum number of grid points in the y-direction to be used on any
integer grid. The actual numbers of grid points spanning the y-direction on
individual grids are specified in the multiple values of the namelist variable
NNYP. NYPMAX must be equal to or larger than each of the NNYP values.

NZPMAX The maximum number of grid points in the z-direction to be used on any
integer grid. The actual numbers of grid points spanning the z-direction on
individual grids are specified in the multiple values of the namelist variable
NNZP. NZPMAX must be equal to or larger than each of the NNZP values.

NZGMAX The maximum number of vertical levels to be used on any grid in the soll

integer model. The actual numbers of levels on individual grids are specified in the
namelist variable NZG. NZGMAX must be equal to or larger than NZG.

MAXSCLR The maximum number of scalars that may be automatically added to a
integer simulation. The actual number of added scalars is specified in namelist




parameter NADDSC. MAXSCLR must be equal to or larger than NADDSC.

MAXDIM MAXDIM must be set to the largest of the values in NXPMAX, NYPMAX,
integer NZPMAX+10, and NZGMAX.

MAXMACH The maximum number of nodes that may be used for a parallel model run.
integer Applies only to running the model in parallel processing mode using MPI.

VARIABLES EXCLUSIVE FOR THE COUPLED TEB EMISSION MODEL

MAXSTEB Set the maximum number of layers used in TEB.

MAXUBTP Set the maximum number of urban types used in TEB.




Model Namelists

The following sections will describe the input namelist parameters for the BRAMS
and RAMS atmospheric model, the coupled CCATT and TEB-SPM chemistry models
and the RAMS/ISAN (ISentropic ANalysis) package.

Specifying values for each of the variables in the atmospheric model namelists is the
principal way that a user sets up the desired model configuration and selects the
many options available for a particular model run. The namelists is a standard
FORTRAN namelist.

The atmospheric model component of BRAMS/RAMS namelist contains 5 sections,
which have the names $MODEL_GRIDS, $SMODEL_FILE_INFO,
SMODEL_OPTIONS, SMODEL_SOUND, and $MODEL_PRINT, for the emission
models coupled to the atmospheric model BRAMS (CCATT and TEB-SPM), the
namelist are: $CCATT_INFO and $TEB_SPM_INFO, while the ISAN namelist are
called $ISAN_CONTROL, and $ISAN_ISENTROPIC. These namelists are all
contained in the data file called RAMSIN. This is a default name; the input namelist
name can be set as a command line argument. Each section of namelist in this file
begins with one of the above identifiers, and ends with the character string “SEND”.
All variables in these namelists have sample values assigned to them in the RAMSIN
file, but the user will need to edit many of them for a specific simulation or forecast. In
this version 5.1 of BRAMS, is not possible to run both chemistry models (CCATT and
TEB-SPM) at the same time. This feature is planed to be available only in future
versions.

S$MODEL_GRIDS Namelist

The $MODEL_GRIDS namelist provides information to the model primarily on the
structure of the one or more nested grids used in a simulation, including location,
mesh size, number of mesh points, spatial nesting relationships, time step length, and
time and duration of the run. Most of these variables are arrays dimensioned to the
parameter MAXGRDS, which is set in the file grid_dims.f90. Each value in the array
applies to a different grid, several of which may be activated if the user wishes to
employ grid nesting. In the $SMODEL_GRIDS and other namelists, the multiple values
are separated by commas following the variable name and an equals sign. The
RAMSIN file must have at least as many values of the grid-dependent variables
specified as the value assigned to NGRIDS, but no more than the value of
MAXGRDS. Values in the NAMELIST corresponding to grid number greater than
NGRIDS are ignored by the model.



Variable Description

Name /

FORTRAN

type

EXPNME Character string of up to 64 characters into which the user may put any message (i.e.,

character the experiment name) identifying the particular simulation or run. The character string
is written in the standard output listing file and simply serves as a convenient means of
labeling the output for the user's own purposes.

RUNTYPE Variable specifying one of six ways in which the model is to be run.

character In many situations, a RUNTYPE = 'MAKESFC' should be the first run that is made.

This type of run will start the model and create surface characteristic datasets for all
grids that will be used during subsequent runs. These characteristics include
topography, soil textural class, sea surface temperature, vegetation class, and subgrid
distribution of soil textural class, water surface, and vegetation type, all of which are
available in standard RAMS global datasets from which they can be interpolated onto
each model grid. These characteristics will be initialized on the model grids according
to the specifications of ITOPTFLG, ISSTFLG, IVEGTFLG, ISOILFLG, and NDVIFLG,
then surface files, one for each grid, be created with a filename prefix specified by the
variable SFCFILES, and SST files, one for each grid and for each SST data time
available, will be created with a filename prefix specified by the variable SSTFPFX.
These files can then be quickly re-read on subsequent runs of the model or ISAN. An
important benefit of the ‘MAKESFC’ option is that topography for all grids can
bedefined with a fine grid present, and the fine grid can then be excluded for the first
part of the simulation, to be added later on a history restart. This allows the model to
utilize topography on its coarser grids that will be consistent with the future addition of
the fine grid.

If RUNTYPE is ‘MAKESFC’, the model run will stop immediately after the appropriate
files are generated and will not proceed with integration.

A value of 'MAKEVFILE' is the choice that runs ISAN which performs an objective
analysis of one or more observational datasets, and produces one or more resultant
variable initialization files, or ‘varfiles’. The varfiles contain a set of atmospheric fields
defined on the model grids configured as specified by other variables in the
SMODEL_GRIDS namelist, and are to be used in a later run for initializing a
simulation, and optionally as 4-D assimilation data during the course of the simulation.
The MAKEVFILE option is used only if the model is to be initialized from a complete 3-
D objective analysis, (the INITIAL variable in the $MODEL_GRIDS namelist set to 2),
and is the means by which the observational data are processed and interpolated to
the model grid(s). The most common way to use this option is to generate varfiles from
the objective analysis package every 12 hours, since that is the time interval at which
upper-air data are normally collected, or every 6 hours to correspond with the NCEP
reanalysis data times. The total number of varfiles required depends on the duration of
the simulation to be performed and the particular grids which will be initialized from
them (and optionally will use them for 4DDA). The first varfile must correspond to the
starting time of the simulation, while the last varfile must equal to or later than the end
of the simulation.

If RUNTYPE is set to 'INITIAL', the current model run is designated to be the first of a
simulation (see definitions of run and simulation in the entry for TIMMAX below). This
means that a simulation is begun at time zero, and that all atmospheric and soll
prognostic variables are initialized either horizontally homogeneously from sounding




and soil data in the SMODEL_SOUND and $MODEL_OPTIONS namelists (INITIAL=1
in this case), read from a varfile prepared in an earlier ISAN run (INITIAL=2), or
interpolated from a previous RAMS history file (INITIAL=3).

If RUNTYPE is set to 'HISTORY', the model is to be history restarted, meaning that
the atmospheric and soil prognostic variables are read from a history file, which was
written by the model on a previous run. This option is used when a simulation is
carried out over a series of two or more runs. (Also see IOUTPUT and HFILOUT.)

TIMEUNIT
character

Time units in which the variables TIMMAX and TIMSTR are expressed. The

allowable values of TIMEUNIT are:
's' to denote 'seconds’,

'm' to denote 'minutes’,
'h' to denote 'hours',
‘d’ to denote ‘days’.
This option allows numerical values for the above variables to be specified within

convenient ranges for any simulation, which may range in duration from seconds to
years.

TIMMAX
real

Time during a simulation in units of seconds, minutes, or hours (see TIMEUNIT)
when the current run is to stop. It is important to distinguish the terms simulation
and run. A simulation is the entire integration of the atmospheric model from the initial
state to the final time. It consists of one or more runs, which are individual
submissions of the model code to the computer for execution. The TIMMAX
variable represents the total time elapsed from the beginning of an entire simulation,
starting with the first run, and is cumulative over successive runs. However, it
denotes the time at which the current run is to terminate, rather than when the entire
simulation is to end. (also see TIMSTR.) If RUNTYPE is set to ‘MAKEVFILE’ in
order to run ISAN, TIMMAX specifies the duration of the time period over which
to process observational data and generate varfiles.

LOAD_BAL

integer

flag activating a dynamic load balance in a parallel run. This was an experimental
capability and currently deprecated. The default value of zero must not be changed.

IMONTH1
integer

Month of the year when the simulation begins. It is used in conjunction with the
namelist parameters IYEAR1, IDATE1 and ITIME1 to determine the proper solar
declination angle for a simulation and to coordinate the model clock with dates and
times of various observational datasets and vegetation seasonal cycles.If
RUNTYPE is set to ‘MAKEVFILE’ in order to run ISAN, IMONTH1 specifies the
month of the beginning of the time period over which to process observational data
and generate varfiles.

IDATEI1
integer

Date of the month when the simulation begins. It is used in conjunction with the
namelist parameters IYEAR1, IMONTH1 and ITIME]1 to determine the proper
solar declination angle for a simulation and to coordinate the model clock with dates
and times of various observational datasets and vegetation seasonal cycles. If
RUNTYPE is set to ‘MAKEVFILE’ in order to run ISAN, IDATE1 specifies the
date of the beginning of the time period over which to process observational data




and generate varfiles.

IYEAR1
integer

Year when the simulation begins. It serves as an identifier of the simulation, along
with IMONTH1, IDATEI1, and ITIMET1 to coordinate the model clock with dates
and times of various observational datasets. A 4-digit year must be specified for
IYEARI1. If RUNTYPE is set to ‘MAKEVFILE’ in order to run ISAN, IYEAR1
specifies the year of the beginning of the time period over which to process
observational data and generate varfiles.

ITIME1
integer

Coordinated Universal Time (UTC) (or GMT) in hours and minutes (syntax is hhmm)
when a model simulation begins (see definition of simulation in the description of
TIMMAX). This parameter is used in conjunction with the namelist parameters [IYEARI,
IMONTHI1, and IDATE] to determine the proper solar declination angle for a simulation
and to coordinate the model clock with dates and times of various observational datasets and
vegetation seasonal cycles. If RUNTYPE is set to ‘MAKEVFILE’ in order to run ISAN,
IMONTHI specifies the month of the beginning of the time period over which to process
observational data and generate varfiles.

NGRIDS

integer

Specifies the number of grids to be activated for the model run. If set to 1, only a single
grid covering the entire spatial domain of the simulation will be activated. A setting of 2
will activate a nested grid within the first grid. A nested grid is used to attain a higher
spatial resolution in a limited area of the simulation domain. This finer-resolution second
grid communicates with the coarser-resolution parent grid via two-way interaction
following the scheme designed by Clark and Farley [1] and Walko et al. [2]. Figure 1
shows an example of a lattice consisting of two small nested grids. The example is a
horizontal cross section showing the relative positions of the horizontal velocity
components (u, v) and the thermodynamic variables (at locations denoted by t) according
to the Arakawa-C grid stagger used in RAMS. Upper-case letters denotes values on the
coarse grid, while those on the fine grid are indicated in lower-case letters. NGRIDS can
be set to as many nested grids as desired. However, the variable MAXGRDS must be set to
a value at least as large as NGRIDS. It is recommended that NGRIDS be set to 1 the first
time a simulation is begun, in order to test, at the relatively low cost incurred by the single
grid, the remainder of the model configuration specified by the other namelist variables
and other data inputs for the particular application. Once these tests are completed,
standard procedure is to add finer grids when necessary in regions where higher resolution
is desired, such as over complex terrain, or when trying to resolve a particular
meteorological feature such as a sea-breeze circulation or a thunderstorm. It is common for
a given simulation to consist of a series of sequential runs, each new run advancing the
simulation forward in time beyond the previous run. RAMS allows the user to increase the
value of NGRIDS from one run to the next (on a history restart), thus spawning new fine
grids during the course of the simulation, or to decrease NGRIDS to remove one or more
grids for the next run. It must be remembered that the variable MAXGRDS, needs to be set
to at least to at least the maximum value of NGRIDS which will be used at any time during
the simulation.

Important: in BRAMS 5.x ONLY one grid is allowed. Working is in progress to restore the
two-way nested grids capabilities of the previous versions.




NNXP
integer array

Number of grid cells to span the computational domain in the x-direction. Itis an
array dimensioned to MAXGRDS, and has a value for each grid activated. These
values are written in a single line in the namelist and are separated by commas. The
first value in the line refers to grid number 1, the second to grid 2, and so on. The
number of grid cells spanning each spatial direction (x,y,z) consists of interior cells
where normal evaluation of all terms (such as advective tendencies) in the governing
equations is performed, plus a boundary point at each end where variables are
computed only by boundary conditions based on interior values. In the example of
Figure 1, NXP (which is NNXP for grid 1) is set to 8, and the first and last grid cells
in the x-direction (index values I = 1 and I = 8) are the boundary points. Thus, the
actual computational domain may be considered to comprise only the interior cells,
those shown bounded by lattice lines in the figure, and the user may wish to set
NNXP to a value 2 larger than the intended domain size. For the U velocity points,
boundary conditions are applied at I = 1 and I = 7, with normal evaluation of the
governing equations being performed at points in between. The U values at I = 8 are
dummy points and are never used. The fine grid in Figure 1 also has nxp (which is
NNXP for grid 2) equal to 8. (Also see NSTRATX and NINEST). When RAMS is
run on a global domain, values of NNXP and NNYP must be equal to each other on
each hemispheric coarse grid and also equal between the two hemispheric coarse
grids.

NNYP
integer array

Similar to NNXP, but applies to the y-direction. The example in Figure 1 has NYP
(NNYP for the coarse grid) equal to 9 and nyp (NNYP for the fine grid) equal to 6.
If NNYP is set to 1, the simulation is two-dimensional, and NNYP must then also
be set to 1 for all grids activated. A two-dimensional simulation may not be done
with NNXP equal to 1 and NNYP greater than 1, i.e., only x-z cross sections can be
used for 2-D runs. However, the x-direction need not be aligned with geographic
east, but may represent any compass direction with minor changes to the code or
unusual placement of the polar stereographic pole point. Pseudo-one-dimensional
simulations may be configured by setting NNYP to 1 and NNXP to 5 coupled with
cyclic boundary conditions in the x-direction (see IBND). For the example in
Figure 1, boundary conditions are applied to Tand UatJ=1andJ=9,and to V at
J=1andJ=8. VatJ=9is adummy value and is never used. When RAMS is run
on a global domain, values of NNXP and NNYP must be equal to each other on
each hemispheric coarse grid and also equal between the two hemispheric coarse
grids.

NNZP
integer array

Similar to NNXP, but applies to the z-direction. Figure 2 shows an x-z cross section
through the model grid analogous to the x-y cross section of Figure 1. Vertical
indices for the coarse and fine grids are K and k, respectively, and NZP and nzp
(which are the NNZP values for grids 1 and 2, respectively) are the corresponding
upper limits of these indices. Vertical velocity components are W and w. The
example consists of 7 interior grid cell levels on the coarse grid (K=2to K=8 of T
cells) with boundary cells K = 1 below and K =9 above. The ground surface is
located at the K = 1 W level, while the model top is considered to be at the K =8 W
level. It is at this top level where W is set to O for the rigid lid model top boundary
condition. W at K =9 is a dummy point and is never used. If the LEAF2 submodel
is activated in RAMS, NNZP must be at least NZG+NZS+3, and NZG+NZS must
be at least 8. When RAMS is run on a global domain, values of NNZP must be
identical between grid 1 and the other hemispheric coarse grid.




NZG
integer

Number of soil layers to be used in LEAF-3, a submodel of RAMS that prognoses
energy and moisture in soil, snowcover, vegetation, and canopy air. The soil model
consists of a grid representing finite volumes in the uppermost meter or two of the
ground. Soil temperature and moisture are prognosed on this grid based on
equations governing their internal transport and external exchange with the
atmosphere. The horizontal dimensions and resolution of the soil model are
identical with those of the atmospheric model grid above, with NNXP and NNYP
applying equally to both models. NZG can be set to around 10 for most
applications, and NZG+NZS must be at least 8 if LEAF-3 is used.

NZS
integer

Maximum number of snowpack layers allowed to occur in a simulation. It is
relevant only when the LEAF-3 submodel is activated.

In RAMS, NZS must be at least 1, and has no upper limit other than a practical one.

If snow is not expected in a simulation, there is no need for NZS to be greater

than 1; in this case the layer will represent water ponding. If snowcover will occur, and
if its evolution is of some importance to the

simulation, a value around 5 is suggested for NZS in order to allow multiple snow
layers when snowcover is sufficiently deep. NZG+NZS must be at least 8

NXTNEST
integer array

Identifies the parent grid of each nested grid, i.e., the coarser grid with which the
nested grid has direct communication. Defining values in this array is necessary
because different options are available for specifying the interrelation between grids.
The rule must always be followed that all grids from 1 up to NGRIDS are numbered
consecutively with no integers being skipped, and the coarser grid in which a finer
grid is nested always has a lower grid number than that finer grid. We consider first
the most common case where the RAMS domain is of limited area, covering no
more than about a hemisphere of the earth. For this case, the above rule implies that
grid 1 is always the coarsest grid, covering the entire computational domain, and
grid 2 is always nested directly within grid 1. Thus, NXTNEST for grid 2 (the
second value for NXTNEST) must always be set to 1. However, grid 3 can either
be nested in grid 1 (by setting NXTNEST for grid 3 equal to 1), meaning that it is at
an equal nesting level alongside grid 2, or grid 3 can be nested within grid 2 (by
setting NXTNEST for grid 3 equal to 2), such that it is two nesting levels finer than
grid 1. NXTNEST must be set to zero for any grid having no parent: Grid 1 never
has a parent, and for a limited area domain, it is the only grid without a parent.




DOMAIN_ File name that contains parallel decomposition of all grids, overwriting default
FNAME BRAMS domain decomposition. Default domain decomposition is used if empty
character DOMAIN_FNAME, or if pointed file does not exist or if it exists but its contents
are inconsistent with grid dimensions and number of processors. If file resides at the
same directory as the executable, it suffices to inform file name. If at any other
directory, it is required to inform file’s full path. File should be ASCII, with as many
lines as there are subdomains (one line for each slave process at each grid). Sub-
domains and grids may be informed at any order, but the set of lines should partition
all grids. Each line must contain the following six integers (in free- form format):
grid number (from 1 to NGRIDS), node number (from 1 to number of slave
processes), xbeg, xend, ybeg, yend. Example using 2 grids and 16 slaves nodes:
1 1 2 23 2 18
1 2 24 46 2 18
1 3 47 68 2 18
1 4 69 90 2 18
1 5 2 23 19 35
1 6 24 46 19 35
17 47 68 19 35
1 8 69 90 19 35
1 9 2 23 36 52
1 10 24 46 36 52
1 11 47 68 36 52
1 12 69 90 36 52
1 13 2 23 53 69
1 14 24 46 53 69
1 15 47 68 53 69
1 16 69 90 53 69
2 1 2 26 2 38
2 2 27 52 2 38
2 3 53 77 2 38
2 4 78 102 2 38
2 5 103 128 2 38
2 6 129 153 2 38
2 7 2 31 39 70
2 8 32 62 39 70
2 9 63 92 39 70
2 10 93 123 39 70
2 11 124 153 39 70
2 12 2 31 71 101
2 13 32 62 71 101
2 14 63 92 71 101
2 15 93 123 71 101
2 16 124 153 71 101
IF_ADAP Flag to choose the vertical coordinate system.
integer IF_ADAP=0: terrain-following sigma_z coordinate is used.

IF_ADAP=1: the ADaptive APerture coordinate is used. The ADAP coordinate is a
fully Cartesian grid where the grid cells intersect the topography. ADAP coordinate
allows partial grid cells along the topography.

Important: in BRAMS 5.x ONLY IF_ADAP = 0 is well tested and recommended.
Also, the CCATT module and the output for STILT particle model are currently
implemented only for [IFE_ADAP =0




IHTRAN
integer

Type of horizontal grid transformation to be used in a model simulation.

IHTRAN=0: model grid will be Cartesian, with uniform horizontal spacing used
throughout the domain. This option is often used in small computational domains,
or where the simulation is of an idealized situation, not corresponding to any
particular geographic location. The basic assumption of this grid is that earth
curvature effects are negligible.

IHTRAN=1: sets up a polar stereographic coordinate system for the simulation.
While the model grid spacing itself appears uniform and Cartesian, map factors are
activated which cause the earth distances mapped from model distances to be of
variable resolution. A polar stereographic projection is a mapping between the
spherical earth and a plane (assumed to correspond to zero elevation in the Cartesian
model grid) tangent to the earth, with all projection lines emanating from the point
on the earth's surface opposite or antipodal to the point of tangency. The Cartesian
model plane is centered around the point of tangency, which may be placed
anywhere on the earth (the pole in this case refers to the point of tangency, specified
in namelist variables POLELAT and POLELON, not to either geographic pole).
Thus, size ratio in the center of the model domain is unity between the model grid
and the earth, and slowly increases outward toward the model lateral boundaries.
This transformation allows a single model grid to cover geographic domains up to
hemispheric in size, and avoids the numerical problems encountered near the
geographic poles when latitude-longitude coordinates are used.

DELTAX
real

Horizontal grid spacing or grid cell size in the x-direction of the model coarse grid
(grid 1) in units of meters. This very important parameter determines the scale of
meteorological features that are resolvable on the grid, and together with the number
of grid cells in the x-direction, NNXP, determines the total x-direction span of the
model domain. All spacings on the finer nested grids are derived from this value of
DELTAX along with the individual grid spacing ratios NSTRATX. In choosing
DELTAX for a simulation, the user needs to carefully consider, among other things,
what essential meteorological phenomenon is to be modeled, what the required
resolution is for adequately simulating this phenomenon, how large a domain is
required to contain the environment of the phenomenon, what the duration of the
simulation will be, whether nested grids will be used, and how much computer
memory and CPU time are available.




DELTAY
real

Similar to DELTAX, but specifies the y-coordinate, rather than x-coordinate
dimension of a grid cell on the model coarse grid. One should set DELTAX and
DELTAY to the same value, since different values may numerically force
horizontal anisotropy in the simulated fields. DELTAY should still be set equal to
DELTAX even in a 2D run.

DELTAZ
real

Similar to DELTAX, but specifies the vertical, rather than x-coordinate, dimension
of a grid cell on the model coarse grid. To be more precise, DELTAZ is the vertical
grid spacing of the lowest level of the coarsest model grid (grid 1), and is equal to
the vertical grid spacing at higher levels only if constant grid spacing is used in the
vertical. (Also see DZRAT and DZMAX.) However, if DELTAZ is set to 0., it
serves as a flag to instruct the model to read the ZZ variable from the namelist for
obtaining vertical grid levels directly. As for the case of DELTAX, selecting an
optimal value for DELTAZ involves a number of considerations. An additional
consideration in this case is that a small value for DELTAZ in a domain containing
steeply-sloping topography requires high horizontal resolution for computational
stability. A rule of thumb here is that the terrain height difference between adjacent
grid cells should not exceed about 3-5 times DELTAZ. If RAMS is run on a global
domain, the second hemispheric coarse grid automatically has the same vertical grid
spacing at all levels as grid 1.

DZRAT
real

Used in conjunction with DELTAZ, and specifies the ratio in vertical grid cell
dimension between adjacent levels on the coarse grid. DZRAT is used as a
convenient means for vertically stretching the grid, which is a very common practice
to obtain high vertical resolution near the ground and lower resolution at higher
levels.This method establishes a geometrically-stretched grid, wherein the
expansion ratio is constant between consecutive levels. Geometric stretching
minimizes the maximum expansion ratio between consecutive levels for a given net
stretching over a given number of vertical levels. It is desirable to keep the ratio
between consecutive levels small, as large ratios destroy the second-order accuracy
of the vertical differencing in the model. Values for DZRAT of 1.1 or even 1.2 are
considered acceptable. To illustrate with an example, if DELTAZ is set to 100 and
DZRAT is set to 1.1, the first (lowest) grid level will be 100 m thick, the next 1.1
times the first or 110 m, the third 1.1 times the second or 121 m, etc.

DZMAX
real

Upper bound on vertical grid spacing anywhere in the model coarse grid, and is used
in conjunction with DZRAX to prevent the automatic geometric grid stretching
from causing overly large vertical grid cell sizes in the upper levels of the model.

For example, if DZRAT is set to 1.1, the vertical grid spacing will increase by an
order of magnitude over 25 levels. This means that if the first level above the
surface is 200 m thick, the 26th level will be over 2 km thick. By specifying
DZMAX to a number such as 1000, the geometric expansion will halt when the

1000 m vertical thickness is reached, and all levels above will be made 1000 m

thick.




77
real array

Heights of coarsest grid levels in meters, beginning at the ground (ZZ =0) and
continuing to the top level in the model. The number of values specified for ZZ
must equal NNZP for grid 1, which is specified in the SMODEL_GRIDS namelist.
Specifying ZZ directly instead of using DELTAZ, DZRAT, and DZMAX is an
alternative means of setting the vertical grid structure, and of course offers more
flexibility because ZZ can be specified in many ways other than constant or
geometrically expanded spacing. However, when using direct specification via ZZ,
care needs to be taken not to cause two consecutive levels to have grossly different
vertical thicknesses, such as a factor of 2, as this degrades the accuracy of the
model's vertical differencing schemes. For the model to use the specified ZZ
values, DELTAZ must be set to 0.

IDELTAT
integer

Flag that controls how RAMS obtains values of DTLONG, NNDTRAT, and
NACOUST. If IDELTAT =0, values specified in the $GRIDS namelist are used
and held fixed in time. If IDELTAT =1,2,3,4, or 5, RAMS will automatically
compute values for DTLONG, NNDTRAT, and NACOUST based on grid
spacings of all grids, model domain height, and other factors, and will hold these
values constant in time. IDELTAT = 1 produces the longest, riskiest timesteps that
experience has shown will still lead to stable model runs most of the time.
IDELTAT =2 produces somewhat shorter, safer timesteps that cause instability in
even fewer cases, and higher values for IDELTAT cause progressively shorter long
timesteps to be used. These larger values would be appropriate if it is expected that
wind speeds on the grid will be relatively large. Since these parameters collectively
determine the long and short timesteps on all grids, and hence the computational
stability, if the CFL stability limit is exceeded and RAMS is instructed to keep
DTLONG, NNDTRAT, and NACOUST fixed, the model will stop and output a
CFL message. If IDELTAT =-1, -2, -3, -4,or -5, RAMS will compute initial
values for DTLONG, NNDTRAT, and NACOUST as for IDELTAT =1, 2, 3,4,
or 5, respectively. Additional constraints based on CFL criterion will be applied,
both initially and during the model run, adjusting DTLONG, NNDTRAT, and
NACOUST to more stable values when necessary and to less stable values when the
model solution is well within the CFL limits. However, timesteps on individual
grids will not be adjusted to longer, less stable values than specified by the
IDELTAT flag. For example, if IDELTAT is set to —2, and the CFL criterion
requires adjustment to smaller timesteps but subsequently allows the timestep to be
lengthened, the timestep will not be lengthened beyond the values that correspond to
IDELTAT = 2. If the CFL limit requires timesteps to become shorter than values
that would correspond to IDELTAT =5, the model will stop and output a CFL
message.

DTLONG
Real

Length of the timestep in seconds at which most processes on the coarse grid will be
updated. This is the primary timestep in the model to which all others relate. For
example, the values set for NNDTRAT, set integer ratios of timesteps between the
coarse and fine grids, such that an appropriate fraction of DTLONG is the actual
timestep used on a fine grid. One should set DTLONG reasonably close to, but below
the limiting value for computational stability of the model. Given the full model
equation set, this value is determined by a number of factors, including wind velocity,
internal gravity wave speed, external gravity wave speed (related in part to the height of




the model domain), vertical and horizontal grid spacing, and maximum terrain slope. It
is not easy to provide a comprehensive formula for estimating an optimal value for
DTLONG, and the user should generally try a few values when beginning a new
simulation to find a suitable value. However, some guidelines can be provided based
on experience. For a deep model domain, say 20 km or more, the model timestep can
usually be 5 or 6 seconds for a 1 km horizontal spacing, 30 seconds for a 10 km
spacing, 90 seconds for a 60 km spacing, and 180 seconds or more for spacings over
150 km. In a shallow domain 3 km deep, we have been able to set DTLONG to 6
seconds with a 125 meter horizontal spacing. When steep terrain is used (the relevant
measure of steepness appears to be the maximum change in terrain height between two
adjacent grid cells in vertical grid spacing units, with a value over about 5 being
considered steep), DTLONG is often required to be smaller. If IDELTAT is not
set to zero, the model will compute DTLONG itself based on grid spacing and other
factors, and the value specified in the namelist will be ignored.

NACOUST
Integer

Number of short or acoustic timesteps performed for each long timestep on a grid. If
IDELTAT is set to zero, the value specified for NACOUST in the namelist is used for all grids. If

IDELTAT is not equal to zero, the namelist value is ignored and the model will compute an
appropriate value which may differ between grids. The short timesteps are used for
evaluating the pressure gradient force and divergence equation terms and applying
them to the velocity and pressure fields, i.e., the terms involving the propagation of
sound waves. The long timestep is used to evaluate most other terms, including
advection, diffusion, Coriolis force, and microphysical tendencies. This practice of time
splitting of the prognostic equations allows full explicit computation (on the short
timestep) of the terms governing the rapidly moving sound waves, while the terms
governing slower processes can be performed on the long timestep. NACOUST has
nothing to do with the relation between timesteps of one grid and another. On the
coarse grid, the long timestep is defined by DTLONG, defined above. A separate, grid-
dependent variable DTLONGN, which is not defined in the namelists but is internal to
the code, is the specific timestep length for each grid. It is equal to DTLONG (defined
above) on the coarse grid, and is determined for the finer grids from a combination of
DTLONG and NNDTRAT, defined below in this Section. The length of the short
(sound wave) timestep is twice the ratio DTLONGN/NACOUST. This short timestep
must be short enough (by using a sufficiently large value of NACOUST) that sound
cannot travel more than one half the horizontal grid spacing during the short timestep.
Sound normally travels more than 300 meters per second, but the model will artificially
slow it down if on any grid the short timestep is too large for the grid spacing. A
message is printed out stating how much the sound speed has been reduced, with a
warning if it is too slow. If this occurs, DTLONGN should be reduced, either by
reducing DTLONG, by increasing NNDTRAT, or both.




NSTRATX
integer array

Number of grid cells in the x-direction in a fine grid which span the x dimension of
a single grid cell of the coarser parent grid to that fine grid. In other words,
NSTRATX is the factor of increase in resolution in the x-direction between
consecutive nesting levels. For example, if the third value of NSTRATX is set to 4
and the third value of NXTNEST is set to 2, grid 2 will be the parent of grid 3, and
grid 3 will have 4 times the resolution or one fourth the grid cell size of grid 2 in the
x-direction. If in the same example, the second value of NSTRATX were also 4,
grid 3 would have 16 times the resolution of grid 1 in the x-direction. The example
shown in Figure 1 has NSTRATX set to 2 for grid 2. An important constraint
between the values of NSTRATX and NNXP must be observed for fine nested
grids. A fine grid must exactly cover an integer number of grid cells in its coarser
parent grid with its interior cells (defined in the entry for NNXP), and must have the
two additional boundary cells. Thus, NNXP for any nested grid must be some
integer number (of coarser grid cells covered - 2 in the example of Figure 1) times
NSTRATX for that nested grid (3 in the example of Figure 1) plus 2. For
NSTRATX and for other related nest configuration variables, if the required
combinations of these are not met, the model will stop and issue a message
suggesting an acceptable value. Values of 3, 4, and 5 have been most commonly
used for NSTRATX. A value of 2 is not usually considered a sufficiently large
increase in resolution to make nesting worthwhile, while values of 6 and larger are
more prone to cause reflections at the nesting boundaries due to the larger disparity
of resolvability between the two grids. (Also see NINEST.)

NSTRATY
integer array

Similar to NSTRATX, but applies to the grid resolution ratio in the y-direction. In

the example of Figure 1, NSTRATY is set to 2. If NNYP is set to 1, so that the
simulation is 2-D, NSTRATY must be set to 1 for all grids activated.

NNDTRAT
integer array

Number of timesteps which a fine grid is to be executed to advance it in time the
same amount as a single timestep of the coarser parent grid. Because the fine grid
has a smaller cell size, it must normally be run with a smaller time step for
numerical stability, and the time step length will automatically be made inversely
proportional to NNDTRAT. As an example, if the second value of NNDTRAT is
set to 4, and the timestep on grid 1 happens to be set to 20 seconds (see DTLONG ),
grid 2 will run on a 5-second timestep, four of which will be performed for each
timestep of grid 1. The longest timestep on which a grid can be run stably is not
directly proportional to the cell size, but tends to increase more slowly. Thus, a
finer grid nested within a coarse grid at say a 3:1 ratio can normally be run at longer
than the expected 1/3 of the coarse grid timestep; 1/2 of the coarse grid timestep
may be acceptable. If IDELTAT is set to zero, the values specified in the namelist
for NNDTRAT will be used. If IDELTAT is not zero, values specified in the
namelist for NNDTRAT will be ignored and the model will instead compute them
automatically.




NESTZ1
integer

Parameter whose absolute value denotes the number of the nested grid, if any, that is
to be nested with a higher vertical resolution than its parent (see NSTRATZ1).
Such vertical nesting may be done for only one of all model nested grids. Any
additional grids that are nested within this grid will use the same vertical grid
spacing. Because the vertical nesting ratio can be made variable with height
between this nested grid and its parent, the vertical grid spacing of the nested grid
may jump suddenly from one vertical level to the next. In order to reduce the
relative amount of jump (that is, the ratio of vertical grid spacing between
consecutive levels), the model can automatically compensate somewhat by making
adjustments to the vertical grid spacings in the parent and coarser grids. This option
is activated by giving NESTZ a negative value (of the grid to which it applies). If
NESTZ is set to 0, no vertical nesting will be done.

NSTRATZ1
integer array

Related to NSTRATX, but applies to the grid resolution ratio in the z-direction.
Unlike NSTRATX, however, NSTRATZ is not a grid-dependent parameter, but
refers to the vertical nest ratio between a particular nested grid, specified by the user
in the namelist variable NESTZ, and its parent. NSTRATZ is nevertheless a multi-
valued parameter, to allow the vertical nest ratio to be varied with height. Each
value specified signifies the number of fine grid levels contained in a single level of
the parent grid, beginning with the K = 1 level of the parent grid and continuing
upward (see Figure 2). Only those levels up to the last one having a vertical nest
ratio greater than 1 need be entered in the namelist, because all others are assigned a
value of 1 by default. Also, the first value specified in the namelist is not actually
used, because it is reassigned in the code. Nevertheless, some value must be entered
to serve as a placeholder in the namelist so that the subsequent values are in the
proper location. This feature has most often been used to enhance vertical
resolution close to the ground on a nested grid, in which case a decreasing sequence
such as NSTRATZ =4,4,4,4,3,3,3,2,2,2, may be used. In this example, the
lowest 3 levels of the parent grid will have 4 fine grid levels within each one, the
next 3 will have 3 fine grid levels within each one, and the next 3 will have 2 fine
grid levels within each one. The remaining levels will have a 1-to-1 vertical nesting
ratio. The feature may also be used to enhance vertical resolution in a selected
elevated region, such as a cloud layer. Values specified for NSTRATZ 1must not
differ by more than 1 between consecutive entries. Use of vertical nesting is not
necessarily the best means of increasing vertical resolution in all cases. The
alternative method of increasing vertical resolution over a limited vertical extent of
the model domain (but over the entire horizontal extent) has been to stretch the
vertical grid spacing (see DZRAT). For this choice, NSTRATZ could be set to 1,
although a combination of both methods of stretching is possible, if desired.

NESTZ2 Like NESTZ1 except that it is used only if RAMS is run on a global domain, and

integer applies only to the set of nested grids within the second hemispheric coarse grid
(NESTZ1 will always apply to nested grids within the first (hemispheric) grid (grid
1).

NSTRATZ2 Like NSTRATZ1 except that it is used only if RAMS is run on a global domain,

integer array

and applies only to the set of nested grids within the second hemispheric coarse grid
(NSTRATZ1 will always apply to nested grids within the first (hemispheric) grid
(grid 1). NSTRATZ2 may be different from NSTRATZ1, allowing different

nesting design in each hemisphere.




POLELAT

POLELON
real

Geographic latitude and longitude in degrees (ranging from -90 to 90 and -180 to
180, respectively) of the pole point, or point of tangency between the model polar
stereographic grid and the earth. This location also serves as the origin (x = 0,y =0)
on the polar stereographic grid. If RAMS is run on a global domain, the second
hemispheric grid and any nested grids within it use a polar stereographic projection
tangent to the earth at the point opposite POLELAT and POLELON.

CENTLAT

CENTLON
real array

Grid-dependent parameters for the geographic latitude and longitude in degrees
(ranging from -90 to 90 and -180 to 180, respectively) of the center of each model
grid. They are used to define the position of the grids in earth coordinates for the
purpose of determining the Coriolis force, the solar radiation, and the location of the
model domain relative to observed meteorological and land surface data. For the
coarsest model grid, CENTLAT and CENTLON are the only means of specifying
the center location. Nested grid locations may also be specified relative to their
parent grids from variables NINEST, NJNEST, NSTRATX, and NSTRATY.
Only if NINEST and NJNEST are given zero values will CENTLAT and
CENTLON be used to determine the nested grid location. In such cases, because of
the precise positioning of grid lattice points required between a nested grid and its
parent, CENTLAT and CENTLON will be only approximate, and the precise
location of the nested grid will be the closest allowable position to that which they
indicate.If RAMS is run on a global domain, values of CENTLAT and
CENTLON are ignored for the two coarse hemispheric grids. CENTLAT and
CENTLON for grid 1 are set equal to POLELAT and POLELON, and
CENTLAT and CENTLON for the other hemispheric coarse grid are set to the
location on earth opposite POLELAT and POLELON.

NINEST
integer array

Location within a coarser parent grid where the western edge of a nested grid is to
be located. To be specific, we refer to the example in Figure 1. Here, the western
edge of grid 2 (the western edge always being defined by the lattice line passing
through the u-velocity points having an index i = 1) is located along the coarse mesh
line passing through the U-velocity points having an index I = 3. This configuration
would be established by setting the second value (for grid 2) of NINEST to 3. Note
that the value of NINEST for a nested fine grid always refers to the I-index in the
coarser parent grid of a row of U-velocity points. An important constraint involving
NINEST, NNXP, and NSTRATX is that the edge of a fine nested grid cannot be
any closer than two cells of the coarser parent grid from the lateral parent grid
boundary. The example in Figure 1 is right at this limit on both the eastern and
western boundaries of the fine grid: NINEST is set to 3, which places the western
boundary of the fine grid just two coarse cells from the coarse-grid western
boundary, and the eastern boundary of the fine grid is along the I = 5 index row of
coarse grid U-velocity points, which is just 2 coarse cells away from the coarse-grid
eastern boundary atI = 7.

NJNEST
integer array

Similar to NINEST, but locates the southern boundary of a fine grid within the

coarser parent grid. Here, the J-index of the coarse-grid V-velocity points is what is
referred to by the value of NJNEST. In the example of Figure 1, the second value
of NJNEST (for grid 2) would be 3. The constraints described for NINEST

likewise apply to NJNEST for the y-direction.




NKNEST

integer array

Related to NINEST, but locates the bottom boundary of a fine grid within the
coarser parent grid. Here, the K-index of the coarse-grid W-velocity points is what is
referred to by the value of NKNEST. Unlike the case for NINEST and

NJNEST, NKNEST can be set to 1, if desired. Doing so would cause the nested
grid to begin at the ground, like the coarser parent grid. If the fine nested grid is to
begin at some height above the ground, NKNEST can be set to a larger number.
NKNEST can never be set to 2, however; nor can the combination of NKNEST,
NSTRATZ, and NNZP be such that the top of a fine nested grid be located exactly
one cell of the coarser parent grid below the top of that parent grid. Another
constraint is that NKNEST may not be set to 1 for a nested grid if its direct parent
grid does not itself begin at the ground. The configuration where a fine nest does not
extend to both the ground and the model domain top has been relatively little used.
In some cases, vertical motion impinging on a top or bottom nesting boundary of
differential horizontal resolution causes strong numerical reflections. In addition,
two model algorithms that involve vertical transport, radiative transfer and
sedimentation of hydrometeors have not been programmed for transfer between
different nested grids. For this reason, a nested grid should begin at the ground and
extend to the model top except in a few specialized applications.

NNSTTOP

integer array

Grid-dependent flag to indicate whether each grid extends to the coarse grid top. It
must be set to 1 to indicate that a grid does reach the domain top, and set to O to indicate
that the top boundary of a grid is below the model domain top. In view of

the recommendation given under the entry for NKNEST, NNSTTOP should
normally be set to 1. Of course, since grid 1 always extends to the model domain
top, the first value of NNSTTOP must always be set to 1. The specified values of
NNZP, NKNEST, and NSTRATZ will themselves determine where the top of a
fine nested grid is in relation to the model domain top. The user must insure that this
is in agreement with the setting of NNSTTOP. If not, the model will give a fatal
error message and stop.

NNSTBOT

integer array

Similar to NNSTTOP, but indicates whether a nested grid has its lower boundary at
the lower model boundary (the ground) or above it. NNSTBOT must be set to 1 if the
fine nested grid begins at the ground, and O if it does not. Similar to the case for

NNSTTOP, the model will check for agreement between NNSTBOT and the values
of NKNEST, and will stop with a fatal error message if agreement is not met.




GRIDU Currently not working in v5 x
Real array
GRIDV Currently not working in v5 .x
Real array

3. The $CCATT_INFO namelist consists of variables that control the activation of the
Coupled Chemistry-Aerosol and Tracer Transport (CCATT) chemistry model, and
specifies the variables needed.

CCATT The main flag to activate the chemistry and aerosol models in BRAMS
Integer 0= OFF

Range: 0, 1 1=0ON

CHEMISTRY Defines the complexity level of chemistry/aerosol sub-models to be
integer: executed.

Rirlie;l -1: this option turn OFF the chemistry/aerosol models. Only the

meteorological model will be executed.

0: activates the tracer transport model where emissions, advection,
diffusion and dry and wet depositions are turned ON but not chemical
reactivity. All processes are in-line and consistent with the meteorological
model.

1: the same as 0 but chemical reactivity is turned ON using the QSSA
solver. Important: this solver is obsolete and should not be used. Future
model versions will remove this option.

2: the same as 0 but chemical reactivity is turned ON using the Rosenbrock
2" order solver.

3: the same as 0 but chemical reactivity is turned ON using the Rosenbrock
2" order solver together with a varying chemical time step to optimize
accuracy, stability and computational efficiency.

4: the same as 0 but chemical reactivity is turned ON using the Rosenbrock
3" order (RODAS3) solver together a varying chemical time step to
optimize accuracy, stability and computational efficiency.

The option 4 is strongly recommended for simulations with chemistry,
mainly for long-term runs.

SPLIT_METHOD
Character

Defines the kind of splitting operator to be applied to integrate the full
mass continuity equation for each chemical tracer.
The values for this variable are:
o ‘PARALLEL’: parallel time splitting as originally developed by the
RAMS model. The same as applied for the scalars theta_il, tke, etc.




In this this case, the parameter CHEM_TIME_STEP (see below)
must be set equal do ‘DTLONG’.

e ‘SEQUENTIAL’: sequential (or serial) time splitting. In this method,
the tracer chemical mixing ratio is first integrated using the
transport, emission and removal processes. Then using the mixing
ratio just updated, the chemical solver is applied.

e ‘SYMMETRIC’: sequential, symmetric time splitting: dynamics
->chemistry -> dynamics.

Important: SYMMETRIC splitting is recommended

CHEM_TIMESTEP
Real

This parameter provides de maximum time step to be applied by the
chemical solver. It is be specified in seconds and must be a multiple of the
dynamics time step (the RAMSIN parameter named “dtlong”). In this way,
it must be defined as:

CHEM_TIMESTEP = N* DTLONG

Where :

N =1, 2, 3,4, 6 for the parallel or sequential splitting methods.

N=2,4,6 forthe symmetric splitting method.

As an example, if the user chooses dtlong = 10, chem_timestep should be
set as 10, 20, 30, 40 or 60.

Important: it is strongly recommend do not use N greater than 6 for
keeping reasonable accuracy of the chemical solver. The recommended
optimal value (accuracy and efficiency) for the parameter N is 4.

However, it is always recommended to the users to make sensitive testing
of your case study using N from 1 to 6 to check the convergence of the
solution and if the error is acceptable.

CHEMISTRY_AQ

Parameter that activates (1) or deactivates (0) aqueous phase chemistry.

Integer Only for RACM chemical mechanism.
Range: 0,1
CHEM_ASSIM Activates the four-dimensional data assimilation (nudging) of chemical
Integer species together with the meteorological fields.
Range: 0, 1 O0: turn OFF
1: activates

RECYCLE_TRACER
S

Activates the tracer initialization from a previous model run.
0 : turn OFF

Integer 1: activates

Range: 0, 1 When activates, the model analysis used to initiate the tracer field must
be informed at RAMSIN parameter PASTFN do RAMSIN (section
SMODEL_FILE_INFO). As an example:
PASTFN = ‘RACM-A-2005-06-30-000000-head.txt’,

SRCMAPFN PREFIX nama of the emission files. As an example :

Character SRCMAPFN = '/userl/model/SRC_RACM/experiment-saopaulo’,

In case of emission will not be included in the model simulations, set




SRCMAPFN = 'NONE’

DEF_PROC_SRC

Tells to the model what to do in case of an emission file does not exist or is

Character not find in the directory during the run time:
‘STOP’ : model execution is aborted.
‘LAST_SOURCES’: model uses the previous day emission file (model will
repeat the emission fields for the current day simulation).

DIUR_CYCLE A value of 1 will apply prescribed diurnal cycles of emissions. This is the

Sequence of 4
integers with the

default setting. In this case, emission files will be read each 24 hours.
A value 0 is reserved for future implementation of hourly interpolation.

range O or 1. The order of these parameters are:
‘antro' ,'bburn’, 'bioge ,'geoge’
NA_EXTRA2D Number of extra arrays 2d (nx,ny) and 3d (nz,nx,ny) to be allocated for the
NA_EXTRA3D user customized fields.
Both integers
Range >=0
PLUMERISE Controls the activation of the plume rise transport of emissions associated
Integer with biomass burning.
Range:0or1 0 : turn off (all emissions are released in the first model layer)
1 : activates the plume rise mechanism for the flaming phase emissions.
An injection layer is prognostic in-line with the model evolution for the
fraction of the emissions produced during the flaming phase.
PRFRQ Set the frequency (in seconds) that the plume rise model is called to
Real update the injection height of biomass burning emissions. Must be a
multiple of DTLONG parameter. Typical tested values are 1800, 3600 and
7200 seconds.
Y?LCANOES Controls the activation of volcanic emissions (currently SO2 and ash).
Igai%ee'; Oor1 0: turrl OFF
1: activates
]“?ROSOL Parameter that activates or not the aerosol models
é‘ai%eer 0.1 2 0 : turn OFF

1 : activates the simplified aerosol model.

2: activates MATRIX aerosol model (currently, not fully tested yet)
Important: The direct effect of aerosols is implemented in CARMA
radiation scheme only (ISWRTYP =4 and ILWRTYP =4)

AER_TIMESTEP
REAL

Range: 1 to 4 times
dtlong

Aerosol model time step integration (sec). Must be an multiple of dtlong
(max 4) only for the matrix aerosol model (AEROSOL=2)




$TEB_SPM_INFO namelist

The $TEB_SPM_INFO namelist consists of variables that control the
activation of the Town Energy Budget (TEB) and the Simple Photochemical
Module (SPM) emission model, and specifies the variables needed in this
special case of simulation.

Variable name

Description

Flag that allows active (1) the TEB_SPM section, including
options to run

TEB_SPM the Town Energy Budget (TEB) and the Simple Photochemical
Module
(SPM) emission model, or deactive (0).
File path and prefix for local time files. If the file does not exist
FUSFILES the model

Character array

will generate from a global time files (defined in IFUSFN).

IFUSFLG

Integer array

Array of integer where the user can set values for each grid
used. The

value 1 set the model to read from standard Lat/Lon local time
data file, O

define that the model will calculate the values of local time.

IFUSFN

Character array

File path and prefix for global time files.

Photochemical module activation —(1=on, 0=0ff). Activation
requires

ICHEMI ISOURCE to be equal to 1
Integer
Use initial values from previous run (1=yes,0=no) for
ICHEMI IN Photochemical data.
Integer

CHEMDATA_IN

File with Photochemical data from a previous run to be used as
initial
value (if ICHEMI_IN=1).

Character
Urban vehicular and industrial emission activation —(1=on,
ISOURCE 0=0ff).
Integer
Initial weekday of the simulation. This will be also used by
WEEKDAYIN | TEB.
Character
RUSHH1 Morning Rush Hour (Local Time in Hours).
Real

RUSHH2

Afternoon/Evening Rush Hour (Local Time).




Real

Daylight saving time.

DAYLIGHT
Real
Emission factor (fraction of weekdays) for Saturdays. It is used
EFSAT in the
emission module and TEB.
Real
Emission factor (fraction of weekdays) for Sundays. It is used

Real

emission module and TEB.




Industrial emissions for NO in kg/s/m2.

EINDNO
Real
EINDNO2 Industrial emissions for NO2 in kg/s/m2.
Real
EINDPM Industrial emissions for Particulate Material in kg/s/m2.
Real
EINDCO Industrial emissions for CO in kg/s/m2.
Real
EINDSO2 Industrial emissions for SO2 in kg/s/m2.
Real
EINDVOC Industrial emissions for VOC in kg/s/m2.
Real
EVEINO Vehicular emissions for NO in kg/day/m2.
Real
EVEINO2 Vehicular emissions for NO2 in kg/day/m2.
Real
EVEIPM Vehicular emissions for Particulate Material in kg/day/m2.
Real
EVEICO Vehicular emissions for CO in kg/day/m2.
Real
EVEISO2 Vehicular emissions for SO2 in kg/day/m2.
Real
EVEIVOC Vehicular emissions for VOC in kg/day/m2.
Real
TMINBLD Minimum internal building temperature (degrees Celsius)
Real
Number of roof, road and wall layers used in TEB (Maximum of
NTEB 3)
Integer
HC ROOF Heat capacity for ROOF layers.
Real
TC_ROOF Thermal conductivity for ROOF layers.

Real




Depth for ROOF layers.

D_ROOF
Real
HC_ROAD Heat capacity for ROAD layers.
Real
TC_ROAD Thermal conductivity for ROAD layers.
Real
D_ROAD Depth for ROAD layers.
Real
HC_WALL Heat capacity (J/m3/K 10e6) for WALL layers.
Real
TC_WALL Thermal conductivity (0.81 W/m/K) for WALL layers.
Real
D _WALL Depth for WALL layers.
Real
NURBTYPE Number of urban types (maximum of 3).
Integer
Leaf class code to identify each urban type. The number of
ILEAFCOD elements for

Integer array

this array is determined by the values in NURBTYPE.

Urban type roughness length (between 5 and 1). The number
of elements

Z0_TOWN for this array is determined by the values in NURBTYPE.
Real array

Fraction occupied by buildings in the grid cell for each urban
BLD type.
Real array
BLD_HEIGHT Building Height for each urban type.
Real array

BLD_HL_RATIO

Vertical/Horizontal rate (between 3 and 0.5) for each urban
type.

Real array

AROOF Roof albedo for each urban type.
Real array

EROOF Roof emissivity for each urban type.

Real array




Road albedo for each urban type.

AROAD
Real array
EROAD Road emissivity for each urban type.
Real array
AWALL Wall albedo for each urban type.
Real array
EWALL Wall emissivity for each urban type.
Real array
Maximum value of sensible heat released by Traffic (W/m2) for
HTRAF each
urban type.
Real array
Maximum value of sensible heat released by Industry (W/m2)
HINDU for each
urban type.
Real array
Maximum value of latent heat released by Traffic (W/m2) for
PLETRAF each urban
type.
Real array
Maximum value of latent heat released by Industry (W/m2) for
PLEINDU each urban

Real array

type.




$MODEL_FILE_INFO Namelist

The SMODEL_FILE_INFO namelist consists primarily of variables that control
data input to and data output from the model. The names of files containing these
data are specified here, as well as the times during a model simulation when the
data are read or written. The information in this namelist also controls some
aspects of how input data is to be used.

INITIAL Specifies how atmospheric fields in the model are to be initialized.

integer INITIAL = 1: the atmospheric variables are initialized horizontally
homogeneously from a single sounding, which the user supplies in
namelist SMODEL_SOUND. This option is typically used when the
model domain is of relatively limited size (a few hundred kilometers
across or less), and is required if the model is run in 2-D. Lateral
boundaries in this case are open, and are updated based on interior
values or are held constant in time.

INITIAL = 2: the sounding in namelist SMODEL_SOUND is not used,
and instead, the model inputs complete 3-D fields of atmospheric data
from varfiles, which have been earlier generated by the model from
isentropic output from ISAN (see RUNTYPE). These fields are used
both as initial fields in the model and as time-dependent fields to
which the lateral boundary region of the model is nudged during
integration.

INITIAL = 3: the initial fields will be defined by interpolation from a
previous RAMS’ history file, as specified in HFILIN. The new run will
start at model time 0. The grids in the current run do not have to have
the same structure as the grids on the history file, except that the new
grid 1 must fit within the history file grid 1. All other nested grids in
the current run are interpolated from the current coarse grid by
standard nesting procedures. This capability is mainly intended for
situations where the new coarse grid is very different than the old
grid structure. This should not be used if a nested grid is added or
subtracted; use the standard RUNTYPE="HISTORY’ instead.

INITIAL = 4: initial fields are defined by a using prior model’s analysis
output (in vfm format), like a downscaling. The prefix name and
directory address of these files are set using the VARFPFX variable.

Further details regarding the use of the initialization options are given
in descriptions of several variables in this Section.




NUD_TYPE

integer

Specifies what type of analysis nudging scheme to use in the 4-
dimensional data assimilation (4DDA). The term analysis nudging
refers to a scheme where all or a portion of the domain is nudged
toward a gridded data analysis. This can also be applied to nudging
toward a previous simulation of RAMS or other model output.

NUD_TYPE = 0: no analysis nudging is performed. This would
generally be the setting if INITIAL=1.

NUD_TYPE = 1: analysis nudging is performed using data from
RAMS history files, with the nudging strengths and settings
controlled by the analysis nudging parameters below. All grids are
interpolated or defined from the highest resolution information
available on the history file. This is a way to activate a one-way
nesting scheme, although we only recommend using a one-way
nest only in special circumstances.

NUD_TYPE = 2: analysis nudging is performed using data from the
varfiles, with the nudging strengths and settings controlled by the
analysis nudging parameters below.

NUD_TYPE =3 is not in use.

NUD_TYPE = 4: analysis nudging is performed using output
analysis data from a prior run (see description about the INITIAL”
parameter), with the nudging strengths and settings controlled by
the analysis nudging parameters below.

VARFPFX

character

Prefix that begins the names of the initialization files called varfiles,
(including path names if applicable) to be read into the model, for
cases when the INITIAL=2 (and/or NUD_TYPE=2). These files are
output from a previous model run with RUNTYPE set to
'MAKEVFILE' (see VARPFX). If INITIAL is set to 1 or 3, this
parameter is ignored.

For cases when the INITIAL=4 (and/or NUD_TYPE=4) the files
come from a previous model run.

VWAITA

real

Used only for automated operational model runs in which an
attempt is made to acquire the varfiles data for input to RAMS. If
this attempt is unsuccessful and a varfile is not available, the model
is instructed to wait a time interval given by VWAIT1 (seconds),
before attempting again.




VWAITTOT

Similar to VWAIT1 and likewise used only for automation of
operational runs. Specifies the total amount of time to continue

real waiting for a completed varfile before giving up altogether.

NUD_HFILE Analysis state files to be read for use in the history file nudging
scheme (NUD_TYPE=1). The character string placed in this

character variable must be the full name of the state header file, including the

appropriate path if applicable. However, only the prefix information
is used to determine the set of state files to be used. Further details
on the standard syntax of the analysis file names are given in the
description of AFILOUT.




NUDLAT
integer
TNUDLAT
TNUDCENT
TNUDTOP

ZNUDTOP
real

Parameters that control the option of four-dimensional data assimilation
(4DDA) by Newtonian relaxation (nudging). This is also termed analysis
nudging, since we will be nudging toward a gridded data analysis. This
4DDA option requires that the INITIAL variable is set to 2 or 3, so that the
model is initialized from varfiles or a previous RAMS run. The varfiles or
history files contain time series of gridded horizontal wind, potential
temperature, and total water mixing ratio values, usually analyzed from
observations or sometimes large-scale model forecasts. The atmospheric
model solution is relaxed toward the analyzed data during time integration.
The strength of the nudging is given by (I-M)/T, where I is a varfile data
value at a particular location, M is the corresponding model value, and T is a
user-specified relaxation (e-folding) time scale. RAMS contains a 3-D array
of T values for each grid so that the nudging strength can be specified in a
customized way by modifying code. However standard distributions of T
may be easily defined through the namelist variables TNUDLAT,
TNUDTOP, and TNUDCENT, which define relaxation time scales at the
lateral boundary, top boundary, and center regions, respectively, of the
model domain. The influence of TNUDLAT extends inward from the
lateral boundary of the model domain (coarse grid) by a number of grid cells
specified by the user in namelist parameter NUDLAT. The influence
function (inverse time scale) increases outward parabolically beginning
from the parabola vertex located NUDLAT points in from the boundary.
The nudging time scale at that vertex and deeper in the interior of the grid is
defined by TNUDCENT. Thus, TNUDCENT can be used to specify a
lower bound on nudging strength throughout the domain. The influence of
TNUDTOP extends downward from the model domain top to a height
specified in namelist variable ZNUDTOP. The influence function increases
linearly between these two heights, reaching the minimum value defined by
TNUDCENT at and below ZNUDTOP. Note that as time scales are
inversely proportional to nudging strength, TNUDCENT should have a
larger value than TNUDLAT and TNUDTOP for nudging to strengthen
toward the lateral and top boundaries. Use of TNUDLAT and NUDLAT is
a replacement for the specification of the Davies lateral boundary nudging
in 2c and earlier versions of RAMS. Use of TNUDTOP and ZNUDTOP
functions analogously to the Rayleigh