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Abstract. The dissolution of semi-volatile inorganic gaseshsas ammonia and nitric acid into the aerosol agsi@hase
has an important influence on the composition, bggopic properties and size distribution of atmesighaerosol particles.
The representation of dissolution in global modislschallenging due to inherent issues of numergtability and
computational expense. For this reason, simplifipdroaches are often taken, with many models migalissolution as an
equilibrium process. In this paper we describertie dissolution solver HyDiS-1.0 that was develofigdthe global size-
resolved simulation of aerosol inorganic compositibhe solver applies a hybrid approach, whichvadlsome particle size
classes to establish instantaneous gas-particldibemqum while others are treated time depender{tly dynamically).
Numerical accuracy at a competitive computationxgle@se is achieved by using several tailored nualeformalisms and
decision criteria, such as for the time- and sigpethdent choice between the equilibrium and dynamicoaches. The new
hybrid solver is shown to be in good to excellegiteement with a fully dynamic benchmark solver &mdhave numerical
stability across a wide range of numerical stiffnesnditions encountered within the atmosphere pvéeent first results of
the solver's implementation into a global aerosarophysics and chemistry transport model. We findt (1) the new
solver predicts surface concentrations of nitraig @ammonium in reasonable agreement with obsensatwer Europe, the
US and East Asia; (2) models that assume gas-lgariguilibrium will not capture the partitioning aiitric acid and
ammonia into Aitken mode sized particles, and tinay be missing an important pathway whereby seagnutticles may
grow to radiation and cloud-interacting size; aBjl the new hybrid solver’'s computational expensenéiest, at around

10% of total computation time in these simulations.
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1 Introduction

The inorganic composition of the aqueous phasdambspheric aerosol particles is continuously subjeexchange with
the gas phase. Whereas38), condenses irreversibly under tropospheric conuticcemi-volatile species such agOH
HNO;, HCI and NH may re-evaporate from the aerosol agueous phasendimg on the temperature and chemical
composition of the atmosphere. Bldombines with HO to give NHOH, which along with HN@ and HCI tends to
dissociate in the aerosol aqueous phase, with walterg the role of a solvent. This combinatiorcohdensation and partial
dissociation is usually referred to as gas-particleversion or dissolution.

The dissolution of semi-volatile gases into theoael phase has an ambiguous effect on aerosolcleadize. The
dissolution of NH within acidic HSO, particles decreases their hygroscopicity, regylitina decrease in water content and
particle size, while chemical interaction betweeatissolving acid and a dissolving base, such as HN@ NH, may result
in a substantial increase in particle size dueheodonsiderable amount of dissolved matter andrwaét is bound by it.
Variations in particle size and hygroscopicity aff@erosol-radiation and aerosol-cloud interactiomish influences on
climate processes such as atmospheric circulatidrttee water cycle. Because the chemical compasitigarticles varies
substantially with size, the effects of these seotitile gases are non-uniform across the partgike distribution.
Dissolution affects atmospheric chemistry via itfluence on atmospheric composition and also ingparosol
heterogeneous chemistry via the aerosol surfacetengH of the aerosol aqueous phase. Finallydibsolution-mediated
modification of the aerosol radiative propertied awiso affect the photolysis reactions within @tenosphere.The potential
of dissolved inorganic species, especiallysNtid HNQ, to act upon these climatologically relevant fastis high, as they
are a major constituent of the atmospheric aer@splecially in polluted areas (e.g. Adams et 8991 Feng and Penner,
2007, Metzger and Lelieveld, 2007, Pringle et2010, Morgan et al., 2010).

The global simulation of the aerosol inorganic amsechemistry is computationally expensive dueéntgodomplexity of the
process and the numerical stiffness property ofrétated differential equations. The so-far adopegroaches may be
divided into equilibrium approaches (e.g. EQUISOLMgcobson et al., 1996, Jacobson, 1999b; ISORROWAes at al.,
1998, Fountoukis and Nenes, 2007; EQSAM, Metzged.e002a, Metzger and Lelieveld, 2007), seletyidynamic so-
called hybrid approaches (HDYN, Capaldo et al., ®0€ee also, Trump et al., 2015); and fully dynamagiproaches
(MOSAIC, Zaveri et al.,, 2008). The motivation foquilibrium approaches is that the stiffness of fystem leads to
numerical instability that may involve prohibitie®@mputational expense when integrated in time. idydypproaches seek to
reduce the computational expense by assuming thataofraction of the aerosol size distributioririsequilibrium with the
gas phase. This fraction in equilibrium is usualig smaller end of the size distribution, which lgorequire the shortest
integration time step if treated kinetically. Thamaining fraction of the size distribution is tesdtdynamically because the
larger particles are not in equilibrium with thesgeéhase, as shown by theoretical studies (WexkbiSsinfeld, 1990; Meng
and Seinfeld, 1996) and model investigations tlehahstrate a much better agreement with obsergfimg. Hu et al.,
2008).
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The obvious advantage of a fully dynamic approachsi accuracy, provided that the mathematicalnstis properties of
dissolution are tackled through the choice of apraepriate numerical integration scheme. Althouglyfdynamic solvers
may prove to be computationally efficient, due tonerical and system dynamical constraints to tleécehof the time step,
their computational efficiency cannot be increabegiond a certain threshold, unless they yield imipeeand/or unstable
results (Zaveri et al., 2008). Hybrid schemes Hasen criticised, as they may not be able to fudlsoive the dynamics of
the cuncurrent dissolution of several species thtdract chemically due to their partial equilibriuvassumption. In
particular, due to competition effects smaller jgdgt may, in some conditions, not be at equiliforitn the presence of
larger non-equilbrium particles (Wexler and Seitdfel1992). The equilibrium assumption may thus lead a
misrepresentation of the redistributing flux of selatile species within a size discretized aeftdboough the gas phase
(Zaveri et al., 2008). Although this latter misregpentation appears to be inherent to any partidlilegum assumption, the
extent and the frequency of occurrence of the tieguinaccuracy remains unclear. Inherent limitagicco the hybrid
approach may prove to be overcome satisfactoritlgafchoice of the fraction of the size spectruat th assumed to be in
equilibrium is carefully made. Also, these limitats need to be balanced against the fact that ridrgpproach may enable
a more accurate representation of other systemndygah properties, such as the species’ chemicaraation. The
computational efficiency is another fundamentaleaspf a global modelling scheme, and it is theefimportant that its
time stepping is flexible and not limited in pripts.

This study describes and evaluates the new hybtictisHyDiS version 1.0 for the dissolution of sevoiatile inorganics
into the aerosol aqueous phase. The solver usgsria Imechanism that strives to combine computafiefficiency with an
accurate representation of the dynamical propdrtieprocess. To achieve this, the solver makestigxisting numerical
methods and concepts, such as the semi-implicitsend-analytical integration method for dissolutibat was developed
by Jacobson (1997), the mixed time integration oet{izhang and Wexler, 2006; Zaveri et al., 2008}har analytical
approach for the estimation of the equilibrium caosipon (Nenes et al.,, 1998), some of them modifisadamentally.
Other methods are novel as they have been devekypeifically for the purpose of HyDiS-1.0. All tfiese numerical
methods are applied within different branches obaerall formalism that is based on the system dyoal and numerical
properties of dissolution and assorted with a $eipecific decision criteria for the distinction ang dynamical regimes.
The solver is not a complete gas-particle exchaujeer, as it does not take into account the exghdretween the gas
phase and the particle solid phase, does not aamsdaither the existence of mixed phase partiaeshe role of organics.
Section 2 describes the dynamical properties of sinaultaneous dissolution of several inorganic coumus and the
numerical constraints these put on the design afficient hybrid solver. Section 3 explains thectmenism of the solver in
detail. Section 4 evaluates the solver againsy fijinamical model runs in a box model configuratibmally Section 5
presents first results from an implementation o #theme into a 3-D chemistry transport model tmadestrate its
computational efficiency and numerical reliability.
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2 Dynamical properties of dissolution
2.1 Non-linear properties

To understand what turns dissolution into a tedimwserical problem, it is necessary to analyseytsamical properties in
detail. This section analyses these propertieggutia example of HNQand NH dissolving into an aqueous solution of
H,SO,. The concurrent dissolution of a base and an ext@ an acidic solution is characterised by a paosifeedback
phenomenon involving the two dissolving speciedidlty, the dissolution of HN@is impeded via the strong acidicity of
H,SO,. Conversely, the continuous neutralisation of ailia solution by a dissolving base such as;N¥ll eventually
prevent the dissolution of further basic matterwidaer, in the presence of both a dissolving acidl lzese, the continuous
neutralisation by the base may be effectively ceilo#tlanced by the dissolving acid, thus giving wayurther dissolution
of basic matter. The effective interaction betwéem two dissolving chemicals causes numericalngtif§, as there is one
variable, in this case the pH of the solution, ikatontrarily influenced by the two dissolving sfess.

The transition from an initially binary solution B6SO, and HO to a solution in equilibrium with gas phase HNDd NH;
may be divided into 3 stages (see Fig. 1):

1) Initial neutralisation of the particle. The solity of NH; is high, while the particle is too acidic for largmounts of
HNO; to dissolve. In an atmosphere with significant ame of HNQ and NH there is a momentary contrast of their
equilibration times because particulate HN@nds to be in equilibrium with the atmospherelsthHiH; partitions quickly
into the aqueous phase in the presence of a laegsyre gradient.

2) Efficient interaction between HNGnd NH. Both species are dissolving because the pH is déigpugh for HN@and
still low enough for NH to dissolve. During this phase particle pH comstitble dissolution of both species.

3) Asymptotic convergence towards equilibrium. Tieraction of HNQ and NH is reduced as each species is separately
close to equilibrium with the aqueous phase.

Dynamically speaking the system is kinetically tiéai during Stage 1 via the contrast of the parsaldace and atmospheric
pressures of Nk Consequently, during this stage Nl the driving species, while HN®nay be described as the following
species. In contrast, during Stage 2 the systazhdmically limited. It is the stage of effectivadraction between Nias a
base and HN@as an acid. The pressure contrast between theoasjuend the gas phase of both ;N&hd HNQ is
substantial enough for the interaction to be f&#age 3 is also chemically limited, however botlecips are close to
equilibrium. In contrast to the preceding, it i #tage of ineffective interaction between theiaadd the basic species, as
their effective dissolution is hampered by the latkpressure contrast. As will be seen in the rs@dtion, the specific

dynamical properties of each stage also entailigp@cimerical issues.

2.2 Numerical stiffness properties

A chemical system may be said to be numericall§ i§tits interacting variables show disparate ddpuation times, such

that the time step of numerical integration habdoadapted to those variables that drive the syatainvary quickly (e.g.

4
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Zaveri et al., 2008). Here, we choose to generafizeconcept of numerical stiffness to the follogvad hocdefinition: A
system of one or more variables is numericallyf stlien its dynamical properties require an intégratime step that is
small in comparison to the amount of time thakiguired for its transition to equilibrium.

Following this definition each of the above stagéfquilibration of the particle aqueous phase \hith gas phase may be
associated with a specific form of numerical séffg, as follows:

1) During Stage 1 the following species’ equiliwattime is much shorter than the one of the dg\species. This property
points to the usual definition of numerical stiffise except that the species with the shorter égafilon time is not driving
the system. A time step that is too large causeseamutive over- and undershoots for the followipgcges, which may
result in oscillating model results. Furthermonager some conditions the oscillations may grow ftome step to time step,
and may eventually produce non-physical values.

2) During Stage 2 the system is evolving rapidlythe presence of moderate vapour pressure gradigwtsefficient
chemical interaction. A scheme of numerical intégra that catches the interactive nature of thetesgsmay still
misrepresent its dynamics when the time step igprapriately large. Figure 1 shows a clear deviatibthe large time step
values from the small time step values during $tégje, such that inaccurate model results may tanelol if the transition
time through this stage is sufficiently large ratto the integration time step of the model.

3) The numerical stiffness associated with Stagea$ be described as follows: Each species takdwidoghlly shows an
equilibration time that is short relative to theientransition period. As explained for Stage #l shown by Fig. 1, this may
result in an oscillatory behaviour, with the inh&reisk of non-physical values. As the chemicakiattion between the
dissolving species is considerable, the propefisitpscillation is substantial and more pronountteeh within Stage 1, as
shown by Figure 1.

4) Finally, numerical stiffness may arise as fokoWwuring Stage 3, the system is interacting chalfgicalbeit the aqueous
phase is typically close to its equilibrium compiasi. However, effective chemical interaction magoaset in early on in
connection with low vapour pressure gradients. fHsglting situation is thus a hybrid between Staged 3. We found this
form of stiffness to occur in the context of el@hHNQ, and NH; concentrations that result in the formation of amiam
nitrate particles. During the formation processanfmonium nitrate the fraction of dissolving speciesaining within the
gas phase typically becomes very low. Howeverhégresence of size-resolved aerosol particlesatieain disequilibrium
among each other, their equilibration timescalé glcome very long, as the equilibration flux netasransit through the
bottleneck of low gas phase concentrations, thasltieg in further numerical stiffness. In Figurettle concentrations of
ammonia and nitric acid are too low for this varief numerical stiffness to occur. The artefactsaoted remind those
associated with the numerical stiffness that maguoduring Phase 2. Whereas the third variety ofienical stiffness may
arise on its own, the fourth variety always trdaongsi slowly to the third one.
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3 Solver description

The hybrid dissolution solver treats dissolutiotestvely as a dynamic or static process. Accorlgingoth dynamic and
equilibrium formulations of dissolution were devedal and implemented into an appropriate decisiaméwork. The
dynamic and equilibrium sub-solvers are specifidithiwv sections 3.1 and 3.2, respectively, wherbag formal linkage is
detailed within section 3.3. An alternative dynarsicheme is presented within section 3.4, whichwalldhe bias in
equilibrium solutions in relationship with computatal efficiency considerations to be reduced. Hmasection 3.5
provides an overview on the entire mechanism, figkhe formalism of the solver to the numericdifrstiss properties of
dissolution.

Naming conventions:

The reversible condensation and dissolution of safatile species into the aerosol aqueous phasarislated with the
HyDiS-1.0 dissolution solver. For reasons of comeeee, these species will henceforth be qualifiedissolvingspecies.
As given by the formalism of the solver the semlatite nature of some species is neglected at tiBpscies whose semi-
volatile nature is momentarily neglected and nolatile species are bound together via their commuoalification as
passivespecies.

In the following subscript letters i,j,k,n,t reladevariable to an aerosol size class i, a dissglspecies j, a passive species K,
at a particular integration time step or equilitmatiteration number n, at a time t, respectivélxceptionally they may be

placed as superscripts in order to differentiadenfwvarious additional variable attributes. Exposertcur as numbers only.

3.1 Dynamic dissolution

The flux of dissolving moleculasonto a particle surface elemel&is (e.g., Pruppacher and Klett, 1997):
on. D
d —L|=v.|-—=vplds,
ot KT

whereD [m?s?] is the Brownian diffusion coefficient in the gasagk corrected for condensation in the dynamic regind

Eq. 1

for sticking efficiencyk [J K] is the Boltzmann constari, [K] is the absolute air temperature, gnfPa] is the partial

pressure of the diffusing species.

Assuming pseudo-equilibrium and constant tempegatuithin the volume of air within which diffusiorakes place, one

obtains after integration over particle surface:

L _4zDN [ Ps ],
ot KT

Eq. 2
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wherec [m?] is the aerosol aqueous phase number concentrafitime dissolving species (molecule number per unit
volume air),r [m] is the radius of the aerosol particlds[m~] is the aerosol particle number concentrat®rm?] is the
gas phase number concentration of the dissolviegiep, andps is the vapour pressure of the dissolving specighea
particle surface.

Surface partial pressure may be related to the rummincentration of dissolved molecules via theated dimensionless

Henry coefficientH’, which for a mono-acid is defined as follows (Jzsamn, 1999a):

He= OKT_ NNAM oy
Ps  7malH']

Eq. 3

wherem, [kg] is the aerosol water mass per partitlg [mol™] is the Avogadro constanga [-] is the mean molal activity
coefficient of the dissolving monoaci#iA, [H] is the molal proton concentration in the aerospiesus phase artdl [mol?
kg? Pa] is the Henry constant of the dissolving mono-agien by:

A LN )
Ps

Eq. 4
Similar expressions may be derived for a dissol\iage.

In the preceding expression, the partial dissamiagiroperty of the dissolving species is neglectduch is an underlying

assumption for HyDiS-1.0. It will allow us to redguthe number of degrees of freedom of the congildelnemical system by
one unit for each dissolving species. In doing gwioproperties, such as the species’ chemcialactien, may be taken

into account more throroughly, as analytical solgi may be derived along with a critical reductadrthe degree of the

respective resolving equations. We have seen ipribeeding section that the chemical interactiamveen acids and bases

plays an essential role to the numerical stiffrprsperty of the system.

In contrast to the Henry constant, the dimensiantdsnry coefficient does not express a physical l&swalue expresses
the ratio between the partial pressure of the tisdomolecules if they were evaporated and theimadcsurface pressure.
These values are unequal due to chemical interaeatimong the species that make up the aerosol agjyd@mse, and the
resulting partial dissociation of the dissolvingdaor base. As such the dimensionless Henry caeffiés not a constant, but
varies as a function of the pH and the mean agtndtefficient. This feature will turn out to be ionpant when Eq. 2 is

numerically integrated in time.

Within the framework of a discretised representatid aerosol particle sizes, dissolution of sevepedcies may take place

onto several aerosol size classes simultaneodsbnly one species is considered and the chemitatéction of several
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species is neglected, then an implicit semi-aredytsolution may be derived when the following drathat results from
the combination of Eq. 2 and Eq. 3 is considered:

aCi—(t) = 4ﬂri,t Di,t Ni,t(Ct+& _E—gt)] .

ot it

Eq. 5

Combining the semi-analytical solution of the piding equation (Jacobson, 1997):

=H",C ( H' C ) Azt D Ny St
GCitra e T - it Cra JEX _H—'

it

Eq. 6
with the mass balance equation:
Ct+5t + Z Cra = Coot
i
Eq. 7
yields forC. s (Jacobson, 1997):
47rr D N; i
Ce Zc,tex;{ H' i &J
i
Cua = _ 4ar, DN,
7T
1+ H' | 1-ex e
it

Eq. 8

Although the preceding set of equations is uncaomhidly stable, as shown by inspection #fitr>oo, gG=H’; C and C=Cy,

/(1+2H’;), such that no unphysical values may occur, it Ehba noted that the convergence to a static dxjuitn between
the aerosol aqueous phase and the gas phase imemtditionally ensured: the solution given by Bgand Eq. 8 is
disconnected from the pH of the particle aqueowssehas the dimensionless Henry coefficient is befdtant. In addition,
the simultaneous dissolution of several speciesctffthe mean activity coefficient, which is alseldhconstant. The

integration time step may thus not be chosen ariiitrotherwise oscillatory behaviour may occur.

The preceding semi-analytical solution is therefoest used under conditions of relatively quickiatisns of the gas phase
concentrations and a relatively stable pH of th®sa aqueous phase, as for instance in the pres#re large amount of
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sulphuric acid. In the event of a monoacid disswhinto a particle with a highly variable partiglel and a relatively stable

gas phase concentration, the following semi-aral/golution may prove to yield more stable results

C — 11"'/12 B(ﬂ'l’;tz)exd(lz _2'1)&)
e a(1+ B(/ll’ ﬂz)exd(/%z o /11)5[)) '

Eq. 9
with:
aQt_ﬂl
B4, 4, )=— ,
()= 22
2

:Oi:gi'/iél—’ a:Ni,tNAMW’ ki,t:47”i,tDi,tNi,t

A, =-05-b+/-+025-b* +ac

b:ao-i.t’ C:ki,tC’ O-i,t:(anAki,t_Zrn(&,i,tj

K k

Eqg. 10

Eq. 9 is a semi-analytical solution to the gendifterential equatiorix/dt=-ax’-bx+c resulting from the combination of Eq.

2, Eg. 4 and the ion balance equation given by:
Hi+,t =G+ Z nkAk,i,t - Z m, Bk,i,t '
k k

Eq. 11

wherec; denotes the dissolving monoacid for which Eq. 9dlved, and, [m™] andB, [m™] stand for passive aniors

and cation®8™" in the aerosol aqueous phase, respectively.

In accordance with Eq. 4, the dissolving monoasiddsumed to dissociate entirely. The agueous midke atmospheric
aerosol contains in general a variable fractioswphuric acid whose degree of dissociation shbeldaken into account
when calculating particle pH. Within the precedaguation OHis presumed to be negligible relative t. Bimilarly to the
negligence of the partial dissociation propertytltd dissolving species, this assumption is an Uyidgr simplification
within the framework of the hybrid solver describiedthis paper. A model B0 is thus to be associated with an actually
neutral pH=7. In this context Eq. 6 may yield aatag concentration of Hboth via an evaporating acid and a condensing
base, as the variation of the pH is not taken @&moount within the normalised Henry coeffici¢tit In this context, which
adds to the numerical stiffness property’s requaets, the choice of an appropriate time gtep all the more essential.
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Both the choice between Eq. 6 and Eq. 9, and tlhé&etof an appropriate time step require an appatgcriterion that
stands for a representative variation of the gaksagueous phase compositions and/or the typicauatraf time to reach
that variation. In the framework of these equatjomkich neglect chemical interactions among sevspakies dissolving
concurrently, the characteristic variation or tiszale of the aerosol aqueous phase is inhererglyifgpto each dissolving
species. Consequently, the time step that wilmately be chosen must not exceed the one thatasacteristic of the
species that for some specific reason is chosdheamost relevant one. The specific upper time Btej to be used in
conjunction with the above equations should theeefulfil the following condition:

_ jait
A=Ky te, Ky <1,

Eq. 12
k5 being the numerical time step criterion for dissioluin the dynamic mode. In this study we choagel.0. The
characteristic equilibration tintg of the aerosol particles contained in size clagith respect to a dissolving and
supposedly non-interacting specigsay be related to an approximate equilibrium cositfmn, solving:

it
it )2 it i)t it ;i + P
([H+]eq ) +(ai,t e )[H+]eq —Q 0,7 — =0
B

o HKT . ’

ijt _ it _ _ it
o, = . A =Py 2 By =N;N,m,

it (yl—iA)
Eq. 13

whereo is the molal proton concentration in the aerosplesmus phase as given by the passive species.3Egjvds the
equilibrium proton concentration in the aerosol emps phase following dissolution of the monoddid. Note thato, is
conserved, as the particle water mass, the measitycbefficient of the dissolving species and thegree of dissociation of
sulphuric acid that is required for the estimatidrs, are supposed to remain constant as an approximdtte preceding
equation is obtained when Eq. 4 and Eq. 11 aretath@to the aerosol size class relevant masseceatson equation of the
dissolving species:

it _
ot Cj,t + Cl,j,t .
Eq. 14

The approximate equilibrium concentr::xtiﬁf;hj ! may then be obtained using Eq. 11.

Considering Eg. 5, the amount of time to reach ¢lgafilibrium naturally exceeds:

10
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it ALt
it _ 1 ) Ceq —C ‘
=
471 N, D, G |
, Lt it
max C, ,,—
H'

it

Eq. 15

As indicated by Eq. 6, the equilibration time igedenined by an asymptotic variation of the amourdissolved molecules:
when the solution is getting closer to equilibriutme pressure gradient, which acts as driving fodgainishes by the same
amount. It is our purpose to assess for each ithdiali species a characteristic time interval thatejgresentative of the
kinetic constraints to dissolution. This time imMarclearly cannot be infinite. We have seen alibe¢ Stages 2 and 3 of the
particle aqueous phase equilibration corresporadferiod of effective or ineffective chemical irgetion that is driving the
evolution of the pressure gradient. The individspécies’ kinetically limited equilibration time iBustrated by the time
interval of Stage 1. Its order of magnitude is gatg not obtained as a function of the pressusaignt, which may reflect
the chemical interaction during Stage 2 or 3, bther by thepotential of the gas phase or the aqueous phase to gemerate

condensation or evaporation mass flux, as expréasbé above equation.

Eqg. 15 defines a characteristic time interval timaly serve as maximum integration time step to teahic dissolution

solver. It reflects the physical nature of its mse and has the additional advantage of being ctatimuoally inexpensive.
Among several size classes, the smallest valuesrteegde chosen in order to avoid numerical instghdlue to competition
among the size classes. Equilibration is eventudtiyen by chemical interaction during Stages 2 adbut this

phenomenon cannot set in within a time interval ihamaller than the one required for individya¢cies equilibration. For
this reason it is possible to choose the maximulmevamong the dissolving species within one siass;land the overall
integration time step reads:

& =min,(max (t11)), & <At,

C

Eq. 16
wheresdt; is the internal numerical integration time stepsdn by the dynamic solver, and is the relevant external time
step of the model the dissolution solver is embddd.

The related approximate equilibrium concentratﬁi‘rj‘}’]t and surface pressurqsg’je’; may serve to distinguish between gas

and aqueous phase driven dissolution. Dissolusaassumed to be aqueous phase driven when thiggelatiation of the
gas phase concentration is less than 1% of thévweshzariation of the surface pressure:

11
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it it it i,j.t
‘Ceq -C ‘<Ki,j,t‘p3’eq_ S

it gl ij.t
C Ps

. Kyt =001,

Eq. 17

K4, being the distinction criterion between gas anaeaqgs phase driven dissolution in the dynamic mode.

When found to be aqueous phase driven the semytar@dlscheme given by Eq. 9 and Eq. 10 for a di&sg mono-acid is
preferred over Eq. 6 and Eq. 8. The more numeyicstihble earlier solution is only preferred wherthimi one time
increment the species-specific variability of paeipH is substantially higher than the correspogdiariability of the gas
phase. The aqueous phase driven solution shouddided whenever possible, as it is computatiomatlye expensive and
does not provide a semi-analytical framework tlzabants for the interdependence of the aerosolctizses.

Dynamic dissolution as given by Eq. 5 requiresdhmensionless Henry coefficient (Eqg. 3), which degmeon particle pH
and the mean activity coefficient of the dissolvegecies. The time dependence of the activity aoefit is relatively low
but the pH may span several orders of magnitudeirwine time increment. The high variability of fide pH reflects the
numerical stiffness properties that are typicalcohcurrent dissolution of chemically interactingesies (see above).
According to Eq. 16, the time step is chosen sttt it should be shorter than the typical time rivak of chemical
interaction. However, in a global model, transpovdy perturb species concentrations in such a wajo agpset the
equilibration tendencies of chemically interactisigecies. Under this circumstance the aqueous phagebe rendered
completely out of balance. The use of the approteraaalytical equilibrium pH as given by the root€q. 13 proved to be
an efficient fix to this transport-added numeriitedtability issue. Instability occurs whenever ggeous phase is predicted
to lose protons, and in combination with a reldyiarge time increment would tend to lose morentlitacontains. This
tendency may be easily checked by comparing thenicladly driven change in protons by a dissolvingséaor an
evaporating acid (Eq. 13) with the amount of pretamailable. The dynamic dissolution solver takesnaplicit approach
towards particle pH, via the use of the approximegeilibrium pH, rather than an explicit approagten the proton
demand exceeds half of the number of protons ptesen

ij.t it it _
(CH,eq_CH )>_KpH ‘Cyy Kpy = 05,

Eq. 18
Kxpn being the distinction criterion between impliaitoeexplicit particle pH for dynamic dissolution.

Within this section we have given semi-analytiaallions to dynamic gas phase and aqueous phagedintissolution and
defined a criterion that allows these regimes talisénguished. Furthermore we have derived a chariatic equilibration
time that may be used to determine an appropndégytiation time step. It is based on the obsemadtiat single species

equilibration time is strictly shorter than equilition resulting from chemical interaction amongesal species. The overall
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integration step is derived as the smallest sizeifip value, chosen within the ensemble of thgdat species-specific value
within each size class. Finally we have definediterion to distinguish between the use of the matawy and estimated
equilibrium pH with the gas phase driven solutidasdynamic dissolution. With these criteria and releterisitc time
interval, it is ensured that dynamic solver choasésne step that is as large as possible whileemizad stability remains
ensured. Still, under particular circumstancesrtimerical stiffness is such that the time step ireqments would constrict
computational efficiency. For this reason the dyitasolver can only develop its full potential insasiation with an

efficient equilibrium solver.

3.2 Equilibrium dissolution

This section describes a new numerical formalismtfie equilibration of the aerosol particle comfiosi with the gas
phase. The underlying principle of the solver isise semi-analytical solutions that take into anotdle interactive nature
of the problem as much as possible. The solverchasinad hocproperties. The number of dissolving species #nat
linked through chemical interaction cannot excdaedd. The number of particle size classes shouleexaeed the typical
framework of a modal representation of the aereg@ distribution, that is 3-4 size classes. Thsperties come as a limit

to its flexibility, however, they help optimize tlaecuracy and the computational expense of tharseltensiderably.

In analogy to the dynamic solver, distinction isdmabetween a regime of gas phase-limited equildoradnd a regime
limited by chemical interaction. In terms of theudiprium solver, gas phase-limited equilibratiooresponds to an initial
stage of approximate equilibration with large vaoias to the dissolving species in both phases.fdmalism allows for a
succession of quick iterations delivering an appnate solution. Chemically limited interaction iarfdled during a second
stage. It is both formally and numerically more @bew, and therefore computationally more expensivee equilibrium

solver is thus divided into two independent sulvai@ that are linked by appropriate decision deter

3.2.1 Gas phase driven equilibration

The gas phase driven equilibration sub-solver aseariational method. For each dissolving spegiagicle size classes are
treated conjointly. Chemical interaction, water tem, sulphuric acid dissociation and activity doénts are taken into

account via simple iterations. The resolving equafor single species dissolution into one aerssm@ class is quadratic in
[H™] (see Eqg. 13). Due to this quadratic dependehegetis no analytical solution for multiple sizasses, so the quadratic

dependence has to be approximated with a partediisation, as follows.

The ion and mass balance equations, and Henry'sdadvariationally, for a dissolving acid:
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éCj,n = _Z&i,j,n

&i,j,n:&hn
_ (Ci,i,n—l + )(C:infl + &hn) _— Yo N
o Ca+ ) T KTNZNAMZ,
(] j.n-1 j,n itNAlY w,i

Eq. 19

The previous expressions for the Henry's law anel itm balance may be combined using the followingdrisation

assumption:
i,n-1 2 ~ i,n-1 i,j,n
(Cl,i,n—l+CH )’5C|,j,n +5C|,j,n ~ 5(;.’]',” .(Cl,j,n—1+CH +5C|nv )’

Eq. 20

yielding:

i,n-1
o = Hih 5.+ HifiChnaa G jn1Ch
i,j,n in-1 i,j,n j.n i1 jn o1 R
C"J',n*1+CH +5C|nv Cl,j,n—l+CH +5C|nv Cl,j,nfl+ Ch +5C|nv

Eq. 21

wheredc, is the invariant variation of the dissolving spexcin the aqueous phase following its equilibratigih a constant

gas phase.

Consistently,oci,, may be assessed solving the square equationimgstidom Eq. 19 forsC;;=0. Eq. 21 may then be

inserted into the mass balance expression of Etgalfing to a solution of the typ€;; X(1+a;)=2b;.

For a dissolving base an equivalent expressionqo2f is reached by analogy to Eq. 19. Howevere liee non-linear
relationship between the gas and the aqueous ptasguilibrium does not arise via the second degetationship
5Cj:f(5cj2) but rather fromdC;=f(1/dc;). Under this circumstance linearisation is obtainéen the variation of the gas phase

counterpart in the denominator of the following eegsion is neglected:

o :_C"j’”*1+Hiri,i(Ci,nfl+éCj,n)C:4n_l
i.jn 1+Hr,(C . +&,,)

I

j,n-1
Eq. 22

with:
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H = ‘ Ci,j,nﬁl+&i,j,n r”=[KH207/Bj
Pt s Caa i) L KTy,

]

Eq. 23

Via the combination of Eq. 22 with the mass balaegeation (see Eq. 19) the variation of the gas@ltae to a dissolving
base may then be obtained in similar fashion.

The variational approximations developed in thigtise resemble analytic solutions to the equilitraof a non-chemically
interactive species dissolving into a size-resolaerbsol. Due to their approximate character thesthods require iteration
for each dissolving species notwithstanding thatytlssume certain variables to be constant andecteghemical

interaction among the dissolving species.

3.2.2 Chemically driven equilibration

Gas phase-limited dissolution is driven by theiphpressure gradient between the particle surfatkthe gas phase, and is
relatively independent of the non-linearities doehemical interaction among several dissolvingigse The application of
a computationally efficient variational solver thatbased on iterations proves to be advantageadsruhis circumstance.
The same does not apply to chemically limited diggmn for which numerical instability may easilgaur via the pH, and
the number of iterations required may turn outéovbry elevated due to numerical stiffness. Anedytsolutions (Nenes et
al., 1998) offer the advantage of being unconddilynstable and computationally inexpensive. In tuntext of the
concurrent dissolution of several species intoza siiscretized aerosol they nevertheless have alesssawbacks. (1) For
two or three dissolving species the equilibratibthe aerosol aqueous phase requires the analgbdation of an equation
of the third and the fourth degree, respectivede(selow). The high degree of precision that iessitated by equations of
such an elevated degree may not be readily obtdmedumerically stiff systems. Similarly, the nuerbof dissolving
species whose chemical interaction may be fullgaikto account may not exceed three, as no acall@blution is readily
available to an equation beyond the fourth deg{eln the presence of a non-linear system, a ceh@nsive analytical
solution may not be obtained (see above), entatliegneed for iterative treatment, if the equililoni composition is to be
determined with a high degree of confidence. (3} Ihot possible to solve analytically for chemiigahteracting species
within several aerosol size classes (see previectfos), which adds to the need for iterative tresit.

In the following, the derivation of the resolvinguation of equilibrium pH is described for the exdenof several acidic
species. Similar equations may be derived for amglination of dissolving bases and acids. Actigibefficients, particle
liquid water content and the degree of dissociatibsulphuric acid are not predicted by the analyscheme as they are
included as parameters (for one dissolving spedties,dissociation of sulphuric acid is taken intca@unt analytically,

however, see below). The variables are therefaegls phase and aqueous phase concentrations difsodving species

15



10

15

20

within one size class and the particle pH withiattblass. We are thus dealing with a systerfrnsfl equationsn being the

number of dissolving species. The governing eqgoatare equivalents of Eq. 19, these read gensricall

XY,

Y].

@ Y=Y 4y >y,

I#i

(3) % =i%,; +Za1',k

@ A=

Eq. 24

wherea stands for the passive ionic species containdti@nparticle aqueous phase such as sulphate, lhédalpand the
balanced amount of cations and anions that resutt 6ea salt dissociation. Eq. 24(1) stand forHbkary’s law (c.f. Eq. 4),
equations (2) for the mass balances (c.f. Eqg. @)(&h for the ion balance (c.f. Eq. 11). The sdaisas may be grouped

together as they will not contribute to the variijobf the pH during equilibration.

The resolving equation for particle equilibrium [Hobtained when Eq. 24(1) are solved Ypand then inserted into Eq.
24(2). These in turn are then solved fpr which are then inserted into the ion balance eégumaOne obtains then a
polynomial forx, (=H") whose degree is equivalent to the number of tisgpspecies plus onel€n+1). When the above
system is solved for any of ory;; without solving forx; before, the resolving equation is of degde®m+2. This stresses the
primordial importance of particle pH for chemicaudibration as it acts as a linkage among the omently dissolving
species. It is possible to include sulphuric adgbkakciation in the above system (with constantvagtcoefficients only).
Under that circumstance the degree of the resolinaation forx; is d=n+2. In order to limit computational expense and to
limit the degree of the resolving equation to fddk5) in the presence of three dissolving species, hsuip acid
dissociation was not included in the analyticaliéopium solver described here, except when theesoéquilibrates for only

one dissolving species.

3.2.3 Equilibrium solver implementation

The implementation of the preceding formalisms leéroically and gas phase driven equilibration intmdied equilibrium
solver requires an effective criterion of distioctibetween these two regimes. The variational fésmaallows for quick
equilibration within the size-discretized aerosdihen equilibrium is almost reached in terms of itndividual species’
pressure gradient, the system becomes driven hyichkinteraction, and the efficiency of the formaal decreases rapidly.

For this reason an appropriate distinction critefietween chemical and gas phase driven equilioréi
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Eq. 25

The minimum value for gas phase driven equilibratthosen in this study i ~0.1. When equilibration is initiated in the
gas phase driven mode,, decreases with each iteration. Once the thresisotdached, equilibration is switched to the
chemically driven mode, upon whiehg increases again as chemical interaction will giggigher exchange fluxes. In order
to avoid oscillations between the chemical andghe phase mode, a switch back from chemically ® glase driven

equilibration is formally excluded.

The equilibrium solver follows an iterative schenBnth the gas phase driven and the chemically driegquilibration
mechanism do not account for the variability of thetivity coefficients, the particle water conteahd, in most
circumstances, the degree of dissociation of suiptacid. Within the chemical sub-solver, equilitiwa for these variables
is carried out on amternal level of iterations. The maximum number of intdrit@rations was set to 5, as a number that
reconciles the need for numerical stability andliimiation of computational expense. The chemicdliven scheme solves
equilibrium for all dissolving species within onarficle size class. For this reasonexternallevel of iterations is required
that accounts for equilibrations among the sizesga. Its maximum number was set to 20, which waasd to be sufficient
under the numerically stiff conditions that areitgh to chemically driven dissolution. In generiagtte is an inclination for
the smaller particle size classes to have a loaedensation sink than the larger ones. For thisoreathe larger size classes
eventually tend to act as process drivers althdhgh equilibration requires more time. The cheirhjcdriven equilibrium
scheme iterates consequently in the reverse siter.ofhe gas phase driven scheme solves for alilsaksize classes
simultaneously. Limited chemical interaction adeaetied in the variability of certain variables likge activity coefficients
and the water content may be jointly tackled withimommon iteration level. The iteration level bé tgas phase driven
scheme is therefore formally identical to the exdbrlevel of chemically driven equilibration, andet associated total

number of iterations is also limited to 20.

Chemically driven equilibration at the internalrégon level is dominated by the variation of pHorRhis reason a

representative criterion of convergence at thislléex
i,n i,n-1
i _ ‘CH ~ Cx

convint — in-1 '

Ch

K,

Eq. 26

A sufficient degree of equilibration is assumed&reached at the internal level wheg,, in<0.1. At the external level the

degree of convergence is estimated with the foligvariterion:
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i

K convext —

Eq. 27

<10°2. under the circumstance of several

In this study convergence is assumed to be reaulfesh ma)<zcconvext)

competitive aerosol size classes and pronounceahiclkinteraction, the quantity of dissolvable matin the gas phase
may become very limited (see above). The resultimgperical stiffness sharply increases the amoumixtdrnal iterations

necessary for equilibration under the chemicallyair scheme. A criterion to diagnose this numelsicstiff equilibration

n-1
m a‘)<I('COT‘IV ext ) —-m ax(KCOHV ext )

ma><Kconvext)

situation is:

K,

conv,stiff —

Eq. 28

When xeony oir iS found to be inferior to 0.1, then convergenoeong size classes is assumed to be inhibited by slo
transition of the dissolving species through the plaase and the external convergence criterio® Eés increased from 10

to 102 An increase of the convergence criterion redticesrecision of the equilibrium solver, and in sequence appears
to affect the accuracy of the hybrid solver as alehDynamically speaking, it turns out that thised not be the case.
Knowing that this type of numerical stiffness cométh a sharp elongation of the transition perioceguilibrium, some of
the size classes that the solver attempts to beaiiéi will not reach equilibrium within the overéline step of the model.
This circumstance will be taken into account, asrthomposition will be corrected separately acoado the concept of

pseudo-transition, which is described in the follaywsection.

3.3 Hybrid solver implementation

The formal combination of the dynamic and equilibmi solvers requires the definition of an approprid¢cision criterion
for distinction between these two regimes. The cddn of computation time is the compelling reasonthe preference of
a hybrid formalism over a fully dynamic one, whialould obviously be the more accurate one. Accordingq. 16, the
time step of the dynamic solver tends to be muclerfimited by individual size classes, among whioh smallest value is
chosen, than by the individual species in termshefr characteristic equilibration time. It is théare advantageous to
assume a maximum number of size classes to beuitibeym. Among the size classes considered ndbeécequilibrium,
some species may still be set to equilibrium. Alidlo this latter choice would not allow for an irese of the time step of
dynamic dissolution, as the maximum characterigtie interval is chosen for each size class, itldatill have a positive
influence on numerical stability if it targets theost numerically stiff species. From its underlyprinciple, this approach

may be considered to be a minimalistic version ofiged time integration method (Zhang and WexI&Q)&, Zaveri et al.,
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2008), as the choice to simulate the temporal e¢emiuof some species explicitly while others woudd supposed to

equilibrate instantaneously is based on the corsida of their specific characteristic time intekv

The characteristic time interval for dynamic dissimn is tailored to the numerical stability reauirents of the dynamic
dissolution solver. It differs from the actual dipration time, as it does not take into accoungraftal interaction, and
appears to be quite specific, as it does not cendite actual partial pressure gradient. It willvnbe argued why the
decision criterion between the equilibrium and thaamic regime may follow a similar approach. Fitste pressure
gradient is only a momentary snapshot of the stduratate the particle is in. Chemical interactamually determines the
equilibration time in many if not most cases. Twytlig, during most of the process of equilibratiosteong gradient will be
conserved in time. The gradient will only becomeaken once the solution is close to equilibriumc&ad, pronounced
chemical interaction requires small time stepstduiés related numerical stiffness. It should tfiere be avoided as much as
possible, and the corresponding size classes sleuflit to equilibrium. Their composition would kaw be corrected by

other means in order to ensure that the solves &caurate as possible.
The ideal criterion of choice between the dynamid tihe equilibrium solver should therefore:

1) Determine the size classes that are clearlguilibrium due to their actual equilibration timeibg much shorter than the

overall time increment of the model.
2) Determine the dissolving species that are gtéarkquilibrium among the remaining size classes.

3) ldentify circumstances of pronounced chemicakriection whose dynamical treatment would entaibhphitive

computational expense.

The distinction criterion may therefore be statedadows:

i i
Kieq = a-t.’,
Eq. 29

wherea is anad hocproportionality constant. Then, a sufficient cdiudi for the particle in size clasgo be in equilibrium

with respect to the specigwould be:

i
Kieq <AL,

Eq. 30

wheredt is the overall time step of the model the dissotusolver is imbedded into. The proportionalitgtfar a within Eq.
29 has a double physical and numerical meaningt eepresents the extent of chemical interactiogobd individual
species equilibration that should be taken intmantdynamically, and the maximum number of intetimae steps that one

is willing to accept, considering a balance betw#encomputational efficiency and accuracy requéets of the solver. In
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this studya=2.0, such that the number of internal time steps wdngldimited to two at this point. The complete fatism

of the solver will further complicate this picture.

A complementary choice criterion between the dywaanid equilibrium solver is introduced as followWghen an aerosol
size class is put into the equilibrium mode, itduience on the mass balance of the dissolving spdsidisconnected from
the ones kept in the dynamic mode. Due to themé&brseparation a choice must be made on the andehich dynamic and
equilibrium dissolution are calculated. In thisdstuhe dynamic solver is carried out first on grosiof the tendency that the
corresponding size increments have the larger ecwadion sink. Furthermore, from a dynamical poiftview, it is
plausible that faster reacting particles adaptdwer ones rather than the other way around. Irseguence, the influence of

the equilibrium size classes on the mass balarm@dhbe kept as low as possible, as given by:

Eq. 31

wherexmeqis the distinction criterion between the dynanmid @quilibrium mode by reason of mass balance dersiions.

In this study mass balance conditions are suppimskd fulfilled whenme<0.1.

A size class is put into equilibrium mode wheruififs both the mass balance and the equilibratiiow criteria with respect
to all the dissolving species it contains. The nsdance criterion may thus lead to an increagbefumber of time steps
required by the dynamic solver, as some size dasg may be found to be dynamically close to légium may not be

found so in terms of their mass. As the mass balaniterion does not catch chemical interactiohegitas it also follows
the gas phase driven approach, the size classearthaumerically stiff are still effectively filted out, and the overall

computational efficiency is preserved.

Decision on which species are placed into the #ajitim regime within a size class that is otherwti®ated dynamically
follows an analogous approach. However, due to nigalestability considerations, the equilibratiémé criterion is applied
exclusively under this circumstance, and only thggecies may be put in equilibrium that do not atchemical driver
within the size class under consideration. The ¢baindriver to dissolution is defined to be the cpe that shows the
longest equilibration time. For computational afficcy, equilibrium species are treated non-iteedyiwising the analytical

solutions that have been derived for chemicallyafriequilibration (see above).

Size classes in the dynamic mode are rechecked etd internal time step against the remainingtifsa of the overall
time step. In consequence, the equilibration timieron is adapted sequentially to the remainimggration time interval
via xe<A4t-0t, where ot stands for the cumulative amount of time that bhaen integrated over so-far. Through this
procedure, the maximum number of time steps reduine the dynamic solver may still increase by ofteraeach time

increment. In practice, however, the probability thiis to happen several times is very low as tieacteristic equilibration
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time t; is formulated in a way that it is relatively invant (see above). The number of time steps reqbiyetthe dynamic

solver thus typically does not exceed three iratience of mass balance constraints.

If an aerosol size class is put into the equilirimmode, it is kept on hold for treatment by theildgnium solver until the
dynamic solver has finished. It might seem appaiprio redirect these size classes to time-resalisgswlution, on the basis
of regular rechecks of their dynamical statuteradigch time increment of the dynamic solver. Howgsach a procedure
would be inconsistent, as those classes previalshgen to be in the dynamic mode would have evoineime in the
meantime. On the other hand, it is possible tornegquilibrium species within a size class to tygaimic mode, as in this

circumstance dynamic and equilibrium dissolutiomehbeen carried out simultaneously.

3.4 Pseudo-transition correction

On grounds of the above criterion (3) for distinatibbetween the dynamic and the equilibrium modes slasses that are
numerically stiff are set to equilibrium, notwitheding their actual dynamical state. In order toext for the consequent
bias the following formalism is adopted. For evdrysolving species the equilibration time is estedaafter each external
iteration increment of the chemical sub-solver. Eheilibration time considered here is not equintte the characteristic
time interval for dynamic dissolutiag, but rather stands for the actual species spesifislibration time in a framework of
effective chemical interaction that is marked by lpressure gradients. Eq. 2 may provide an estmadf the actual
equilibration timete

. . Jc"—c
K" =i = b (471D, N, J TR

pt i,j.n|’

Gt er

Eq. 32

whererxy is the distinction criterion for numerically stiize classes in thgseudo-transition modésee below), and is a
proportionality constant that takes into accouet thariability of the pressure gradient during efuidltion. In this study, we
chooseb=1.0 as a first approximation. This value may be roughstified as follows: (1) under circumstancesbémically
driven equilibration, the pressure gradient temdse relatively constant, and (2) a certain amofitihe temporal variability

of the pressure gradient is already being takemastount due the fact thaj is updated after each external iteration, thus
allowing for competition between size classes.

If the equilibration time is found to exceed theerll time stepdt for more than one of the dissolving species, tten
species showing the largest excess is chosen aslévant driver. For the driving species the failag linear correction is
made:
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B At ( i.jn )
Ci,j,t _Ci,j,t—1+ti,j,n Ceq _Cl,j,t—l

eq
Eq. 33

The non-driving species are then equilibrated t ribwly estimated value of the driving species wlith full chemically

driven equilibrium sub-solver including internaériations. This process is re-initialised at eactereal iteration of the
chemical sub-solver, such that it becomes formadist of the equilibration process, and is repeat&d full convergence.

Size classes whose time-resolved transition tolieguim is mimicked with the abova posterioricorrection method are
henceforth said to be in the pseudo-transition mode

3.5 Overview

In the previous sections we have described the ricahanechanisms that make up the new inorganisotlision solver.
Due to its hybrid nature, the solver is dividediat dynamic and an equilibrium sub-solver. The ldgjium solver allows
for an additional pseudo-transition correction $are classes that are not treated with a fully dyoapproach by reason of

computational efficiency.

The equilibrium solver is partially based on anlwiizal approach, which was shown to be computatignefficient by
previous modelling experience (e.g., Nenes etl8B8). The analytical approach is chosen whenegephldition is found to
be chemically driven via effective interaction dietspecies contained in the aerosol aqueous phashkis study, the
analytical approach is followed as rigorously asgilde, as the equilibrium particle pH is computed the concurrent
dissolution of several species. The degree ofdhelving equation is equal to the number of disaglgpecies plus one (the
latter standing for H OH is neglected in the ion balance equation), thugitig the number of dissolving species that may
be taken into account to three.

The dynamic solver is principally based on the sanailytical approach followed by Jacobson (199Rdjas the advantage
of solving simultaneously for an unlimited numbérparticle size classes, thus providing for theirtmal competition for
condensable matter in the gas phase. However fdhisalism cannot account for the chemical intemctbetween the
species. Dissolution may be very close to equilitrifor certain particular species, while it mayrug for certain other
species, which actually serve as driving specids ffamerical stiffness category 1). Furthermorigsalution may also be
numerically stiff for the driving species via thariability of particle pH (stiffness category 2)hdrefore a species-selective

equilibrium assumption is made and a predictivenfticit) formalism for aqueous phase pH is usedpegtively.

The basic functioning of the hybrid solver is depitby the flow chart shown in Figure 2. To begithywa characteristic
time interval is estimated for each particle sitass in the model. A size class is found to bednildrium when its
characteristic time interval corresponds to lessthalf the integration time step of the aerosatraphysical model the

solver is embedded into, and when its equilibratiequires less than 10% of the total available endtir each of the
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dissolving species. The characteristic time intergflects the amount of time that would be reqgifer the equilibration of
a size class with respect to a particular dissghgpecies, thus neglecting additional equilibratiore requirements due to
chemical interaction. This definition ensures thiae classes that show numerical stiffness acogrdircategories 3 and 4
are mostly treated by the equilibrium solver. Farse size classes that are treated dynamicallg,ititegration is performed
at a time step that is as large as possible whifeenical stability is still ensured. The time steghosen according to the
requirements of the size class that is closestjtdibrium. In case more than one time step is egl) each of the dynamic
mode classes is retested whether they can be fouthe equilibrium mode. After typically 1-3 dynamiime steps the
composition of the equilibrium classes is calcudatln choosing to calculate equilibrium compositiafter the dynamic
calculation finished, two goals are pursued. Figtjilibrium size classes tend to consume lesseméithn dynamic classes,
as they are ideally close to equilibrium, and hesgwmller. This circumstance is of some relevaneeabse their mass
balance is decoupled from the dynamic size cladkas, carrying the risk of artefacts due to miseepntation of mutual
competition for condensable matter. Second, itnisueed that those size classes that come closguitibeium during
integration may still be put into the equilibriunode, such that both numerical stability and commrtal efficiency can be
ensured.

Figure 3 depicts the formalism of the dynamic solver for one internal time step. First, each sifass is tested for
whether certain species may be assumed to be ifibeigen. This test is carried out in accordancehwihe above time
criterion for distinction between equilibrium angindmic classes. Species that are found to be imyhamic regime are
subdivided further according to whether their equéition is driven either by the gas phase or chahinteraction within
the aqueous phase, and, in the former case, angaalihe variability of particle pH. As such, gdsase limited species are
integrated in time with Jacobson’s semi-analyticedthod (Jacobson, 1999a), while aqueous phaseedingpecies are
integrated with an analytical method that proviftestheir larger numerical stiffness. The analticeethod solves for one
species in one size class, while the Jacobson chedblves for one species in all size classes. Hhnticfe pH associated
with the Jacobson method corresponds either tmdsientary value (=diagnostic approach), or, if thta be beyond a
certain variability threshold, to its individual espes equilibrium value (=prognostic approach)otder to insure accurate
partitioning among the size classes, time integnait performed in parallel irrespective of theesoke that has been chosen.
Finally, for the dissolving species that have belmgnosed to be in equilibrium in some or all oé tblasses, the
composition of the dynamic classes is updated daugrto the analytical approach that is adoptethénequilibrium solver

(see below).

The formalism of the equilibrium sub-solver is suanined within Figure 4. Using a specific criterichg equilibrium
solver differentiates formally between so-calleérdital and gas phase equilibration. In the firsecaquilibration is driven
by chemical interaction among species dissolvingultaneously. The chemical sub-solver assesseseddibrium
composition of one size class with respect to @&balving species using the above-described analytipproach, and

iterates at an internal level for water content antlvity coefficient variation, which cannot becaanted for analytically,
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and at an external level for interaction amongdize classes. For size classes whose equilibragi&imetically driven by
the variation of the dissolving species’ conceitrain the gas phase, a specific solver was dedighat is based on a
variational method. The kinetic sub-solver presémsadvantage of being computationally efficiemigl solves individually
for each dissolving species and simultaneouslyatbrequilibrium size classes. If at least one sii&ss is found to be
kinetically limited for at least one dissolving spEs then the kinetic sub-solver is used beforehding kinetic solver
performs iterations with updated gas phase andaseirpressures, water content and activity coeffisiaintil further
equilibration is found to be entirely chemicallynlted. Consecutively, full equilibration is achielveith the chemical sub-
solver. Size classes that are dynamically, howaweichemically, close to equilibrium (numericaffsiess categories 3 and
4) are mostly tackled by the analytical solver. é€splly classes that show numerical stiffness atingrto category 4 turn
out to have an actual equilibration time that islénger than the individual species’ equilibratithme. At each external
iteration of the chemical solver, the compositidntiiese size classes is re-evaluated according testimation of their
actual equilibration time. Size classes thus ctéeb@re said to be in pseudo-transition and rerfaimally part of the
equilibration process. The chemical sub-solvervadidor a certain number of external iterations omdieally the chemical
composition of the equilibrium and pseudo-transititasses converges prior to attaining the maximumber of iterations,

upon which the composition of the equilibrium clesss updated accordingly and the solver is exited.

4 Box Modelling Evaluation
4.1 Box model setup

The hybrid solver was implemented in the box moagkion of the modal aerosol microphysics schem®KAP (Mann
et al., 2010). The microphysical processes areswiliched off during the validation, providing forstable unperturbed
aerosol population that is divided into 4 hydrojghihodes (nucleation, Aitken, accumulation and seprThe particle phase
in these modes is purely liquid, consisting of ameHSQ, SO, NOy, CI, NH,", and N&. H" is calculated via the ion
balance, taking into account the partial dissooiabf sulphuric acid, whilst nitric acid and hydntaric acid are assumed to
be entirely dissociated. Olis neglected all throughout the scheme. Gas pHaE®a;, HCl and NH may dissolve into and
evaporate from the aqueous phase, with activityffictents, surface pressures and water contentsasdevia the Partial
Derivative Fitted Taylor Expansion (PD-FIiTE) aerogermodynamics scheme (Topping et al., 2009).HPLE was built
on the concept used in the multicomponent Taylgraegion method (MTEM) model of Zaveri et al. (200®)which
activity coefficients of inorganic solutes are eegsed as a function of water activity of the solutiUnlike MTEM, PD-
FITE was designed to remove the need for definighate poor and sulphate rich domains. In addittbe order of
polynomials that represent interactions betweerarlirpairs of solutes was allowed to vary to inceeasmputational
efficiency whilst retaining an appropriate levelawfcuracy. Fit to simulations from the Aerosol Dé&er Dependent Model
(ADDEM, see Topping et al., 2005a,b), the use offTE within a dynamical framework was demonstrafi@daqueous
inorganic electolytes in Topping et al. (2009) axtended for inorganic-organic mixtures in Toppétgl. (2012) using the
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Microphysical Aerosol Numerical model Incorporati@hpemistry (MANIC, see Lowe et al., 2009),30, is not currently
considered as a dissolving species within HyDiS-InQprinciple, it may treated by the solver ashamically interacting
semi-volatile species, provided that the total nemtif dissolving species does not exceed 3, thatutace pressure would
be delivered by the thermodynamic scheme, and dligit adaptations to the chemical equilibrium sohare made.
Alternatively, HSO, could be treated by the solver as a non-interga@mi-volatile species, or as a non-volatile sgevia
a formal association of dissolution and condensatitacobson, 2002). Currently,$0, is considered to be non-volatile,

and its condensation is simulated within a sepamtine (Spracklen et al., 2005).

In order to test the new solver, two series of nhak@eriments were carried out, one with partickéthin the 4 modes
initialised as binary mixtures of 80, and HO, and the other with the finest 2 modes initialise contain HSO, and HO
and the 2 coarser modes (accumulation and coam$i@)ly containing just sea salt and,®l The chemical composition of
sea salt was adopted from Millero et al. (20085tdard Mean Ocean Water (SMOW), with all catiassumed to be
Na'. Accordingly, the adapted composition of seaisalNaCl-bNa,SO,, with a=0.9504 and=0.0496. Within Series 1 only
HNO; and NH are allowed to dissolve, whereas in Series 2 H&Y miissolve additionally, thus providing for a more
complex system with degassing HCI from the largedes that can then dissolve also into the smaltetes. The particle
number concentrations are 1000 tfmucleation), 250 cif (Aitken), 100 cri? (accumulation), and 0.1 ¢fr(coarse); the
initial dry particle radii are 1, 25, 100 and 1088nometres respectively. Five-day simulations areied out at standard
pressure and temperature conditions with an impodaathal temperature cycle of +-5K and relative ity set to 80%.
The particle number concentrations and the pasgigeies are held constant for the dissolving spegoieonverge towards a

forced dynamic equilibrium.

Within each series, experiments were carried otlt imitial ambient volume mixing ratios of the di$gng species of 1, 10
and 100 ppb such that the model evolution acrassige of numerical stiffness conditions may be sss& Surface total
HNO; and NH mixing ratios (over the gas and particle phase)aamost 10 ppb in polluted regions and typicatiyund 1
ppb or less over remote oceans (Adams et al., 19583 phase HCI ranges typically from 0.001 to fipb over the
Southern Hemisphere oceans (Erickson, 1999), aledssthan 10 ppb under polluted continental céost(e.g., Eldering,
1991; Nemitz, 2004). The concentration ranges fof, MlH; and HNQ were not primarily chosen as being representative

any particular region or environment but rathehwitimerical stability testing considerations in chin

In the next subsection we examine the results faoh of these series, comparing between runs wjitthé full capability
of the hybrid solver including the dynamic and digtium sub-solvers, with pseudo-transition cori@atenabled within the
latter (HYBR ), (2) the hybrid solver excluding tdgnamic sub-solver (PSEUDO ), and (3) the hybdtier under full
equilibrium conditions, that is excluding both ttynamic sub-solver and the pseudo-transition coae¢EQUIL). Finally,
we also show results from a benchmark run thay f@solves the modes’ transition to equilibriumhatihe embedded fully
dynamic scheme (TRANS). Our choice of this schembemchmark may be motivated as follows. A dynasaleeme may

serve as a benchmark if it fulfills the followingrditions: (1) it is precise, (2) it is sufficieptllistinct from the scheme it is
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tested against, and (3) it fits the system it igp@msed to solve. The dynamic scheme we use herengasally developed
by Jacobson (1997). It follows a semi-implicit apgech (see Eq. 5 to Eq. 8), that was specificallyetipped for its
computational efficiency, its unconditional statyiland its relative robustness to numerical stéfelater on, Jacobson
(2005) presented a more simple variant that doésdapt a partial analytical approach. This versgoknown to exhibit
less of a numerical tendency to infringe the madarze equation, to be computationally less expensind to be slightly
less reliable formally speaking (Jacobson, 20059. dose the earlier version for its mathematicalieary and its related
higher capacity to deal with numerical stiffnesstiBvariants are mathematically accurate, as ftona stepst—0 they tend
to the exact solution. The mathematical precisibthe scheme has been investigated for its lateaneby Zaveri et al.
(2008) against a stiff solver of ordinary differi@htequations, and found to deliver comparableltesprovided that the time
step of integration that the scheme is used witbufficiently small. This is the feature that wevlanvestigated within
Figure 1, as a the time step that is too largese¢adproduce oscillations. With a small enough tstep the transition and
equilibrium regimes will be accurately resolved ttas result will be graphically indistinguishabterh the one obtained at a
time step that is even smaller. Unlike MOSAIC, H8E.0 adopts a hybrid approach, with a further fiogtion to apply
the PSEUDO approximation in cases where the dyndraltaviour of certain species does not need toirbelated
explicitly. Although the dynamic benchmark solvereimbedded within the solver, HyDiS-1.0 thus adagtsrmal approach
that is considerably distinct. Although the schaéssimplified substantially, it may be shown thag¢ thoice of a larger time
step does not necessarily result in a sizeable dbssccuracy. Finally, the embedded dynamic schéteghe complex
system of several chemically interacting speciessalving into a size-discretized aerosol, as ivelfor all size classes
concurrently and allows updating all relevant pagtars after each internal time step. In conclusibe,Jacobson (1997)
semi-implicit scheme fulfills all conditions to pride for a fast and precise benchmark if the irdetrme step is chosen
appropriately. This might be easily achieved byetwtion, as sketched within Figure 1. Similarly, feand the time steps
of 1 and 0.01 seconds to deliver accurate resoits fsize-discretised aerosol at 1 and 10 ppbeotisgly. At 100 ppb
numerical stiffness is pronounced to a degree tti@tlacobson (1997) scheme cannot handle dissolutio the smaller
modes unless a prohibitively short time step isseno For this reason, we do not benchmark thisagainst the TRANS
configuration. The degree of precision of the HYBRd the PSEUDO runs is shown by their comparisidth whe
benchmark TRANS run, as these should yield simisults if numerically accurate. The formal accyratthe HYBR,
PSEUDO, EQUIL and TRANS runs is mutually verifieslthey converge towards similar equilibrium valug®never they
should do so by virtue of their system dynamicalparties. The formal accuracy of embedded fullyasyic scheme is also
verified by Figure 1, as the ambient and surfacessures of the dissolving species equalize atibguih. We do not
benchmark HyDiS-1.0 against a reference thermodimatheme herein, and point to Topping et al. (20@® an
assessment of the degree of accuracy that maytamed with PD-FIiTE.
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4.2 Box model results

Fig. 5 compares the size-resolved N\N&hd NH, predicted by the new solver under the 1 ppb HM@d NH initialised

TRANS, HYBR, PSEUDO and EQUIL configurations fombry sulphuric acid particles (experiment seriesCigntents
within the nucleation mode are not shown as theynagligible. For the coarse mode, the degreetafataon with respect
to gas phase NfHand HNQ is also given. Much more than to the time stejs, ¥alue is related to the choice whether the
temporal evolution of non-equilibrium modes is assel with the dynamic sub-solver or with the psemaasition

approximation. As will turn out, the 1ppb run withosea-salt is the only one which the solver tréla¢s coarse mode
dissolution fully dynamically. For the other 5 higbexperiments, dissolution into the coarse modealsulated applying
(either partially or fully) the pseudo-transitioppaoximation, illustrating the operation of the hgbsolver in conditions of

numerical stiffness.

At 1 ppb without sea salt, ammonia is the drivimgedes, dissolving quickly into the aqueous phasé partially
neutralising the sulphuric acid. As a consequetieeparticle pH (not shown) increases initiallydref reducing again later
once the dissolution of the weaker nitric acidtst&w occur. By virtue of the temperature dependaidthe Henry constant,
nitric acid dissolves more readily at lower tempera (Kim et al., 1993; Nenes et al. 1998), scdstent is maximal in the
aqueous phase at night. By contrast, the solulgfigmmonia is not primarily determined by the temgure variability of
the Henry constant, but rather by the variabilifytloe particle pH. For these 1ppb runs, ammonium litde diurnal
variation as the sulphuric acid is not close tonfeiully neutralised and the comparably high vatigbof nitrate is
compensated by the degree of dissociation of sulplacid. Efficient chemical interaction does net &n under these

conditions, with particulate ammonium around 2 esd# magnitude higher than that of nitrate.

Results obtained with the dynamic configuratiors @wnsiderably different than when equilibrium $samed. Treating the
partitioning dynamically accounts for the much lengimescale for the nitric acid to dissolve inte toarser particles with
the dynamic runs predicting much more nighttimeakptto the smaller particle modes, with a subsegsiew transfer to
the coarse mode as both ammonium and nitrate eatpduring the day. By contrast, using an equiliripartitioning
approach completely misses this uptake to the fo@ticles, with a dramatically reduced nitrate teoh in all three sub-
micron modes. After five days the bias obtainechwlite equilibrium assumption is still of the oradr50% for ammonium
(Fig. 5b.1-3), and of the order of 20% and 50%nitrate (Fig. 5a.1-3) during daytime and nighttimespectively. Note that
all biases are relative to the benchmark TRANS Tire pronounced non-equilibrium conditions are ade@ by the degree
of saturation of the coarse mode (Figs. 5.4). WHINO; is close to equilibrium during the entire simuthigeriod for all
three dynamic runs, the driving NHbarely reaches 10% saturation after five days. Siilation of the coarse mode is
fully dynamic with the HYBR configuration so the IBR run is barely distinguishable from the TRANS rmrfig. 5. Runs
performed at 0.1 ppb (not shown) are similar, wik solver also operating well under conditiondimited chemical

interaction and numerical stiffness. Similarly, tRSEUDO configuration shows a high degree of aogyras the
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ammonium mixing ratios are very close to those led HYBR and TRANS configurations, thus demonstatthe

appropriateness of its underlying assumptions unaeterately polluted conditions.

Fig. 6 shows the evolution of simulated size-resdlyparticle composition for the experiment with fiBmgas phase HNO
and NH dissolving into sulphuric acid particles in thenddes. At 10 ppb full chemical interaction setewer the course of
the simulation, with effective neutralisation ofghuric acid, mixing ratios of nitrate and ammonioifithe same order of
magnitude, and surface vapour pressures closdumatan. While ammonia still acts as the initiaiver of dissolution, the
gas phase approaches pseudo-equilibrium withindaye(not shown), thus confering a relatively higtgieee of numerical
stiffness to the system. In these conditions, théy fdynamic configuration adopts short time stepgsile the hybrid
algorithm prevalently invokes the equilibrium suliver due to CPU time considerations. This appratiom introduces a
bias (at most ~20%) into the hybrid solver, wite tHYBR run (blue) now distinguishable from the TR3Iun (purple) in
Figure 6. However, it is relatively uncommon fotrigi acid and ammonia mixing ratios to reach 10 ppthe troposphere,
even in the most polluted areas, and our resuhifiroo the hybrid solver is reliable in numericalihallenging conditions.
For the PSEUDO run, the temporal evolution of therenium content of the coarse mode is constantiyickied via an
approximation of its equilibration time, and a lardias (~30%) is apparent. The equilibration timestimated for each
species individually, and does not take into actthir chemical interaction. In consequence thdlibgation time is over-
estimated at 10 ppb, the flux of dissolving ammdeid@omewhat too low and concentrations within ¢barse mode are
increasing too slowly. Similarly to the behaviowen at 1 ppb, the errors incurred with the EQUIfiguration are
considerable at around 50% low-bias for fine-moghenanium and nitrate at night and ~20-30% high fiasoarse mode

nitrate and ammonium depending on time of the day.

At 100 ppb dissolution is fully steered by chemicdéraction as nitrate and ammonium contents lmest equal (Fig. 7).
Equilibrium particle pH increases to around 2.2t(slwown) and less than 5% of nitric acid and amaoemain in the gas
phase, resulting in a high variability in both paée pH and surface vapour pressure (not showng fEsulting extreme
numerical stiffness induces a slight artificialfdin the equilibrium regime (e.g., Fig. 7a.1), the equilibrium sub-solver
struggles to establish chemical equilibrium amdmeg modes. Furthermore, the numerical stiffnesdteeBua predominant
invocation of the pseudo-transition approximatiathwhe HYBR configuration. Whereas the HYBR rurrreatly chooses
NH; as driver of chemical interaction, as is testifigdthe degree of saturation of the coarse modgs(Fi.4), and PSEUDO
quickly switches to HN@as a result of its simplified dynamical assumgidooth the HYBR and the PSEUDO runs yield
very similar results, thus underlining the secogda@levance of the degree of saturation for thémesgion of particle
composition under conditions of pronounced chemitaraction. While the accumulation mode rapidigches a relatively
stable composition, both the Aitken and the coameele show a much slower equilibration, which canekplained as
follows. Initially the pressure gradients are extedy high due to the high ambient concentratiorstlf equilibration time
of the accumulation mode is much lower than the afrtbe coarse mode, and its condenstion sink nargier than the one

of the Aitken mode, it may compete effectively undenditions of chemical interaction to reach efuilim with the gas

28



10

15

20

25

30

phase in less than an hour. The equilibration efAltken mode then takes much longer, as it stegyduring the first day
to compete with the slowly equilibrating coarse mddr the matter released by the accumulation maéter 5 days, the
amount of dissolved matter in the coarse modeillsoserestimated by the EQUIL configuration by acfor of 8, whilst
uptake to the Aitken and the accumulation modedasda low by a factor of 4. In conditions of ammaoninitrate formation
equilibrium assumptions are thus susceptible talypee a significant bias across the entire paripkectrum whenever most
of the dissolving species is in the aerosol phasktlaere is a substantial contrast in the equiiibnatime of the aerosol size

classes.

Fig. 8 compares Series 2 results for nitric acidm@nia and hydrochloric acid at 1 ppb dissolving ian external mixture
of sulphuric acid (nucleation and Aitken modes) a@-salt particles (accumulation and coarse modd® EQUIL
configuration reveals a somewhat counterintuitivepprty, as the initial compositions of the accuatioh and the coarse
mode are equal, and their equilibrium compositiamsnot. It appears that particles memorize thgirodf chloride, whether
sea salt or dissolved hydrochloric acid: while tle&ative quantities of dissolved matter are equakquilibrium, as is
testified by an equal proton concentration of agjpnately pH=3.4 (not shown), the relative amourtgldoride, as given
by sea salt and hydrochloric acid, differ as thgsentities depend on the respective condensatidnadithe modes. The
Aitken and the nucleation mode show a specific amsitjpn, as is testified by their equilibrium pH approx. 0.75, which
reflects their non-volatile sulphuric acid conteht. the TRANS run, the coarse mode takes arouncays do reach
equilibrium composition as nitric acid dissolvesvely into the aqueous phase and hydrochloric aeghdes. The amount of
hydrochloric acid in the accumulation mode increaas it adapts to the surplus released by the esagsle (the inverse
applies to nitric acid). This 2-day timescale ftyemical equilibration of the sea salt particlesaister than the very slow
equilibration of coarse sulphuric acid particled gipb (Figs. 5.3). The relatively high contenboth nitrate and ammonium
in sea salt particles at equilibrium indicates acinmore effective chemical interaction under nuonadly stiff conditions.
This circumstance is also demonstrated by the aiityilof the HYBR and the PSEUDO results in FigE&cept for a very
short initial period, the pseudo-transition appneiion is constantly chosen with the HYBR confidiana, as is testified by
resolutely equal degrees of saturation of the ebamsde (Figs. 8.4). Nitrate serves as a drivenwhach chloride and
ammonium are equilibrated. Under moderately pallutenditions, the pseudo-transition approximationdpces fair
results, with a small bias in coarse mode nitraig ehloride of around 20 and 10%, respectively, tusome degree of
misrepresentation of the competition between tiwse while the equilibration of ammonium provesyteld fairly accurate
results in a context of short equilibration timdsng with low ammonia solubility at low particle pAVith the TRANS
configuration, the degree of saturation of the seanode exhibits a pronounced daily cycle (Fig).8n contrast, except
for nitrate, the pseudo-transition approximatiosusses saturated conditions for the non-driving igsecl he low related
biases reveal anew the secondary importance giréssure gradient for a reliable simulation of ipertcomposition under
conditions of pronounced chemical interaction. Tiias obtained with the equilibrium assumption iscmuarger for

chloride and nitrate (up to a factor of two), whdenmonium is again in reasonable agreement. HCIHN®; act as
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competitors, while Nklshows a low solubility that is conditioned by therticle pH, which in turn is relatively unaffected

by the exchange process between the two acids.

Fig. 9 shows the results for sulphate and seaasatisols (Series 2) with the dissolving gases apfd Under these
conditions, the previously observed chemical intéoa under numerically stiff conditions is pronaed further, with very
slow equilibration, and nitrate and ammonium cotgemuch higher than in the 1ppb runs. In the padschemical
interaction the sea salt particles become acidifiexd shown). Within the dynamic configurationse tttiurnal temperature
variation prevents the modes from ever reaching emtary equilibrium, as is testified by the degréesaturation of the
coarse mode (Figs. 9.4), because the forcing ekétedemperature is faster than the equilibratibthe coarse mode and
the latter is in competition with the smaller modEsr this reason, and in analogy to the 10 ppbotlision into sulphate
aerosol (Fig. 6), the TRANS run exhibits a much enpronounced diurnal variability of the accumulatend the Aitken
modes (Figs. 9.1-2), which compensates for thdivelénertia of the composition of the coarse m@@igs. 9.3). As in the
preceeding 1 ppb sea salt (Fig. 8), the HYBR caméton yields similar results to the PSEUDO coufagion because the
hybrid solver constantly chooses the pseudo-tiansapproximation to avoid small time steps in tdomtext of numerical
stiffness. For the same reason, the degree ofag@turof the coarse mode does not exhibit the proced daily cycle it
does with the TRANS configuration for the non-dniyi species (Figs. 9.4). At 10 ppb dissolution istdphate, the
equilibration time of the coarse mode was overesttioh in the PSEUDO run with respect to the drivdngmonia, resulting
in an underestimation of both ammonium and nit(ategenta versus blue line in Figs. 6.3). The oppagiplies here, with
fine mode ammonium and nitrate slightly high biagethe PSEUDO (and HYBRID) runs compared to tHé fdynamic
simulation. In the presence of sea salt aerosti¢ r@icid is chosen by the solver as the unigueedro dissolution, and the
agueous phase concentrations of ammonia and oblar@ equilibrated to it. During the first day 8wver appears to quite
well catch the dynamics of the equilibration of twarse mode. Past this point, however, the amufualt three dissolving
species is overestimated in the coarse mode, #ading to an underestimation of the contents inAliken and the
accumulation modes. It appears then that nitrid acies not act as the sole driver, but that hydooichacid figures as a
secondary driver. The instantaneous equilibratibryalrochloric acid to the nitrate content of theacse mode in the
pseudo-transition regime leads to its overestimatighich via chemical interaction leads likewiseato overestimation of
the content of ammonium, and via competition toagife effects in the smaller modes. The resultiag Iof the hybrid
solver is at most around 25% for chloride in thékéin and accumulation mode, and up to 40% for akdoin the coarse
mode. The respective biases for ammonium and eitred less, and in the gas phase all three disgodgecies agree well

throughout the simulation (not shown).

Figure 10 depicts the 100 ppb run within Seriesith wea salt. Similarly to the 100 ppb sulphatetiplass, the EQUIL
configuration shows a slight drift due to the emteenumerical stiffness at these very high mixingosa which is most
apparent for the Aitken mode. The pronounced chamiteraction property is exhibited by the facattithe particle

ammonium content is almost twice that of chloridel aitrate, such that no more than approximately df%otal NH;
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remains in the gas phase (not shown). Sea saltlparaire acidified as pH=2.3, approximately (rfadvgn). In analogy to
the 1 ppb and the 10 ppb run, the HYBR and PSEUIDG are almost identical, as the hybrid solverdwgimall time steps
with the choice of the pseudo-transition approxioratSimilarly to 100 ppb sulphate the Aitken magkhibits a longer
initial equilibration time than the accumulation deoas a result of its competition with the coarseden which is
exacerbated by its contrasting initial acidic prtypeAt a later stage both the contents within #ogumulation and the
Aitken mode decrease concurrently as material ocoe$ to partition into the coarse mode via thepgase. The complex
pattern of the evolution of Aitken mode compositr@sults from a combination of its higher sendiito other modes and
the extreme conditions of numerical stiffness, tuclv circumstance the concurrent numerical instgbilf the degree of
saturation of the coarse mode may serve as aratimlic(see Figs. 10.4). Although both make usénefgiseudo-transition
approximation, the HYBR and the PSEUDO configuradimeed not produce rigourously similar resultscdntrast, the
results obtained by the HYBR run may depend torgatedegree on the internal time step, as thechwib the pseudo-
transition approximation may occur after a pariegration over the overall time step. Althougle tariability of the
aqueous phase concentrations of ammonium remirdernb of 1 ppb sulphate aerosol (Fig. 5b), thelibgaiion of the
latter is mechanistically entirely different forig steered by the slow transition of ammonia ftbm smaller modes into the
coarse mode via the gas phase. Thereby it is rnichlly but dynamically limited, as is also refied by the comparably
low pH (not shown). Within Fig. 10, both sea said sulphate particles exhibit a very slow, howeshermically limited,
equilibration at a relaitvely high pH (not shows with the 10 ppb runs (Fig. 9), the 100 ppb s#Earsin shows faster
equilibration of the coarse mode (Figs. 10.3) thda sulphuric acid particles (Figs. 10.1) due toreneffective chemical
interaction. Still, the disparities between the awic configurations and full equilibrium are coresiable, with
discrepancies of the order of 50% for the smalledes, and of the order of 25% for the coarse mode.

Computational times for the entire simulated tineeigd of 5 days are compared in Table 1 for the inoxlel test cases. The
computational expense of HyDiS-1.0 is expressefeasentage of the time consumption of the stan@r@MAP-mode
aerosol microphyiscal scheme, which comprises motbly routines for nucleation, condensation, otetgpn, cloud and
precipitation scavenging, sedimentation and dryoditipn, mode merging and wet oxidation (see Manale 2010). All
standard GLOMAP microphysical processes were seftadff for the dissolution tests above. Table Iwghthat for the test
cases the time consumption of the dissolution sehamounts to a fraction of the standard GLOMAP-maéeosol
microphysical scheme only. Essentially, the comjptal time increases with the ambient concentratd the dissolving
species along with numerical stiffness. The hybuids appear to require more computational time tharequilibrium runs
while pseudo-transition appears to be relativetleppendent of ambient conditions. Two elements tenlreak down the
correlation between numerical stiffness and contfmrtal expense. First, the equilibrium solver dieggs slow
convergence and limits the number of iterationsoetiogly. For this reason, the 10 ppb sea salt neguires more
computation time that the 100 ppb run. Second, tkrid solver comprises an equilibration mass ddte when

distinguishing between equilibrium and dynamic noflee above). When applied, this criterion magetsed to relatively
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small time steps, which require a relatively highoaint of computation time. The hybrid 1 ppb sea el illustrates this
circumstance, as strong competition between thenagiation and the coarse mode for nitric acid rexguboth modes to be

treated dynamically.

5 First Global Modelling Results
5.1 Introduction

In this section, we describe the implementatiompbDiS-1.0 in the 3D global offline chemistry tramspmodel TOMCAT
(Chipperfield, 2006) as an extension of the GLOM#Bde aerosol microphysics module (Mann et al., 2010

The aims of this section are to (1) demonstrate the new solver reliably delivers physically retit results in the
framework of a global 3-D model, (2) assess ther@xio which the equilibrium and hybrid configueais of the solver may
lead to different size-resolved partitioning ofrate and ammonium, and (3) to demonstrate the oéwerss competitive

computational expense.

5.2 Global Model Implementation and Experimental Stip

We use the “coupled-chemistry” version of the TOMIGGLOMAP global aerosol microphysics model, as use8chmidt
et al. (2010), which uses the same sulphur chgméstrin Mann et al. (2010) in combination with amlire tropospheric
chemistry scheme, allowing for interactions betwgaseous sulphur species and oxidants (see Breidar, 2010). The
TOMCAT tropospheric chemistry module provides ghage nitric acid and ammonia concentrations, viiéhrtew solver
then predicting their partitioning into the ammaniand nitrate components of each size mode. ThpledurOMCAT-
GLOMAP chemistry module does not currently comptigerochloric acid. The wet oxidation of $@ assessed within
GLOMAP. H,SQ, is considered to be non-volatile, whether it argges from condensation or wet oxidation, it may no
evaporate from the aqueous phase. HyDiS-1.0 sipsithe influence of 30, on the solubility of semi-volatile species via
the particle pH and the activity coefficients, s tatter and the partial dissociation propertyHegbO, are assessed with the
embedded thermodynamic scheme PDFITE (see above).

Whereas in the box model simulations from sectipardy the 4 hygroscopic modes were activated, ereise the full 7-
mode GLOMAP configuration that includes three inbd¢ modes containing hydrophobic carbonaceousdastiparticles.
The model no longer tracks a “sea-salt” componérgtead separately tracking sodium and chloridesessn the
accumulation and coarse mode, as well as nitraleaammonium in each soluble mode, requiring an auit 10 aerosol
tracers to be transported compared to the originafiguration (see Fig. 11a and Fig. 11b for a cangon between the
configuration of GLOMAP-mode with and without HyDISO0).

The representations of the main aerosol processasnahanged (as described in Mann et al., 20DMpdsing nucleation,
condensation, coagulation, cloud chemical procgssiloud and precipitation scavenging, sedimentatioy deposition and

wet removal. The model set-up routines were adagatdze consistent with the chemical species takém account by the

32



10

15

20

25

30

dissolution scheme (see Table 2). Liquid water ewinis calculated according to Topping et al. (90@8d particle density
is assessed with a new routine that takes intowntgoarticle composition following the dissolutiof inorganics. As in
Mann et al. (2010), sea salt is emitted into thérbghilic accumulation and coarse modes but theposition of sea salt is
modified assuming mole fractions of 0.024, 0.518 &m64 for sulphate, sodium and chloride, respelgti(see above).
Ammonia emissions are from Bouwman et al. (19974h 80,, BC and POM emissions included from anthropogenic
(Dentener et al. 2006) and biomass burning (vanMenf et al., 2003) sources. The dissolution solsersed to simulate the
exchange of nitric acid and ammonium between the ayal the particle aqueous phase. Within this stegghanges of
hydrochloric acid and those that involve a solidaggh may not be treated due to a lack of formalessptation.
Heterogeneous processes and the formation of sagpodyanics are not taken into account, as thesswitched off. None
of these processes is required with respect toptheipal goal of the present global simulationsiich is to verify the
numerical functioning and performance of HyDiS-1.0.

In section 5.3 we present results from a 1-yeaulsition of the new model after 3 months spin-upe Bimulations were
carried out at T42 horizontal resolution (~2.8x2&grees longitude/latitude) with 31 vertical levels a hybrid sigma
pressure coordinate.

The main transport time step for the model is 30utgs, with the TOMCAT chemistry and GLOMAP aerosiadrophysics
each solved on a 15 minute time step. As desctilye8pracklen et al. (2005) and used in Mann ef28110), GLOMAP
also includes a shorter “competition time step’3ahinutes used when the condensation and nuateat®integrated in a
process-split fashion. HyDiS-1.0 is implementedasately from these routines. It is the last processine to be invoked
within the GLOMAP aerosol model and is integratéthwan overall time step of 15 minutes.

The uptake coefficient of nitric acid and ammonia set to 0.2 and 0.1, respectively. The uptakéicmat of nitric acid is
known to be strongly temperature dependent (VareDet al., 1990). The uptake coefficient of ammappears to depend
significantly on both pH and temperature (Shi et H999). In the ternary 430,, NH3, H,O system, it also appears to be an
explicit function of the degree of neutralisatiohtH,SO, by NH; (Swartz et al., 1999). The update coefficientsthus an
integral part of the interactive properties of a@stochemistry, and the values we chose may onlyesas a first
approximation to a question that is treated in ¢higly. In the context of this study, the uptakefficient plays a role in the
distinction between equilibrium and dynamic modes,well as in the choice of the integration timepsbf the dynamic
solver, as it determines the equilibration time.r Fois reason, a low uptake coefficient will tend increase the
computational expense of the solver along with misagstiffness and the number of time steps resglir

The findings of Section 5.3 have to be relativiagdinst the absence of solid phase processes indatiel. The formation of
crystallized ammonium nitrate and/or crystal compsiof ammonium and sulphate is accompanied byvhaporation of
ammonia and nitric acid that is in excess (see, &igtzger and Lelieveld, 2007). Global model stsdsuggest that
crystallized ammonium nitrate is mainly encountemader the cold and dry conditions of the Antarsticithern hemisphere
winter, whereas the formation of ammonium sulplmeeicles under polluted and relatively dry coratig over the mid and

low lattitude continents is mostly accompanied by tomplete evaporation of particle nitrate Madtral., 2004). In the

33



10

15

20

25

30

boundary layer, about 70% of all particle nitratsviound to evaporate as it is in excess, whileghwining fraction would

be about half and half in the aqueous and in thd phase. In line with these results, the evaponadf ammonia was found
to be limited to less than 10% on global averadee Widespread incidence of solid and mixed phagedtion shows that
the liquid aerosol assumption is a rough simplif@a This is particularly true for nitrate overetltontinents and the high
latitudes. While not required for the verificatioh the reliability and performance of the solvére taccurate simulation of
non-equilibrium effects requires an accurate regregion of all gas-particle phase exchange prese®®henever solid or
mixed phase particles occur, the present resultstherefore only serve as a preliminary indicatfonthe importance of

these effects.

5.3 Results

Figure 12 shows the surface Northern Hemispheriiliion of annual-mean model particulate nitrated ammonium
mass concentrations compared against observations the CASTNET/IMPROVE, EMEP and EANET measurement
networks (compiled by Pringle et al. (2010) for glear 2002). Model results are obtained with thierigyconfiguration of
the dissolution solver. The solver delivers phylsjagalistic amounts of particle ammonium and atiér globally across both
polluted and less polluted regions, thus demoristratis numerical reliability within the parametgrace of the atmosphere.
Simulated nitrate has a substantial low bias inttNé&imerica however. This inaccuracy need not bateel to the model
assumptions and simplifications, as there are dikelly causes. The amount of nitric acid dissodvinto the particle phase
is highly dependent on particle pH, and thus thétalbo accurately predict particulate nitratesach sulphate-rich regions
is dependent also on the amount of sulphuric aeidus ammonia (e.g., Xu and Penner, 2012). Whempaang the model
values to the observations, one also needs todmm#ie representativeness of the monitoring siteeliation to the model
resolution.

Figures 13 and 14 compare size-resolved July 20@8ter and ammonia contents, as the left-hand ayid-hand panels
show results with the hybrid and equilibrium configtion, respectively. Values are shown as a mtedtaction of the
sum of N&, SO, HSQ;, NH,", NO; and Cl in the Aitken, accumulation and coarse mode agu@base excluding water
and non-soluble species. Gas phase ikl HNQ are also shown as volume mixing ratios, with eluim gas phase
contents shown as the relative change from valu#s the hybrid configuration. The pseudo-transitimnfiguration was
also assessed, however results are not shownewsté very similar to the values obtained in thlerid configuration. In
the hybrid run considerable amounts of nitrate o@tuhe Aitken mode both over the Arctic and Actar. The dissolution
of nitric acid (Fig. 13) is highly temperature degdent and as such related to a pronounced seasatal(e.g., Metzger et
al., 2002b; Pringle et al., 2010). Although the thrés relatively warm in July and ammonia/ammonioancentrations are
fairly low (of the order of 0.01 to 0.1 ppb), it ynatill suffice to neutralize the sulphate contairia the Aitken mode
sufficiently, such that in conjunction with the alely high relative humidity over the Arctic Sedrate comprises up to
90% of solutes present in particles at these sitdes.hybrid solver seems to catch the dynamicdgssiotution with respect

to a discretised aerosol as it predicts that ttratei fraction is most important in the Aitken mdéég. 13a.1). In marine and
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remote regions sea salt is often present in thamaglation mode, and is therefore much more prongagodissolution of
nitric acid. However, the competing Aitken modefaster to equilibrate such that the nitrate contgnthe accumulation
mode remains constrained to typically less than 1Bl 13a.2). The model suggests that the phenomeuld be most
pronounced in the Antarctic, where the accumulatimode is dominated by sulphate. The model cannmmodeice the
evaporation of excess nitric acid in a context gstallisation of ammmonium nitrate at this poiamd it thus seems likely
that the simulated nitrate within the Aitken mod@verestimated at the expense of the larger festic

The importance of the dynamics for the fractionataf nitrate is demonstrated by the comparison \hth equilibrium
results. The equilibrium configuration results irsignificantly different partitioning, as the niteafraction in the Aitken
mode is reduced due to efficient competition thtotige coarse mode (Fig. 13b.1 versus Fig. 13b.Bg dccumulation
mode (Fig. 13b.2) is squeezed between the Aitkehtlam coarse mode: While its nitrate content segiyivanishes in the
Arctic, it increases significantly in the Antarctidowever, it remains unclear to what extent thelehés able to reproduce
the effects that occur in this region.

The fractionation of ammonium (Fig. 14) appearbéanuch less dynamically driven, as sizeable ansoafmammonium are
present in the Aitken, accumulation and coarse mo@spective of the configuration of the hybridves. Rather, the
partitioning of ammonium seems to be primarily drivby the ratio of particle sulphate to sea salt secondarily by the
total atmospheric ammonia content. In continerggians, ammonium typically accounts for more th@8f65of the Aitken
mode, with the notable exception of North Africaiethis characterised by low ambient ammonia comaéions. This
finding should be relatively robust with respecttie prominent formation of ammonium sulphate diercontinents, as the
evaporative losses of excess ammonium appear lioied overall. In marine regions, the accumulatand coarse modes
are mostly dominated by sea salt, notwithstandiagj ammonia concentrations are higher in the Nanthiemisphere.

The role of the sulphate to sea salt ratio is afgoarent when comparing the global distributiogad phase nitric acid and
ammonia concentrations between the simulations thighhybrid and equilibrium configurations of thever (Fig. 13a.4
versus Fig. 13b.4, and Fig.14a.4 versus Fig. 14egpectively). Significant differences are appaarhigh latitudes, for
which it is suggested that significant nitric aéidctions would be present in the aqueous phaskako more clearly in
marine regions where particles are mostly dominaiedea salt. Over the Southern Ocean, although idtic acid is very
low, it dissolves readily into the abundant sed patticles. The equilibrium configuration showsahuower gas phase
nitric acid concentrations, by another 90% in tldgion. Similarly, the sensitivity of ammonia toetldynamical regime
resolved by the hybrid solver is highest in thosEas in which it is scarce, while changes in itg-sesolved partitioning are
felt to a lesser degree. Via chemical interactiaih witrate, the ambient concentration of ammoniardhe Southern Ocean
is predicted to be lower by 10-25% than predictgdti®e equilibrium approach. At the high latitudefstioe Northern
Hemisphere, higher particle ammonium leads to aedse of the ambient concentration of ammonia @it&ily more than
50% in the equilibrium regime.

Figures 15 and 16 show the January 2004 contentitrate and ammonium respectively, again left-hand right-hand

columns showing simulations with the hybrid and ildgium configurations of the solver. These resuhould remain
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relatively unaffected if the crystallization of ammum nitrate was taken into account, as model lsitians suggest that it
is not a widespread occurrence during the NorthkEmisphere winter (Martin et al., 2004). Total isitacid and ammonia
are high enough over Northern Hemisphere continfentsitrate aerosol to form within the Aitken aadcumulation modes
even deep into the mid-latitudes during wintertiloer temperature conditions, each comprising ~40-58f%otal solute
mole fraction over large parts of Siberia and Candthe fraction of ammonium tends to decline witbréasing latitude
along with its decreasing total atmospheric conegion, whereas nitrate remains substantial duentwe effective
partitioning at lower temperatures. The Aitken mambenpetes efficiently for available nitrate and amniom with the
accumulation and the coarse mode, with accumuldtietions tending to be significantly lower, angbstantially lower
fractions in the coarse mode, especially for rétr&onsistently, a very pronounced seasonal cgeleifrate is revealed by
comparing the January and July global surface rffaigs 13 versus 15). In contrast, the seasonakaythmmonium is less
pronounced (Fig. 14 versus 16). Its dissolutioneapp to be less temperature dependent, as it igethdt of the
superposition of the temperature and the vegetagiole.

The comparison of January equilibrium and hybriduts predicts similar effects as those seen fdy. Mhen the
equilibrium assumption is made, more nitrate gartg into coarse particles with the Aitken modeaté fraction reduced
from typically 40-50% in continental regions to 80%, with similar figures occurring in the accumida mode. Likewise,
the equilibrium assumption also leads to discrejgsnin the gas phase concentrations of nitric acid ammonia. Nitric
acid is most affected in areas that show eithertlma concentration in combination with sea saithigh aqueous phase
concentrations in combination with a shift in itedtionation (Fig. 15a.4). Ambient nitric acid centrations are
consistently lower in the equilibrium regime, byityally 25-90%, except for limited areas in Sibesiaere ambient nitric
acid is predicted to increase (Fig. 15b.4). Thedafiof the equilibrium assumption on ambient ammappears to be
similarly related to its overall abundance, andgered by chemical interaction with dissolved oit&tid in relationship to
low temperatures and/or sea salt (Fig. 16a.4 vdfgud6b.4). Over the Arctic, the equilibrium asgion reduces the low

predicted ammonia in the hybrid configuration byrenthan another 99% via the increased dissolutianitiic acid.

5.4 Computational expense

In this sub-section we assess the computationadresepof the dissolution solver in the global modemparing the hybrid,
pseudo-transition and equilibrium configurationat@ontrol run with dissolution disabled. Table 8itates the seasonally
resolved computational expense for each of theesatenfigurations as a relative to control. The rid/tzonfiguration is
most expensive in southern hemispheric winter gmohg, which likely reflects increased occurrendestoorter time steps,
matching with increases in CPU cost seen for tleaighs-transition configuration. In contrast, the ikloium configuration
is fastest at this time of year, being much sloimenorthern hemispheric winter, due to larger nurshs stiff grid boxes
during the formation of nitrate aerosol. On yearlyerage, the hybrid configuration of the solveoiidy marginally more
expensive than the equilibrium configuration butsaen in section 5.3 gives more accurate resufts. pgeudo-transition

configuration comes with more than double the arhofiextra computation time. At the same time @éasonal dependence
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is much less pronounced. The extra amount of coatipngl expense of the pseudo-transition configomats most
certainly related to the larger amount of multi-rmbéquilibration iterations required by this configtion, as the estimation
of the composition of the pseudo-transition modetiily embedded into the iterative equilibratiorogess among aerosol
size classes (see above).

The absolute computation time required by the tlmdigurations is indicated in the final columnTadble 3. In analogy to
the approach taken by Zaveri et al. (2008), wegmethis time interval as normalised per grid cadfrosol size class and
time step. The present calculations were carriedoouthe phase 2a configuration of the UK natiosbercomputing
resource “High End Computing Terrascale Resoure#(ToR), with 8 AMD Opteron Quad Core 2.3 GHz noda23
CPUs). Although we multiplied by the CPU number ngalise that computation time is not proportiormatiie number of
CPUs, nor is it inversely proportional to the numbgsize classes. Nevertheless, the calculation atlaw a useful way to
roughly compare to the cost of other publishedesslvThe present solver was written in a way thatrtumber of internal
time steps required by the dynamic sub-solver adm¢snormally exceed two or three, considering thasses requiring a
higher number of internal time steps are typicalyequilibrium with respect to the overall time gtdn doing so, it is
ensured that the internal time step of the solgads$ to increase in parallel with the overall tistep. Other solvers might
not follow this approach, thus adding to the comityeof comparing computational expense.

Zaveri et al. (2008) obtained an average computatiexpense of about 125 on a single INTEL Xeon single-core 3 GHz
CPU (without providing any further information altdhe system that was used), while the expenskeofiéw solver in the
hybrid regime is less than 2. However, the reader should note that MOSAIC edsolves solid phase processes, used 8
size classes rather than 4, that their time stepSmainutes rather than 15, that the number of GR&ssone rather than 32,
and that the figure given by Zaveri et al. (2008)ludes the computational expense of the aerosmioptiysics. For this
reason, a more appropriate comparison between GSANC and the HyDiS-1.0 computational expense migghtbtained
as the figure of 2Qus is doubled for the computational expense of theraphysics within GLOMAP to be taken into
account conservatively. Although, the above metibnormalisation may filter some of the effectshaf limitations, which
may also be counterbalancing to some extent, itagpthat the schemes are very dissimilar andeder should only take

these figures as an indication that the solversimatational expense seems to roughly be of the sader of magnitude.

6 Conclusion

Within this paper we have presented the new disisolisolver HyDiS-1.0. The formalism of the sohadlows a maximum
of three chemically interdependent species to tissoonjointly, and combines an aerosol size seleaquilibrium and
dynamic approach. Depending on tailored decisioter@ size classes that are diagnosed to be iregailibrium are
treated fully dynamically, species selectively dyizally or corrected with an ad hoc approximatehudtthat relies on the
estimation of the equilibration time with respeatat pre-defined driving species. In particulareaain number of specific

numerical schemes were developed, such as an aeldéipte stepping method that largely sets the 8tap as a function of
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the overal time step of the model, and equilibremivers for chemically and gas-phase driven disgwitthat are based on
a species interactive analytical and a variatipniaiciple, respectively.

The numerical stability and accuracy of the neweolwas investigated through box model experimelmtsorder to
maximise the numerical stiffness property, the bmdel experiments were partially performed beydmrealistic range of
atmospheric concentrations of dissolving speciedl. dguilibrium runs have been found to exhibitlighg numerical drift
under the latter conditions of extreme numericdingtss. Results obtained with two dissolving specshow a very high
level of accuracy in the hybrid configuration teetbxtent that they are barely distinguishable ffaly dynamic results.
Similarly, with three dissolving species, the lewdlaccuracy is high under the most prevalent apiesc conditions,
except for the most polluted ones, for which a negligible amount of bias is discernible. The biaselated to a
competition effect between more than one drivingcsgs to dissolution, for which situation we hawg yet found a more
accurate formalism that associates numerical #abilith computational efficiency under stiff comidins. In its hybrid
configuration the solver allows reproducing a dartaumber of remarkable dynamical phenomena, ssclav transition
to equilibrium due to inter-modal competition avlgas phase concentrations or chemical interaetidnigh concentration
of dissolving species, or dynamical equilibrium endxternal forcing conditions imposed via an ambiemperature cycle.
First results from an implementation of the solwer global modelling environment of an aerosol ahdmistry transport
model have confirmed its computational efficiengydats formal and numerical reliability. The addital expense of
computation time is of the order of 10% only intbdbhe hybrid and equilibrium configuration. Despiieme important
model limitations, the results obtained are tolé@est in reasonable agreement with an inventorpedsurement data under
polluted conditions, and underline the relevancehef dynamic property of the dissolution of inorigagpecies for the
accurate representation of aerosol composition. vidtidlation of the solver against global measurdnazta sets and the
evaluation of non-equilibrium effects to aerosolmpmsition will be addressed in greater detail witHdllow-on
publications. With respect to the existing modaiitations, more development will be required foe @erosol inorganic

composition to be simulated more accurately.

7 Code availability

The code for the dissolution solver, as used inTT@MCAT-GLOMAP simulations, can be made availalderéviewers
upon request via the GLOMAP code repository as tamied at the University of Leeds by Dr. Kirsty e
(K.Pringle@leeds.ac.uk) and Dr. Steven Pickerisgsfp@leeds.ac.uk).
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Figure 1: Ambient (='atm’) and particle surface (='part’) partial pressures given as molecular numberconcentration equivalents
of (a) NH; and (b) HNO; as a function of time, in a typical example of hovehemical interaction may lead to oscillations andhus
limit the numerical integration time step. For both species, initial ambient concentrations are equivent to 1 ppb. Species are
dissolving into a monodisperse aerosol at standartmperature and pressure conditions, relative humiiy is 80%, dry particle
size is r=50nm, their concentration is 100 cth Initially, the aerosol aqueous phase contains ndissolved species. The temporal
evolution of the partial pressures is simulated wh the Jacobson (1997) scheme, integrated at fixeidhe steps of 10 and 30 seconds,
respectively. The 3 characteristic stages of the eitjbration of the particle aqueous phase with thegas phase are indicated (I-111,
see text). Phase 1 is equivalent to the initial 208 of fast dissolution of NH at almost constant surface pressure. Phase 2
corresponds to the next 200 s during which surfacpressure of NH; increases along with pH, thus leading to the diskdion of
HNO3. Phase 3 corresponds to the oscillating period dimg which the system is close to equilibrium as chacal interaction has
become ineffective. Note that for both NKH and HNO; the atmospheric concentrations are sensibly equalt both time steps. For

the gas phase, the data obtained at a time step D@ s (green) may thus not be distinguished from thene obtained at the larger
time step (cyan).
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Figure 2: Formalism of HyDiS-1.0 in its hybrid confguration.
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45



S

-
e
e

o T

Figure 4: Formalism of the equilibrium solver.

46



10

—

.=

=l
o

-4 -3
X 10 ex 10
n — TRANS
= HYBR = | A
g15 — PSEUDO |
& / l\ — EQUIL %‘4 /
@
1 g \ A %2 / 2

=
<05 v Q

0 0

0 1 2 3 4 5 0 1 2 3 4 5

time (days) a time (days)

1.004

<

5

(S
¢
¢
(

(98]
COA NO3 (ppb)
S
>
—
COA HNO3 sat (-
(

0 0.9980
time (days) time (days)

o
1=
&
o
©

=0.04 — )
g =5 gos
So0.03 g e
$0.03 e —
1 I LN T04 2
Zo02 e 5
= Q
<0.01 <0
0 0
0 1 2 3 4 5 0 1 2 3 4 5
time (days) b time (days)
0.8 0.08
Zo06 L0.06 ;j
s g
|
= e el
3 30.4 e 50.04 4
Y <
go2 / goo2
0 i 0
0 1 2 3 4 5 0 1 2 3 4 5
time (days) time (days)

Figure 5: Box modelling evaluation of HyDiS-1.0 wit H,SO, aerosol and initial mixing ratios of HNO;(g) and NHs(g) of 1 ppb
(series 1, see text). The solver is run in the fylidynamic (=TRANS), hybrid dynamic and equilibrium (=HYBR), equilibrium with
pseudo-dynamic correction (=PSEUDO) and full equibrium configurations. Atmospheric volume mixing ratios of nitrate (a) and
ammonium (b)in the aqueous phase as a function oiimie for the Aitken (1), accumulation (2) and coars€3) mode, respectively.
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cycle of T=298.1545 K is imposed.
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Figure 6: Same as Fig. 4 with initial mixing ratiosof HNO3(g) and NHs(g) of 10 ppb.

48



HYBR
_6 — PSEUDO 5
g — EQUIL S
o4 g 60
1 % e e e | 5 % 2
=
£2
< P
0 0
0 1 2 3 4 5 0 1 2 3 4 5
time (days) a time (days)
100 1.2
o 80 I 1
Q T
= NN TN 3
g 8 208
38, g 4
< Tos
8 20! g .
S o4l
0
0 1 2 3 4 5 0 1 2 3 4 5
time (days) time (days)
100
HYBR
_8 — PSEUDO || & g0l
8 — EQUIL Q
a =
T4 < 60
3 I
1z —— I 2
= / Q
= o
< ! < 20
0 0
0 1 2 3 4 5 0 1 2 3 4 5
time (days) b time (days)
100 1.2
3 80 T ——
% NN w
S w0 @
= «®0.8
32, I 4
< < 0.6
Q Q
O 20 004
0 .
0 1 2 3 4 5 0 1 2 3 4 5
time (days) time (days)
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5 configuration (=TRANS), by reason of extreme timetep constraints under numerically stiff conditions.

49



1.5 0.4
— TRANS
= HYBR 5
— PSEUDO
& 1p — EQUIL So3
) 8
[} /\ A z \ 2
Z o5 AL A A G 0.2k E
.1
G0 1 2 3 4 5 0 0 1 2 3 4 5
time (days) a time (days)

o
®
o

o
o

(98]

COA NO3 (ppb)
o o
N

N
~

o
o

o 1 2 3 4 5 o 1 2 3 4 5
time (days) time (days)
0.045 0.06
= . A A
o — o)
g, rebo || B AAA
HEPAPONE W HHIVINE
e N /| goo2
<0038\ eV
0o 1t 2 3 4 5 %7 2 3 4 s
time (days) b time (days)
S
5 N W W W O
STRANAN O
3 I ot 21 4
IAVATAUAVAIRERVRAYRVAVRY
So.05 goory VvV vy
V0 VA VA VA TR
% 1 2 3 4 s o 1t 2 3 4 5
time (days) time (days)
x10°
3 0.4
= TRANS
HYBR
2, = JE-NAVAN AN
g £ J
1 o 5 2
51/\/\/\/\/\ §02f
00 1 2 3 4 5 0'10 1 2 3 4 5
time (days) c time (days)
1.6 1.4
314\ T13
g \ $1.2 /\
3 51_2 \ %1_1 \/ it ln lA lA 4
ERAAVAVAVARE RIS TN
0 1 2 3 4 5 % 1 2z s 4 s
time (days) time (days)

Figure 8: Box modelling evaluation of HyDiS-1.0 wit H,SO, / sea salt aerosol and initial mixing ratios of HK3(g), NHx(g) and
HCI(g) of 1 ppb(series 2, see text). The solveriign in the fully dynamic (=TRANS), hybrid dynamic and equilibrium (=HYBR),

equilibrium with pseudo-dynamic correction (=PSEUDQ and full equilibrium configurations. Atmospheric volume mixing ratios
of nitrate (a), ammonium (b) and chloride (c) in tte aqueous phase as a function of time for the Aitkg(1) mode (=HS0;,), and the
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ammonia and hydrochloric acid is also shown. Notehait due tosea salt, total chloride is larger than ppb. A diurnal temperature
cycle of T=298.1545 K is imposed.
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Figure 9: Same as Fig. 8 with initial mixing ratiosof HNO3(g), NHs(g) and HCI(g) of 10 ppb. Note that due to sea saltotal
chloride is larger than 10 ppb.
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Figure 10: Same as Fig. 8 with initial mixing ratie of HNOs(g), NHz(g) and HCI(g) of 100 ppb. The solver is not run irthe fully
dynamic configuration (=TRANS), by reason of extrera time step constraints under numerically stiff coditions. Note that due to
sea salt, total chloride is slightly larger than 10 ppb.
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(a) GLOMAP-mode configuration for dissolution

Species in internally mixed modes:
sulphate, , black carbon, or , dust
ammonium, nitrate,

Sea salt as mixture of sodium chloride & sodium sulphate
NH;3 Sea salt and secondary sulphate

H,S0, HNO, nsolubl insoluble insoluble
Aitken accum coarse
foH N N, ,
S0, BC
¥ on. o,
DMS soluble soluble soluble soluble
HUﬁln Aitken accum coarse
N
3 29 mass
S04 sog o S04 S04 7 number

NH4 NO3 NH4 NO3 transported
tracers=36

(b) GLOMAP-mode standard confiquration

Species in internally mixed modes:
MONOTER sulphate, , black carbon, , dust,
¥ OH, NO;, O,
H,SO, nsolubl insoluble insoluble
Aitken accum coarse
fol— N N,
S0, BC
% oH. No,
DMS soluble soluble
nucin coarse
N N
sS04 4 19 mass

sS04 BC 7 number

DU transported
tracers=26
Figure 11: Diagram illustrating the species contaiad in each size mode for the HyDiS-1.0 extended duration of GLOMAP-
mode (top) compared to that for the standard GLOMARmode (bottom), as described in Mann et al. (2010).
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Figure 12: Comparison of 3-D CTM modelling results obtained with HyDiS-1.0 in the hybrid configuration (1) against
observations (3), also compared directly on top @fach other (2), for total aerosol nitrate (a) and mmonium (b) at ground level, all
in pg/m® and annually averaged for the year 2002.
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Figure 13: Top to bottom, July 2003 ground level rifate fraction (-) in the Aitken (1), accumulation (2) and coarse (3) mode, and
nitric acid gas phase (4) mixing ratio (ppt), obtaied with the hybrid (a, on the left) and the equilbrium (b, on the right)
configuration of HyDiS-1.0. The equilibrium gas phae mixing ratio is shown relative to the hybrid reslts.
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Figure 14: Same as Figure 13 for ammonium (1-3) arammonia (4).
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Figure 15: Same as Figure 13 for January 2004.
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Figure 16: Same as Figure 14 for January 2004.
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Table 1: Box-model computation time required by HyDS-1.0, given as fraction of the computation time sed by the GLOMAP
aerosol microphysical scheme.

Sulphate Aerosol Sea Salt Aerosol
Hybrid Pseudo Equil Hybrid Pseudo Equil
1 ppb 0.31 0.29 0.16 0.74 0.40 0.30
10 ppb 0.72 0.47 0.33 0.47 0.45 0.36
100 ppb 0.81 0.47 0.20 0.59 0.50 0.35

Table 2: Phase transition properties of aerosol coponents in HyDiS-1.0 extended GLOMAP:

Component Interactive® Condensable Volatile”
Sulphate Yes Yes No
Sodium® Yes No No
Chloride® Yes No No
Ammonium Yes Yes Yes
Nitrate Yes Yes Yes
Black carbon No No No
Organic carbon No No No
Dust No No No

#Chemical interaction of aqueous phase species acdorg to Topping et al. (2009)
PBoth volatile and condensable species are assesséith the new dissolution scheme.
10 °“Sea saltis assumed to be a mixture of NaCl and N&@4 (see text).

INon-volatile as gas phase chemistry of HCl is novailable.

Table 3: 3-D CTM computation time requirements of H/DiS-1.0.

% CPU TIME? CPU TIME® (us)
APR JUL OCT JAN AVG AVG
Hybrid 8.1 12.8 11.9 9.7 10.6 19
Pseudo 23.8 27.4 29.7 26.0 26.7 47
15 Equil 8.7 6.7 13.1 10.2 9.7 17

2Given as percentage of the total CPU time of the B-CTM without HyDiS-1.0.

®Absolute CPU time per grid cell, aerosol size clagsd time step (see text).
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