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Berlin, September 9 2016
Authors’ Response to the Anonymous Reviewer 2
We thank the reviewer for their challenging comment

We cannot follow the reviewer’s assessment thabtheuscript is difficult to
understand. A huge amount of effort is committedxplain the solver in all of its
detail. The degree of accuracy of the solver idaeg. Its numerical reliability in a
global modelling environment is demonstrated. Stwnings are being
acknowledged.

The alleged inaccuracies/inconsistencies of thees@re in part due to insufficient
information provided by us. There are no inconsisites. The degree of accuracy of
the solver is adequately investigated through oethiod. In consequence, the
reviewer’s deduction of unverified efficiency doest hold.

However, we recognise that including an additidsealchmark test for the
equilibrium scheme contained within the new solviérenable the reader to make a
more complete assessment of its relative precision

In order to accommodate the concerns from theeefeperspective, we have
therefore added a new element to compare the lequih subsolver in the new solver
to the benchmark equilibrium solver AIM Il (Clegg al., 1998). The additional
experiments are described within a reorganisedosedtl which now has a
subsection 4.1.2 and 4.2.1 explaining these newrreark tests which are presented
in the new Figure 5.

We have also added additional benchmarking test against the fully dynamic
(TRANS) simulation for both of the 100 ppb casex(®ns 4.2.2 and 4.2.3) and
provided additional data on particle compositiad,gnd size -- both to further
demonstrate the accurate functioning of the solver.

1) Figure 1. Thanks for clarifying the confusion surnaling Figure 1, but | am still
not sure | fully understand it. In the captiondtys that the initial aerosol is
monodisperse with a dry radius of 50 nm, the RH%8&nd the agqueous phase
contains no dissolved species. So is this a puterndroplet at 80% RH? How is this
even possible, and what is the dry particle madef@p

According to the definition on page 6 line 11, teem ‘dissolved’ is used here for
convenience in the simplified way that it appliesémi-volatile species only. In a
binary solution of H2SO4/H20, H2S04 and H20 arélsativents and solutes. We
took the perspective that they are solvents, bectuis is what distinguishes them
from other species. The formulation is now modifiedbinary solution’.

2) There appears to be something wrong in the prediisid4 concentrations in
Figure 5. According to the initial conditions giventhe manuscript, | estimated
about 9.2e-4 ppb of SO4 in the Aitken bin and abdi3 ppb of SO4 in both the
accumulation and coarse bins. Assuming the NOS3igtieds are correct, then NH4
in the Aitken bin should not exceed 0.00184 ppbadowdit 0.046 ppb in the



accumulation and coarse bins, which correspondiioneutralization of SOA4.
Instead, the predicted values (by TRANS, HYBRP&HIUDO) in the manuscript are
10 times higher.

We forgot to mention that the particle sizes giwrethe text are particle number
average sizes. Within each mode, particle sizegaraed to be lognormally
distributed. For this reason the sulpur contentiwithe modes is not equal to the
values assumed by the reviewer, but: Aitken - 09, accumulation - 0.48 ppb,
coarse - 1.6 ppb. This is approximately 1 ordanafnitude larger.

3) The predictions by EQUIL model also do not makeeém Fig 5-7. All the bins
should have the same NH4/SO4 and NO3/S0O4 ratiegulibrium (ignoring the
Kelvin effect for the nucleation bin). In other wer all the bins should have the same
fractional composition at equilibrium. Since accuation and coarse bins have the
same amount of H2SO4 initially, they should haeatidal NH4 and NO3
concentrations at equilibrium. However, the EQUHedlictions in the manuscript are
not at all consistent with this expectation.

In a similar fashion to the preceding, the NH4 &i@B in the coarse and
accumulation modes are not equal because theirc8ténts are not. The NH4/SO4
and NO3/S04 ratios are strictly equal as they shbal as demonstrated by the
following figures for SO4, NO3 and NH4, respectivedt 1 ppb without sea salt
(Figure 5), in molecules per particle:

Aitken - 1832462.2021408435 / 284.53503104 / 8548703735

accumulation - 1.1727758093701398E+8 / 18209.79%08/466710685846889E+7
coarse - 3.87168734326824E+11 / 6.0079790594 12K 808829726551237E+11
We would also like to point to the NO3/NH4 ratidhiah is in contradiction with the
reviewer’s deduction, as given by his assumptions.

For the sulphate series Figs. 5-7 we have addatdaudd graphs showing the particle
pH, and confirming that the particles’ compositisrequal and thus consistent.

4) Quite large discrepancies are seen between TRABES @s benchmark) and
HYBR or PSEUDO are seen in Fig 9 for all species,d@specially for Cl in the
coarse bin. Moreover, no proper evaluation of tRéBIR/PSEUDO models against a
benchmark was shown for the high concentration<@Segy. 7 and 10).

We point to the explanation of the discrepanciethémanuscript. The graphs show
the limitations of the solver, which is what theg aupposed to do.

Comparison against a benchmark fully dynamic rumoiw provided in Figs. 7 and
10.

5) Independent confirmation of both time evolution agdilibrium results are
needed for all figures (1-10) to have any configeimcthe dynamic model used by
authors as benchmark. | also strongly suggest tholy additional monodisperse
cases (similar to Fig 1) to clearly show that thy@dmic models match the
equilibrium predictions by an independent benchnsarth as AIM.

In our view the reviewer is mislead not to have eogfidence in the benchmark
model. It seems obvious to us that comprehensithamnaatical proof for the
reliability of the benchmark model is given througle following:

i) PSEUDO and TRANS are entirely independent oheastber. HYBRID is
apparented to both of them, with particularitiest®bwn. Consequently,
the dynamic runs, HYBR, PSEUDO, and TRAN®Btually verify each
other as they give similar results.



i) the dynamic runs converge to the equilibriunfiuson that is provided by
the totally independent equilibrium solver.

Finally, the reviewer may also consider that theadyic solver was shown to be
reliable by Zaveri et al. for a sufficiently smathe step, as is confirmed by this
manuscript.
For additional confidence, we have added a compatis AIM. As predicted by us,
the limited discrepancy that we find may be enyirelated to their dissimilar
thermodynamic schemes. Mathematically speaking, & is an inappropriate
benchmark for HyDiS, although a comparison is ggéng as the overall degree of
precision of the new equilibrium solver is shown.

6) With the above discrepancies and errors in the dyinaand equilibrium
predictions, it is difficult to make claims abowingputational efficiency. As | said in
my previous review, any model can be made fasadiyfising its accuracy. The
authors have argued against doing a proper evatratf speed vs. accuracy and
comparison with existing models in the literatuks.a result, the revised manuscript
continues to be very weak in this area and thainclthat their proposed solver is
efficient has not been properly demonstrated.

The alleged errors are shown to be inexistent.ddugee of reliability of the solver is
amply investigated. The relevance of these invastgs is not being argued for, it is
mathematically sound. In consequence the revievdedsiction regarding the
impossibility to make claims on computational ey is not valid.

7) Finally, for the new solver to be worthy of pubtioa it must have reasonable
applicability and longevity. As it currently standsdoes not handle mass transfer
coupled with phase transition and heterogeneousti@as. So the question is will
this solver still work when these missing processesncluded?

We cannot see any reason why the solver would ndt these processes are
included. The mentioned processes may be formafigrated from the ones treated
by HyDiS. The new solver was shown to be numegaalbust to the perturbations
these processes just like any other process maglsiec

8) It's still not clear what the “passive” anions argétions mean? Please, just give
an actual list of all the ions (and their desigmais — active, passive, etc.) in a Table.
According to our definition on page 6 line 12, team ‘passive’ does not designate
any ions per se, but rather is used convenientlggecies whose semi-volatile nature
or chemical interaction is chosen to be ignoreahat particular point.

As it seems to stir controversy, the term is noapged.
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Abstract. The dissolution of semi-volatile inorganic gaseshsas ammonia and nitric acid into the aerosol agsi@hase
has an important influence on the composition, bggopic properties and size distribution of atmesighaerosol particles.
The representation of dissolution in global modislschallenging due to inherent issues of numergtability and
computational expense. For this reason, simplifipdroaches are often taken, with many models migalissolution as an
equilibrium process. In this paper we describertie dissolution solver HyDiS-1.0 that was develofigdthe global size-
resolved simulation of aerosol inorganic compositibhe solver applies a hybrid approach, whichvadlsome particle size
classes to establish instantaneous gas-particldibemqum while others are treated time depender{tly dynamically).
Numerical accuracy at a competitive computationxgledse is achieved by using several tailored nualeformalisms and
decision criteria, such as for the time- and siegpethdent choice between the equilibrium and dynamicoaches. The new
hybrid solver is shown to be in good to excellegiteement with a fully dynamic benchmark solver &mdhave numerical
stability across a wide range of numerical stiffnesnditions encountered within the atmosphere pvéeent first results of
the solver's implementation into a global aerosarophysics and chemistry transport model. We findt (1) the new
solver predicts surface concentrations of nitraig @ammonium in reasonable agreement with obsensatwer Europe, the
US and East Asia; (2) models that assume gas-lgariguilibrium will not capture the partitioning @iitric acid and
ammonia into Aitken mode sized particles, and tinay be missing an important pathway whereby seagmutticles may
grow to radiation and cloud-interacting size; aB8jl the new hybrid solver’s computational expensenéiest, at around

10% of total computation time in these simulations.
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1 Introduction

The inorganic composition of the aqueous phasdambspheric aerosol particles is continuously subjeexchange with
the gas phase. Whereas38), condenses irreversibly under tropospheric conuticcemi-volatile species such agOH
HNO;, HCI and NH may re-evaporate from the aerosol agueous phasendimg on the temperature and chemical
composition of the atmosphere. Bldombines with HO to give NHOH, which along with HN@ and HCI tends to
dissociate in the aerosol aqueous phase, with walterg the role of a solvent. This combinatiorcohdensation and partial
dissociation is usually referred to as gas-particleversion or dissolution.

The dissolution of semi-volatile gases into theoael phase has an ambiguous effect on aerosolcleadize. The
dissolution of NH within acidic HSO, particles decreases their hygroscopicity, regylitina decrease in water content and
particle size, while chemical interaction betweeatissolving acid and a dissolving base, such as HN@ NH, may result
in a substantial increase in particle size dueheodonsiderable amount of dissolved matter andrwagt is bound by it.
Variations in particle size and hygroscopicity aff@erosol-radiation and aerosol-cloud interactiomish influences on
climate processes such as atmospheric circulatidrttee water cycle. Because the chemical compasitigarticles varies
substantially with size, the effects of these seotitile gases are non-uniform across the partgike distribution.
Dissolution affects atmospheric chemistry via itfluence on atmospheric composition and also ingparosol
heterogeneous chemistry via the aerosol surfacetengH of the aerosol aqueous phase. Finallydibsolution-mediated
modification of the aerosol radiative propertied wiso affect the photolysis reactions within @itenosphere.The potential
of dissolved inorganic species, especiallysNtid HNQ, to act upon these climatologically relevant fastis high, as they
are a major constituent of the atmospheric aer@splecially in polluted areas (e.g. Adams et 8991 Feng and Penner,
2007, Metzger and Lelieveld, 2007, Pringle et2010, Morgan et al., 2010).

The global simulation of the aerosol inorganic amsechemistry is computationally expensive dueéntgodomplexity of the
process and the numerical stiffness property ofrétated differential equations. The so-far adopegroaches may be
divided into equilibrium approaches (e.g. EQUISOLMgcobson et al., 1996, Jacobson, 1999b; ISORROWAes at al.,
1998, Fountoukis and Nenes, 2007; EQSAM, Metzged.e002a, Metzger and Lelieveld, 2007), seletyivdynamic so-
called hybrid approaches (HDYN, Capaldo et al., ®0€ee also, Trump et al., 2015); and fully dynamagiproaches
(MOSAIC, Zaveri et al.,, 2008). The motivation foquilibrium approaches is that the stiffness of fystem leads to
numerical instability that may involve prohibitie®@mputational expense when integrated in time. idydypproaches seek to
reduce the computational expense by assuming thataofraction of the aerosol size distributioririsequilibrium with the
gas phase. This fraction in equilibrium is usualig smaller end of the size distribution, which lgorequire the shortest
integration time step if treated kinetically. Thamaining fraction of the size distribution is tesdtdynamically because the
larger particles are not in equilibrium with thesgeghase, as shown by theoretical studies (WexkbiSsinfeld, 1990; Meng
and Seinfeld, 1996) and model investigations tlehahstrate a much better agreement with obsergfimg. Hu et al.,
2008).
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The primary advantage of a fully dynamic approaciisi accuracy, but the mathematical stiffnesfiefgoverning equations

means that an appropriate numerical integratiorersehmust be carefully chosen. Although fully dymamsolvers may

prove to be computationally efficient, numericaaystem dynamical properties constraints tendutoap upper limit to

the time step that may be adopted (Zaveri et 8082 Hybrid schemes seek to overcome this linsitatbut their partial

equilibrium _assumption may prevent them from fulgsolving the dynamics of concurrently dissolvimed achemically

interacting species. In particular, due to comjmatieffects, the composition of smaller partialeay (in some conditions)

also require appreciable timescales to reach équith (Wexler and Seinfeld, 1992), thus contradigtwhat is commonly

assumed by hybrid models. Enforcing equilibrium ntlays lead to a misrepresentation of pressure emggliat particle

surface and partitioning fluxes of semi-volatileesigs through the gas phase (Zaveri et al., 2008his study, we seek tg

overcome this seemingly inherent limitation of timgbrid approach through a careful choice of thetfom of the size

spectrum that is assumed to be in equilbrium. We alote that any concern about the precise accuwhdye hybrid

approach needs to be balanced against its poteadientages. For example, as will be explainedimetbe hybrid

approach may also offer the opportunity for a maceurate representation of certain system dynarpicaderties, such ag

the species’ chemical interaction. Furthermore, matational efficiency is a fundamental aspect aflabal modelling

scheme, and it is therefore important that its tatepping is flexible.

This study describes and evaluates the new hybtictisHyDIiS version 1.0 for the dissolution of sevoiatile inorganics

into the aerosol aqueous phase. The solver usgsra Imechanism that strives to combine computafiefficiency with an

accurate representation of the dynamical propeftthe process. To achieve this, the solver makesafisomeexisting

3
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numerical methods and concepts, such as the sepficitrand semi-analytical integration method fbymamicdissolution
that was developed by Jacobson (1997), the mixeel ititegration method (Zhang and Wexler, 2006; Aateal., 2008) or
the analytical approach for the estimation of tiggilbrium composition (Nenes et al., 1998), sonfetrem modified
fundamentally. Other methods are novel as they baea developed specifically for the purpose of I9¢D.0. All of these
numerical methods are applied within different lotaes of an overall formalism that is based on {stesn dynamical and
numerical properties of dissolution andvolvesasserted—witha set of specific decision criteria for the distion
betweemameongthe differentdynamical regimeddyDiS-1.0Fhe-selveris notintended to b@ complete gas-particle exchange
solver, as it does not take into accoﬂaﬁuexeh&nge%eween—m&gas—phasamﬂ)rmatlon of theparticlesolid or mixed
particle phase gan Furthermore, the

version of HyDis presented here does not consigeri-golatile organics, although a future developtrtenachieve this is

planned.Section 2 describes the dynamical properties efsimultaneous dissolution of several inorganic moumds and

the numerical constraints these put on the desigancefficient hybrid solver. Section 3 explaing tthechanism of the
solver in detail. Section 4 evaluates the solvexiragy fully dynamical model runs in a box model faguration. Finally
Section 5 presents first results from an implemeorieof the scheme into a 3-D chemistry transpatet to demonstrate its

computational efficiency and numerical reliability.

2 Dynamical properties of dissolution
2.1 Non-linear properties

To understand what turns dissolution into a tedimwserical problem, it is necessary to analyseytsamical properties in
detail. This section analyses these propertieggutia example of HNQand NH dissolving into an aqueous solution of
H,SO,. The concurrent dissolution of a base and an ext@ an acidic solution is characterised by a paosifeedback
phenomenon involving the two dissolving speciedidlty, the dissolution of HN@is impeded via the strong acidicity of
H,SO,. Conversely, the continuous neutralisation of ailia solution by a dissolving base such as;N¥ll eventually
prevent the dissolution of further basic matterwidaer, in the presence of both a dissolving acidl lzese, the continuous
neutralisation by the base may be effectively ceiogtlanced by the dissolving acid, thus giving wayurther dissolution
of basic matter. The effective interaction betwéem two dissolving chemicals causes numericalngtif§, as there is one
variable, in this case the pH of the solution, ikatontrarily influenced by the two dissolving sfes.

The transition from an initially binary solution B6SO, and HO to a solution in equilibrium with gas phase HNDd NH;
may be divided into 3 stages (see Fig. 1):

1) Initial neutralisation of the particle. The solity of NH; is high, while the particle is too acidic for largmounts of
HNO; to dissolve. In an atmosphere with significant ame of HNQ and NH there is a momentary contrast of their
equilibration times because particulate HN®nds to be in equilibrium with the atmospherelstiiNH; partitions quickly

into the aqueous phase in the presence of a laegsyre gradient.

4
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2) Efficient interaction between HNGnd NH. Both species are dissolving because the pH is déigpugh for HN@and
still low enough for NH to dissolve. During this phase particle pH comtitble dissolution of both species.

3) Asymptotic convergence towards equilibrium. Timeraction of HNQ and NH is reduced as each species is separately
close to equilibrium with the aqueous phase.

Dynamically speaking the system is kinetically tiéai during Stage 1 via the contrast of the parsaldace and atmospheric
pressures of Nk Consequently, during this stage Nl the driving species, while HN®nay be described as the following
species. In contrast, during Stage 2 the systarhamically limited. It is the stage of effectivadraction between NHas a
base and HN@as an acid. The pressure contrast between theoasjuend the gas phase of both ;N&hd HNQ is
substantial enough for the interaction to be f&age 3 is also chemically limited, however botlecips are close to
equilibrium. In contrast to the preceding, it i #tage of ineffective interaction between theiaadd the basic species, as
their effective dissolution is hampered by the ladkpressure contrast. As will be seen in the rs@dtion, the specific

dynamical properties of each stage also entailigp@cimerical issues.

2.2 Numerical stiffness properties

A chemical system may be said to be numericall§ i§tits interacting variables show disparate ddpuation times, such
that the time step of numerical integration hadeoadapted to those variables that drive the syatewary quickly (e.g.
Zaveri et al., 2008). Here, we choose to generaflizeconcept of numerical stiffness to the follogvad hocdefinition: A
system of one or more variables is numericallyf stlien its dynamical properties require an intégratime step that is
small in comparison to the amount of time thakeiguired for its transition to equilibrium.

Following this definition each of the above stagéfquilibration of the particle aqueous phase \lith gas phase may be
associated with a specific form of numerical séffg, as follows:

1) During Stage 1 the following species’ equiliwattime is much shorter than the one of the dgwspecies. This property
points to the usual definition of numerical stiffise except that the species with the shorter égafilon time is not driving
the system. A time step that is too large causesemutive over- and undershoots for the followipgcses, which may
result in oscillating model results. Furthermonager some conditions the oscillations may grow ftome step to time step,
and may eventually produce non-physical values.

2) During Stage 2 the system is evolving rapidlythe presence of moderate vapour pressure gradiewtsefficient
chemical interaction. A scheme of numerical intéigra that catches the interactive nature of thetesgsmay still
misrepresent its dynamics when the time step igprapriately large. Figure 1 shows a clear deviatibthe large time step
values from the small time step values during $tégje, such that inaccurate model results may tanelol if the transition
time through this stage is sufficiently large ratto the integration time step of the model.

3) The numerical stiffness associated with Stagea$ be described as follows: Each species takeawidoghlly shows an
equilibration time that is short relative to thdientransition period. As explained for Stage #l ahown by Fig. 1, this may

result in an oscillatory behaviour, with the inh@reisk of non-physical values. As the chemicakiattion between the

5
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dissolving species is considerable, the propefisitpscillation is substantial and more pronountteeh within Stage 1, as
shown by Figure 1.

4) Finally, numerical stiffness may arise as fobkowuring Stage 3, the system is interacting chaligicalbeit the aqueous
phase is typically close to its equilibrium compiasi. However, effective chemical interaction magoaset in early on in
connection with low vapour pressure gradients. fEsilting situation is thus a hybrid between Staged 3. We found this
form of stiffness to occur in the context of el@hHNQ, and NH concentrations that result in the formation of ammam
nitrate particles. During the formation processanfmonium nitrate the fraction of dissolving speciemaining within the
gas phase typically becomes very low. Howeverhégresence of size-resolved aerosol particlesatieain disequilibrium
among each other, their equilibration timescalé lglcome very long, as the equilibration flux netm$ransit through the
bottleneck of low gas phase concentrations, thasltieg in further numerical stiffness. In Figuretlie concentrations of
ammonia and nitric acid are too low for this varief numerical stiffness to occur. The artefactsasted remind those
associated with the numerical stiffness that maguoduring Phase 2. Whereas the third variety ofiemnical stiffness may

arise on its own, the fourth variety always transi slowly to the third one.

3 Solver description

In this section we give a comprehensive descriptibrl.0 of the HyDIiS dissolution solver, explaigiim detail how it

simulates the reversible dissolution of semi-vidatnorganic species into the aerosol agueous ph#deiS-1.0, like all

hybrid dissolution solvers, includes decision ciiteo determine whether the exchange of semi-fesabetween the gas

phase and particle phase should be solved dyndyaratreted as an equilibrium process process.ofdiagly, the solver

consists of modules to calculate both dynamic andlibrium formulations of dissolution, as well am overarching routine

which specifies the controlling decision framework.

The HyDiS-1.0 dynamic and equilibrium sub-solvers described in sections 3.1 and 3.2, with the sif@tiframework

detailed within section 3.Bhehy

c S c AO c c aHCHHEH

respectively-whereas-theirformaHinkage-is-dethinvithin-section-3-3An alternative dynamic scheme is presented wit

section 3.4, which allows the bias in equilibriuatugions in relationship with computational effiniy considerations to be

n

reduced. Finally, section 3.5 provides an overviawthe entire mechanism, linking the formalism loé tsolver to the
numerical stiffness properties of dissolution.

Naming conventions:

The reversible condensation and dissolution of sergitile species into the aerosol aqueous phasarslated with the

HyDiS-1.0 dissolution solver. For reasons of comeeee, these species will henceforth be qualifiedissolvingspecies.
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In the followingequationssubscript lettergjkn;trelate-a-variableefer to-an aerosol size class4, dissolving species-p
non-volatilgeassivespecies k(or a species whose volatile nature is not comsiieét a particular pointiat a particular

integrationtime step oreguilibrationiteration number nandat a time t+respectively Exceptionally they may be placed as
superscripts in order to differentiate from variaaflitional variable attributes. Exponents occunasbers only.

3.1 Dynamic dissolution

The flux of dissolving moleculasonto a particle surface elemel&is (e.g., Pruppacher and Klett, 1997):
on. D
d —L|=v-|—vVpldS,
ot KT

whereD [m?s?] is the Brownian diffusion coefficient in the gasagk corrected for condensation in the dynamic regind

Eq. 1

for sticking efficiencyk [J K] is the Boltzmann constari, [K] is the absolute air temperature, gnfPa] is the partial
pressure of the diffusing species.

Assuming pseudo-equilibrium and constant tempegatuithin the volume of air within which diffusioraktes place, one
obtains after integration over particle surface:

X _4zdN[c-Ps
ot KT

Eq. 2
wherec [m?] is the aerosol aqueous phase number concentrafitime dissolving species (molecule number per unit
volume air),r [m] is the radius of the aerosol particlds[m?] is the aerosol particle number concentrat®rm?] is the

gas phase number concentration of the dissolviegiep, anps is the vapour pressure of the dissolving specigbea
particle surface.

Surface partial pressure may be related to the rummincentration of dissolved molecules via theated dimensionless
Henry coefficientH’, which for a mono-acid is defined as follows (Jzsamn, 1999a):

_ kT _ NNm,

HI 2 +
Ps  7ialH']

Eq. 3
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wherem, [kg] is the aerosol water mass per partitlg [mol™] is the Avogadro constanga [-] is the mean molal activity
coefficient of the dissolving monoaci#iA, [H] is the molal proton concentration in the aerospiesus phase artdl [mol?
kg? Pa] is the Henry constant of the dissolving mono-agien by:

2 -
H — yHA[H+][A ]
Ps
Eq. 4
Similar expressions may be derived for a dissol\iage.
In the preceding expression, the partial dissamiagiroperty of the dissolving species is neglectduch is an underlying
assumption for HyDiS-1.0.nl so-doing—will-allow—us—to—reducethe number of degrees of freedom of the considefed

chemical systenreducesby onewunit for each dissolving speciesa—doing—so—@ther properties, such as the specigs’
chemcial interactioncan themay be taken into account more throroughly, as ar@ytsolutions may be derivedore

ving—egquationd/e have seen in the preceding
section that the chemical interaction between aaidsbases plays an essential role to the numetitfakss property of the

system.

In contrast to the Henry constant, the dimensiantdsnry coefficient does not express a physical l&swalue expresses
the ratio between the partial pressure of the tisdomolecules if they were evaporated and theimadcsurface pressure.
These values are unequal due to chemical interaetimong the species that make up the aerosol agjyd@mse, and the
resulting partial dissociation of the dissolvingdaor base. As such the dimensionless Henry caeffiés not a constant, but
varies as a function of the pH and the mean agtooefficient. This feature will turn out to be ioypant wherEq. -2 is
numerically integrated in time.

Within the framework of a discretised representatid aerosol particle sizes, dissolution of sevepedcies may take place
onto several aerosol size classes simultaneodstnly one species is considered and the chemitatéction of several
species is neglected, then an implicit semi-aredytsolution may be derived when the following drathat results from
the combination oEq. ZEg-2 andEq. FE¢g-3 is considered:

il =4rr, D N | Cpa — Egt)

it
Eq. 5

Combining the semi-analytical solution of the pidting equation (Jacobson, 1997):
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Cra = =H" Ct+(>‘( +( -H it CH&)GX _H—.ét
it
Eq. 6
with the mass balance equation:
Ct+5t + Z Cra = Coot
Eq. 7
yields forC. s (Jacobson, 1997):
4zr. D. . N
Ctot Zcut ex;{— H' J
Cua = 4zr. D, N
1+ > H' | 1-exg - — 0 g
i ' H .
Eq. 8

Although the preceding set of equations is uncaomhidly stable, as shown by inspection #fitr>oo, ¢=H’; C and C=Cy,
/(1+2H’;), such that no unphysical values may occur, it Ehba noted that the convergence to a static dxjuitn between
the aerosol aqueous phase and the gas phaseusawotditionally ensured: the solution givenlby. €e¢-6 andEq. &g-8
is disconnected from the pH of the particle agquephiase, as the dimensionless Henry coefficienteld lbonstant. In
addition, the simultaneous dissolution of sevepactes affects the mean activity coefficient, whishalso held constant.

The integration time step may thus not be choskitrarily otherwise oscillatory behaviour may occur

The preceding semi-analytical solution is therefoest used under conditions of relatively quickiatisns of the gas phase
concentrations and a relatively stable pH of th®sa aqueous phase, as for instance in the pres#re large amount of
sulphuric acid. In the event of a monoacid diss@hinto a particle with a highly variable partiglel and a relatively stable

gas phase concentration, the following semi-ar@ygolution may prove to yield more stable results

C — Ath B(ﬂi’/iz)exd(/lz _ﬂ’l)&)
" all Bl 4, Jexpl(4, - 4))

Eq. 9
with:
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K K

Eq. 10

Eq. 4-9 is a semi-analytical solution to the generic difetial equatiordx/dt=-ax-bx+c resulting from the combinatio
of Eq. -2, Eq. ££6-4 and the ion balance equation given by:

Hi+,t =G, +anAk,i,t _kaBk,i,t '
K k

Eq. 11

where ¢ denotes the dissolving monoacid for whigl. g9 is solved, andA, [m®] and B, [m?] stand forany
othepassiveanionsA™ and cation®8™" that are preseiin the aerosol aqueous phase, respectively.

In accordance wittEq. 4¢—4, the dissolving monoacid is assumed to dissoaatirely. The aqueous phase of the
atmospheric aerosol contains in general a variahtgion of sulphuric acid whose degree of dissmmmashould be taken
into account when calculating particle pH. Withire tpreceding equation Oké presumed to be negligible relative t6. H
Similarly to the negligence of the partial dissdio@a property of the dissolving species, this agsion is an underlying
simplification within the framework of the hybriglser described in this paper. A mod€el=9 is thus to be associated with
an actually neutral pH=7. In this contextj. EEg-6 may yield a negative concentration of, Both via an evaporating acitii
and a condensing base, as the variation of thesphbti taken into account within the normalised WeawefficientH’. In
this context, which adds to the numerical stiffnessperty’s requirements, the choice of an appateriime stept is all the
more essential.

Both the choice betweelq. -6 and Eq. -9, and the choice of an appropriate time step reqair appropriate

criterion that stands for a representative vanmtd the gas and agqueous phase compositions atf@/dypical amount of

time to reach that variation. In the framework lidge equations, which neglect chemical interactmngng several species
dissolving concurrently, the characteristic vadatbr time scale of the aerosol agueous phasénésantly specific to each

dissolving species. Consequently, the time stepwilhultimately be chosen must not exceed the tivad is characteristic

of the species that for some specific reason is@m@s the most relevant one. The specific upper step limit to be used

in conjunction with the above equations shoulddfae fulfil the following condition:

10
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Eq. 12

ks being the numerical time step criterion for dissioluin the dynamic mode. In this study we choggel.0. The
characteristic equilibration tinte of the aerosol particles contained in size clagith respect to a dissolving and
5 supposedly non-interacting specjesay be related to an approximate equilibrium cositppm, solving:

([H +];,qi,t )2 +(ai,t _O-rivj,t)[H +]:;’t —ai'to-ri'ivt _%t—ic),tsz ;
B
O',i’ivt :&, (24" :ﬂi,t%, ﬂi,t - NiNAm\iA}t

it Y HA
Eq. 13

whereo is the molal proton concentration in the aerosplemus phase as given by tbas A, and Bypassive-specte Eq.
13Eg-13 gives the equilibrium proton concentration in #sosol aqueous phase following dissolution ofmiogoacioHA;.

10 Note thato, is conserved, as the particle water mass, the meanty coefficient of the dissolving species ahd degree of
dissociation of sulphuric acid that is required floe estimation of, are supposed to remain constant as an approximatio
The preceding equation is obtained wien 464 andEq. 1EEg-11 are inserted into the aerosol size class relevass

conservation equation of the dissolving species:
it _
o =Cii+G ¢
15 Eq. 14
The approximate equilibrium concentr::xtiﬁf;hj ! may then be obtained usifg|. 11Eg-11.

Consideringeg. %E¢-5, the amount of time to reach that equilibrium nalty exceeds:

it At
Coa' —C ‘

it _ 1 _
¢ 4rr N D,

C .
max C, ,, F;HJ

it
Eq. 15

20 As indicated byEq. &6, the equilibration time is determined by an asytiptvariation of the amount of dissolve
molecules: when the solution is getting closerdailérium, the pressure gradient, which acts asimly force, diminishes

by the same amount. It is our purpose to assessafdr individual species a characteristic timervatethat is representative

11
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of the kinetic constraints to dissolution. This¢immterval clearly cannot be infinite. We have sabave that Stages 2 and 3
of the particle aqueous phase equilibration coordpto a period of effective or ineffective chenhicgeraction that is
driving the evolution of the pressure gradient. Tratvidual species’ kinetically limited equilibiah time is illustrated by
the time interval of Stage 1. Its order of magrétusl generally not obtained as a function of thespure gradient, which
may reflect the chemical interaction during Stage 3, but rather by thpotential of the gas phase or the aqueous phase to

generate a condensation or evaporation mass fuxx@aressed in the above equation.

Eq. 1%=4g-15 defines a characteristic time interval that mayweeas maximum integration time step to the dynar11ic
dissolution solver. It reflects the physical natofets purpose and has the additional advantageedfg computationally
inexpensive. Among several size classes, the sshaldue needs to be chosen in order to avoid roaténstability due to
competition among the size classes. Equilibratioevientually driven by chemical interaction durtgges 2 and 3, but this
phenomenon cannot set in within a time interval ihamaller than the one required for individya¢sies equilibration. For
this reason it is possible to choose the maximulmevamong the dissolving species within one siass;land the overall

integration time step reads:

&, = min, (maxj (t"“)), & <At,

C
Eq. 16
wheredt; is the internal numerical integration time stepsdn by the dynamic solver, andlis the relevant external time
step of the model the dissolution solver is embddd.
The related approximate equilibrium concentrat(B‘lj)it and surface pressure[:‘xg’je’fq may serve to distinguish between gas

and aqueous phase driven dissolution. Dissolusassumed to be aqueous phase driven when theeelatiation of the

gas phase concentration is less than 1% of théveshzariation of the surface pressure:

‘Cj,t_Cj,t‘ ‘pi,j,t_ it

e i S.e S i

—“C” <xylt —:) ———, Kyl'=001,
s

Eq. 17

Kg, being the distinction criterion between gas anaeaqs phase driven dissolution in the dynamic mode.
When found to be aqueous phase driven the semytamadlscheme given biq. E6-9 andEq. 1310 for a dissolving
mono-acid is preferred ovéig. G2¢-6 andEg. &¢-8. The more numerically stable earlier solution idyqreferred when

within one time increment the species-specific afaifity of particle pH is substantially higher thaine corresponding

variability of the gas phase. The aqueous phasemdolution should be avoided whenever possilslé,ia computationally

12



10

15

20

25

30

more expensive and does not provide a semi-analyft@mework that accounts for the interdependeridbe aerosol size

classes.

Dynamic dissolution as given lBqg. 5=-5 requires the dimensionless Henry coefficidad.(FEg-3), which depends on
particle pH and the mean activity coefficient oé tissolving species. The time dependence of theitgacoefficient is
relatively low but the pH may span several orddrsagnitude within one time increment. The highiaitity of particle
pH reflects the numerical stiffness properties tirat typical of concurrent dissolution of chemigaiiteracting species (see
above). According tdcq. 16g-16, the time step is chosen such that it should loeteshthan the typical time interval or
chemical interaction. However, in a global modednsport may perturb species concentrations in augly as to upset the
equilibration tendencies of chemically interactisigecies. Under this circumstance the aqueous phagebe rendered
completely out of balance. The use of the approténaaalytical equilibrium pH as given by the roofsEq. 1FEg¢-—13 |
proved to be an efficient fix to this transport-addnumerical instability issue. Instability occurbenever the aqueous
phase is predicted to lose protons, and in combmatith a relatively large time increment wouldahdieto lose more than it
contains. This tendency may be easily checked bypeoing the chemically driven change in protonsalgissolving base
or an evaporating aci€q. 1FEg-13) with the amount of protons available. The dynadigsolution solver takes an implicir
approach towards particle pH, via the use of ther@pmate equilibrium pH, rather than an expligipeoach, when the
proton demand exceeds half of the number of prgioesent:

ijt it it _
(0,4’6(4—0H )>—/cpH Cy, Koy =03,

Eq. 18

Kxpn being the distinction criterion between impliaitoeexplicit particle pH for dynamic dissolution.

Within this section we have given semi-analytiaadlons to dynamic gas phase and aqueous pha#editissolution and
defined a criterion that allows these regimes talisinguished. Furthermore we have derived a dbariatic equilibration
time that may be used to determine an appropndégyiation time step. It is based on the obsematiat single species
equilibration time is strictly shorter than equilition resulting from chemical interaction amongesal species. The overall
integration step is derived as the smallest sieeifip value, chosen within the ensemble of thgdat species-specific value
within each size class. Finally we have definediteron to distinguish between the use of the mataey and estimated
equilibrium pH with the gas phase driven solutidasdynamic dissolution. With these criteria and reloterisitc time
interval, it is ensured that dynamic solver choasegne step that is as large as possible whileenigal stability remains
ensured. Still, under particular circumstancesnmerical stiffness is such that the time step ireqments would constrict
computational efficiency. For this reason the dyitasolver can only develop its full potential insasiation with an

efficient equilibrium solver.
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3.2 Equilibrium dissolution

This section describes a new numerical formalismtifie equilibration of the aerosol particle comfiosi with the gas
phase. The underlying principle of the solver isise semi-analytical solutions that take into anotdle interactive nature
of the problem as much as possible. The solverchasinad hocproperties. The number of dissolving species #nat
linked through chemical interaction cannot excdaedd. The number of particle size classes shoulegexaeed the typical
framework of a modal representation of the aereg@ distribution, that is 3-4 size classes. Thsperties come as a limit

to its flexibility, however, they help optimize tlaecuracy and the computational expense of tharseltensiderably.

In analogy to the dynamic solver, distinction isdmabetween a regime of gas phase-limited equildoradnd a regime
limited by chemical interaction. In terms of theudiprium solver, gas phase-limited equilibratiooresponds to an initial
stage of approximate equilibration with large vawias to the dissolving species in both phases.fdfmalism allows for a
succession of quick iterations delivering an appnate solution. Chemically limited interaction iarfdled during a second
stage. It is both formally and numerically more @bex, and therefore computationally more expensiee equilibrium

solver is thus divided into two independent sulvai@ that are linked by appropriate decision deter

3.2.1 Gas phase driven equilibration

The gas phase driven equilibration sub-solver aseariational method. For each dissolving spegiagicle size classes are
treated conjointly. Chemical interaction, water teon, sulphuric acid dissociation and activity diménts are taken into
account via simple iterations. The resolving equafor single species dissolution into one aerssm@ class is quadratic in
[H'] (seeEq. 1Eg-13). Due to this quadratic dependence, there is mbytial solution for multiple size classes, so tlre
guadratic dependence has to be approximated va#tel linearisation, as follows.

The ion and mass balance equations, and Henry'sdad/variationally, for a dissolving acid:

5Cj,n :_Z&i,j,n
&i,j,n:&:—’in
H _(Ci,j,n-l+5Ci,j,nxciﬁn_l+5ciﬁn) _ Y N
i r(C..+&,,) "0 T KT NENZMZ,
i,j \~j.n-1 j.n iNaAlYj w,i

Eq. 19

The previous expressions for the Henry’'s law arel ith balance may be combined using the followingdrisation

assumption:
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i,n-1 2 ~ i,n-1 i,j,n
(C|,j,n—1+CH )50 +5c’.’ ~5c,’j,n (cjn1+c +6C! )

nv

Eq. 20
yielding:

i,n-1

H.r HrC]nl Cc Cy

X . = I 5.+ iCisi _ 1, j,n-1%H
) C 1+Clnl+5c|lmj/n J,n C 1+Clnl+&ljn C l+clnl+5cljn

nv nv

Eq. 21

wheredc, is the invariant variation of the dissolving spexcin the aqueous phase following its equilibratigih a constant
gas phase.

Consistently gci,, may be assessed solving the square equationimgsiittim Eq. 19629 for 6C;;=0. Eq. 2JEEg-21 may
then be inserted into the mass balance exprestigg.d ¥&q-19 leading to a solution of the typ€; ; 2(1+a;)=2b;.

For a dissolving base an equivalent expressioaato2 g2 is reached by analogy 9. 1&g-19. However, here the
non-linear relationship between the gas and thee@gi phase at equilibrium does not arise via tlworgk degree
reIationshipéC,:f(cScjz) but rather froméC;=f(1/0¢;). Under this circumstance linearisation is obtaiméxn the variation of

the gas phase counterpart in the denominator dbtleving expression is neglected:

-1 + H (Cj,n—l + &:j,n )c:-in_l

|Jn

hin 1+HJrI J(CJ.’n_l+éijn) ’
Eq. 22
with:
Ho= Clina + G i - _[Kuzo7e
J - i,n-1 &'“XC- +5C. )’ 1] kT
rI,J(CH +oCy j.n-1 in VH
Eq. 23

Via the combination oEq. 2ZE¢-22 with the mass balance equation (Eee 1Eg-19) the variation of the gas phase due Ito
a dissolving base may then be obtained in siméshibn.

The variational approximations developed in thistisa resemble analytic solutions to the equilitoraof a non-chemically
interactive species dissolving into a size-resolaerbsol. Due to their approximate character thesthods require iteration
for each dissolving species notwithstanding thatytlssume certain variables to be constant andecteghemical

interaction among the dissolving species.
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3.2.2 Chemically driven equilibration

Gas phase-limited dissolution is driven by the iphpressure gradient between the particle surdackthe gas phase, and is
relatively independent of the non-linearities doehemical interaction among several dissolvingigse The application of
a computationally efficient variational solver thatbased on iterations proves to be advantageadsr uhis circumstance.
The same does not apply to chemically limited diggan for which numerical instability may easilgaur via the pH, and
the number of iterations required may turn outeéovbry elevated due to numerical stiffness. Anedytsolutions (Nenes et
al., 1998) offer the advantage of being uncondiilynstable and computationally inexpensive. In twntext of the
concurrent dissolution of several species intoza siiscretized aerosol they nevertheless have alesssawbacks. (1) For
two or three dissolving species the equilibratibthe aerosol aqueous phase requires the analgtbation of an equation
of the third and the fourth degree, respectivede(below). The high degree of precision that iessitated by equations of
such an elevated degree may not be readily obtdmedumerically stiff systems. Similarly, the nuerbof dissolving
species whose chemical interaction may be fullgmaikto account may not exceed three, as no acalgolution is readily
available to an equation beyond the fourth degf2eln the presence of a non-linear system, a cehgrsive analytical
solution may not be obtained (see above), entatliegneed for iterative treatment, if the equililoni composition is to be
determined with a high degree of confidence. (3§ Ihot possible to solve analytically for chemligahteracting species

within several aerosol size classes (see previettios), which adds to the need for iterative treatt.

In the following, the derivation of the resolvinguation of equilibrium pH is described for the exdenof several acidic
species. Similar equations may be derived for amglgnation of dissolving bases and acids. Actigibgfficients, particle
liquid water content and the degree of dissociatibsulphuric acid are not predicted by the atiedy schemgbeing instead
as-they-ardncluded as parameters (for one dissolving spedhes,dissociation of sulphuric acid is taken intc@unt
analytically, howeversee—beloyv The variables are therefore the gas phase andoag phase concentrations of the
dissolving species within one size class and thiége pH within that class. We are thus dealinghva system ofn+1
equationsh being the number of dissolving species. The gamgrequations are equivalents ef]. 1¥Eg-19, these read

generically:

XY,

0 A==

) thot :Yj + Vi +Zy|,j '

(3) % =i%,; +Za1',k

Eq. 24
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where a stands for thepassiveienic_anions that derive from presumably non-volasfeeciescentained—in—the—particle
agueous-phase-suel like sulphateand bisulphate, and thealanced-amount afations and anions that result from sea dalt
dissociationand are assumed to remain in the liquid phaseofdicr to model setup, see below)). 24=¢-24(1) stand for
the Henry’s law (c.fEq. ££¢-4), equations (2) for the mass balances fdf. Z=6-7) and (3) for the ion balance (cHg.
11Eg—11). The sea salt ions may be grouped together aswiile not contribute to the variability of the plduring

equilibration.

The resolving equation for particle equilibrium pa-Hobtained wheitg. 24£¢-24(1) are solved fol; and then inserted int
Eq. 24&6-24(2). These in turn are then solved jprwhich are then inserted into the ion balance éguaOne obtains the

a polynomial forx, (=H") whose degree is equivalent to the number of tisgpspecies plus on@£n+1). When the above
system is solved for any of ory;; without solving forx; before, the resolving equation is of degde®+2. This stresses the
primordial importance of particle pH for chemicaudibration as it acts as a linkage among the amenitly dissolving
species. It is possible to include sulphuric adgbkakciation in the above system (with constantvagtcoefficients only).
Under that circumstance the degree of the resolnaation forx; is d=n+2. In order to limit computational expense and to
limit the degree of the resolving equation to fddk5) in the presence of three dissolving species, hsulp acid
dissociation was not included in the analyticalioium solver described here, except when theerokquilibrates for only

one dissolving species.

3.2.3 Equilibrium solver implementation

The implementation of the preceding formalisms ledroically and gas phase driven equilibration intméied equilibrium
solver requires an effective criterion of distioctibetween these two regimes. The variational fismaallows for quick
equilibration within the size-discretized aerosdihen equilibrium is almost reached in terms of itndividual species’
pressure gradient, the system becomes driven hyichkinteraction, and the efficiency of the formaal decreases rapidly.

For this reason an appropriate distinction critebetween chemical and gas phase driven equildor i

C,-C

i jn j,n-1
Kc,g =
j,n-1

Eq. 25

The minimum value for gas phase driven equilibratthosen in this study i ~0.1. When equilibration is initiated in the
gas phase driven mode,, decreases with each iteration. Once the thresisotdached, equilibration is switched to the
chemically driven mode, upon whiehg increases again as chemical interaction will giggigher exchange fluxes. In order
to avoid oscillations between the chemical andghs phase mode, a switch back from chemically ® gsse driven

equilibration is formally excluded.
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The equilibrium solver follows an iterative schenBnth the gas phase driven and the chemically driequilibration
mechanism do not account for the variability of thetivity coefficients, the particle water conteahd, in most
circumstances, the degree of dissociation of suiptacid. Within the chemical sub-solver, equilitiwa for these variables
is carried out on amternal level of iterations. The maximum number of intdrit@rations was set to 5, as a number that
reconciles the need for numerical stability andliimiation of computational expense. The chemicdliven scheme solves
equilibrium for all dissolving species within onarficle size class. For this reasonextternallevel of iterations is required
that accounts for equilibrations among the sizesga. Its maximum number was set to 20, which wasd to be sufficient
under the numerically stiff conditions that areitgb to chemically driven dissolution. In generiagtte is an inclination for
the smaller particle size classes to have a loaedensation sink than the larger ones. For thisoreathe larger size classes
eventually tend to act as process drivers althdhgh equilibration requires more time. The chertjcdriven equilibrium
scheme iterates consequently in the reverse sider.ofhe gas phase driven scheme solves for alisaksize classes
simultaneously. Limited chemical interaction adeaetied in the variability of certain variables likge activity coefficients
and the water content may be jointly tackled withimommon iteration level. The iteration level bé tgas phase driven
scheme is therefore formally identical to the exaérlevel of chemically driven equilibration, anketassociated total

number of iterations is also limited to 20.

Chemically driven equilibration at the internalrégon level is dominated by the variation of pHorRhis reason a

representative criterion of convergence at thislléex
i,n i,n-1
i ‘CH -C,

conyint — — _in1

Ch

K,

Eq. 26

A sufficient degree of equilibration is assumedeoreached at the internal level wheg, in<0.1. At the external level the

degree of convergence is estimated with the foligvariterion:

i

K conviext —

Eq. 27

]

3 .
ConVext)< 10™. under the circumstance of several

In this study convergence is assumed to be reawlezh ma)<zc

competitive aerosol size classes and pronounceahichkinteraction, the quantity of dissolvable matin the gas phase
may become very limited (see above). The resultimgperical stiffness sharply increases the amoumixtdrnal iterations
necessary for equilibration under the chemicallyair scheme. A criterion to diagnose this numelicstiff equilibration

situation is:
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m ( i,j )n—l_m ( i,j )n
K _ Kconv,ext Kconv,ext

conv,stiff ma )(( i )n—l
K-

conv,ext

Eq. 28

When xeony oir iS found to be inferior to 0.1, then convergenoeong size classes is assumed to be inhibited by slo
transition of the dissolving species through the phase and the external convergence critdtmpn2 E¢-—27 is increased
from 10° to 10°. An increase of the convergence criterion reduthes precision of the equilibrium solver, and in
consequence appears to affect the accuracy ofytirédrsolver as a whole. Dynamically speakinguins out that this need
not be the case. Knowing that this type of numéritidéfness comes with a sharp elongation of ttandition period to
equilibrium, some of the size classes that theesadttempts to equilibrate will not reach equilitoni within the overall time
step of the model. This circumstance will be take#a account, as their composition will be correlcseparately according

to the concept of pseudo-transition, which is dbsctrin the following section.

3.3 Hybrid solver implementation

The formal combination of the dynamic and equilibmi solvers requires the definition of an approprid¢cision criterion
for distinction between these two regimes. The cddn of computation time is the compelling reasonthe preference of
a hybrid formalism over a fully dynamic one, whigbuld obviously be the more accurate one. Accordingg. 16&g-16,
the time step of the dynamic solver tends to behmmuore limited by individual size classes, amongctvithe smallest
value is chosen, than by the individual specie®ims of their characteristic equilibration timeisl therefore advantageous
to assume a maximum number of size classes to éguifibrium. Among the size classes consideredamde equilibrium,
some species may still be set to equilibrium. Alidlo this latter choice would not allow for an irese of the time step of
dynamic dissolution, as the maximum characterigtie interval is chosen for each size class, itldatill have a positive
influence on numerical stability if it targets theost numerically stiff species. From its underlyprinciple, this approach
may be considered tessentiallybe a minimalistic version of a mixed time integpatimethod (Zhang and Wexler, 2006;
Zaveri et al., 2008)withas-the-choice-to-simulate temporal evolution of some specssulatedexplicitly while others
are assumould-be-suppax to equilibrate instantaneoustiie distinctiors based orthe-consideingatien-eftheir specific

characteristic time interval.

The characteristic time interval for dynamic dissimn is tailored to the numerical stability reauitents of the dynamic
dissolution solver. It differs from the actual dipration time, as it does not take into accourgraftal interaction, and
appears to be quite specific, as it does not cendite actual partial pressure gradient. It willvnbe argued why the
decision criterion between the equilibrium and thaamic regime may follow a similar approach. Fitste pressure
gradient is only a momentary snapshot of the stduratate the particle is in. Chemical interactamually determines the

equilibration time in many if not most cases. Twytlg, during most of the process of equilibratiosteong gradient will be
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conserved in time. The gradient will only becomeaken once the solution is close to equilibriumc&ad, pronounced
chemical interaction requires small time stepstduiés related numerical stiffness. It should tfiere be avoided as much as
possible, and the corresponding size classes sleuflit to equilibrium. Their composition would kaw be corrected by

other means in order to ensure that the solves &caurate as possible.
The ideal criterion of choice between the dynamid tihe equilibrium solver should therefore:

1) Determine the size classes that are clearlguilibrium due to their actual equilibration timeibg much shorter than the

overall time increment of the model.
2) Determine the dissolving species that are gtéarkquilibrium among the remaining size classes.

3) ldentify circumstances of pronounced chemicakriction whose dynamical treatment would entaibhphitive

computational expense.

The distinction criterion may therefore be statedadows:

i _ i,]
Kteq - a'tc )

Eq. 29
wherea is anad hocproportionality constant. Then, a sufficient cdiudi for the particle in size clasgo be in equilibrium
with respect to the specigwould be:

i
Kieq <AL,

Eq. 30

wheredt is the overall time step of the model the dissotusolver is imbedded into. The proportionalitgtfar a within Eq.
29E6-29 has a double physical and numerical meaning, piesents the extent of chemical interaction beyndividual
species equilibration that should be taken intmantdynamically, and the maximum number of intetimae steps that one
is willing to accept, considering a balance betw#encomputational efficiency and accuracy requéets of the solver. In
this studya=2.0, such that the number of internal time steps wdngldimited to two at this point. The complete fatism

of the solver will further complicate this picture.

A complementary choice criterion between the dywaanid equilibrium solver is introduced as followWghen an aerosol
size class is put into the equilibrium mode, itduience on the mass balance of the dissolving spdsidisconnected from
the ones kept in the dynamic mode. Due to themé&brseparation a choice must be made on the andehich dynamic and
equilibrium dissolution are calculated. In thisdstuhe dynamic solver is carried out first on grasiof the tendency that the

corresponding size increments have the larger ecwadion sink. Furthermore, from a dynamical poiftview, it is
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plausible that faster reacting particles adaptdwer ones rather than the other way around. Irseguence, the influence of
the equilibrium size classes on the mass balarm@dhbe kept as low as possible, as given by:

i

Coq —Ci, j‘

J
Ciot

i

Kmeq -

Eq. 31

wherexmeqis the distinction criterion between the dynanmid @quilibrium mode by reason of mass balance dersiions.

In this study mass balance conditions are suppimskd fulfilled whernkme<0.1.

A size class is put into equilibrium mode wheruififs both the mass balance and the equilibratiiow criteria with respect
to all the dissolving species it contains. The nmzdance criterion may thus lead to an increageehumber of time steps
required by the dynamic solver, as some size dasg may be found to be dynamically close to légium may not be

found so in terms of their mass. As the mass balaniterion does not catch chemical interactiohegitas it also follows
the gas phase driven approach, the size classearthaumerically stiff are still effectively filted out, and the overall
computational efficiency is preserved.

Decision on which species are placed into the #ajitim regime within a size class that is otherwti®ated dynamically
follows an analogous approach. However, due to nigalestability considerations, the equilibratiémé criterion is applied
exclusively under this circumstance, and only thggecies may be put in equilibrium that do not astchemical driver
within the size class under consideration. The ¢baindriver to dissolution is defined to be the cpe that shows the
longest equilibration time. For computational afficcy, equilibrium species are treated non-iteedyiwising the analytical

solutions that have been derived for chemicallyafriequilibration (see above).

Size classes in the dynamic mode are rechecked etdh internal time step against the remainingtifsa of the overall
time step. In consequence, the equilibration timieron is adapted sequentially to the remainimggration time interval
via xe<A4t-0t, where ot stands for the cumulative amount of time that baen integrated over so-far. Through this
procedure, the maximum number of time steps reduine the dynamic solver may still increase by ofteraeach time
increment. In practice, however, the probability thiis to happen several times is very low as traacteristic equilibration
time t. is formulated in a way that it is relatively invami (see above). The number of time steps reqiiyeithe dynamic

solver thus typically does not exceed three inaihgence of mass balance constraints.

If an aerosol size class is put into the equilibrinode, it is kept on hold for treatment by theildgum solver until the
dynamic solver has finished. It might seem appaiprio redirect these size classes to time-resaligslution, on the basis
of regular rechecks of their dynamical statuterad@ch time increment of the dynamic solver. Howesach a procedure

would be inconsistent, as those classes previalghgen to be in the dynamic mode would have evoineiime in the
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meantime. On the other hand, it is possible torne@guilibrium species within a size class to tlgaaimic mode, as in this

circumstance dynamic and equilibrium dissolutiomehbeen carried out simultaneously.

3.4 Pseudo-transition correction

On grounds of the above criterion (3) for distinatibbetween the dynamic and the equilibrium modes slasses that are
numerically stiff are set to equilibrium, notwitaeding their actual dynamical state. In order toexd for the consequent
bias the following formalism is adopted. For evdrysolving species the equilibration time is estedaafter each external
iteration increment of the chemical sub-solver. Eheilibration time considered here is not equintte the characteristic
time interval for dynamic dissolutiag, but rather stands for the actual species spesifislibration time in a framework of
effective chemical interaction that is marked by lpressure gradientgq. ZEg-—2 may provide an estimation of the actuFI

equilibration timete

. . Jc"—¢c
K" =thi" = b (471D, N, JER L

pt i,j.nl|’

G

Eq. 32

whererxy is the distinction criterion for numerically stiize classes in thgseudo-transition modésee below), and is a
proportionality constant that takes into accouset vhariability of the pressure gradient during eigeétion. In this study, we
chooseb=1.0 as a first approximation. This value may be roygtstified as follows: (1) under circumstancesbémically
driven equilibration, the pressure gradient temdse relatively constant, and (2) a certain amaofitihe temporal variability

of the pressure gradient is already being takemastount due the fact thgj is updated after each external iteration, thus

allowing for competition between size classes.

If the equilibration time is found to exceed theerll time stepdt for more than one of the dissolving species, tten
species showing the largest excess is chosen aslévant driver. For the driving species the failag linear correction is
made:

B At ( i.jn )
Ci,j,t _Ci,j,t—1+ti,j,n Ceq _Cl,j,t—l

eq
Eq. 33

The non-driving species are then equilibrated o ribwly estimated value of the driving species wlith full chemically
driven equilibrium sub-solver including internaériations. This process is re-initialised at eactereal iteration of the

chemical sub-solver, such that it becomes formadist of the equilibration process, and is repeat&d full convergence.
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Size classes whose time-resolved transition tolieguim is mimicked with the above posterioricorrection method are

henceforth said to be in the pseudo-transition mode

3.5 Overview

In the previous sections we have described the ricahanechanisms that make up the new inorganisotlision solver.
Due to its hybrid nature, the solver is dividedimat dynamic and an equilibrium sub-solver. The ldgiium solver allows
for an additional pseudo-transition correction $tre classes that are not treated with a fully dyoapproach by reason of

computational efficiency.

The equilibrium solver is partially based on anlwiizal approach, which was shown to be computatignefficient by
previous modelling experience (e.g., Nenes etl888). The analytical approach is chosen whenegspldition is found to
be chemically driven via effective interaction dietspecies contained in the aerosol aqueous phashkis study, the
analytical approach is followed as rigorously asgilde, as the equilibrium particle pH is computed the concurrent
dissolution of several species. The degree oféhelving equation is equal to the number of disaglgpecies plus one (the
latter standing for H OH is neglected in the ion balance equation), thugitig the number of dissolving species that may

be taken into account to three.

The dynamic solver is principally based on the sanailytical approach followed by Jacobson (199Rdjas the advantage
of solving simultaneously for an unlimited numbérparticle size classes, thus providing for theirtaal competition for
condensable matter in the gas phase. However fdhmsalism cannot account for the chemical intemactbetween the
species. Dissolution may be very close to equilitrifor certain particular species, while it mayrug for certain other
species, which actually serve as driving specids ffamerical stiffness category 1). Furthermorigsalution may also be
numerically stiff for the driving species via thariability of particle pH (stiffness category 2)hdrefore a species-selective

equilibrium assumption is made and a predictivenfticit) formalism for aqueous phase pH is usedpegtively.

The basic functioning of the hybrid solver is dépitby the flow chart shown in Figure 2. To begithywa characteristic
time interval is estimated for each particle sitass in the model. A size class is found to bednildrium when its
characteristic time interval corresponds to lessthalf the integration time step of the aerosatraghysical model the
solver is embedded into, and when its equilibratiequires less than 10% of the total available endtir each of the
dissolving species. The characteristic time intergflects the amount of time that would be reggifer the equilibration of
a size class with respect to a particular dissghgpecies, thus neglecting additional equilibratiore requirements due to
chemical interaction. This definition ensures thiae classes that show numerical stiffness accgrdircategories 3 and 4
are mostly treated by the equilibrium solver. Farse size classes that are treated dynamicallg,ititegration is performed
at a time step that is as large as possible whifeemical stability is still ensured. The time steghosen according to the
requirements of the size class that is closesgtdlierium. In case more than one time step is iregi) each of the dynamic

mode classes is retested whether they can be futhie equilibrium mode. After typically 1-3 dynammiime steps the
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composition of the equilibrium classes is calcudatin choosing to calculate equilibrium compositiafter the dynamic
calculation finished, two goals are pursued. Figyjilibrium size classes tend to consume lesseméithn dynamic classes,
as they are ideally close to equilibrium, and hesgwmller. This circumstance is of some relevanegabse their mass
balance is decoupled from the dynamic size claghas, carrying the risk of artefacts due to misespntation of mutual
competition for condensable matter. Second, itnisueed that those size classes that come closguitibeium during
integration may still be put into the equilibriunode, such that both numerical stability and comrtal efficiency can be

ensured.

Figure 3 depicts the formalism of the dynamic solver for one internal time step. First, each sif&ss is tested for
whether certain species may be assumed to be ifibeigen. This test is carried out in accordancehwihe above time
criterion for distinction between equilibrium angindmic classes. Species that are found to be imyhamic regime are
subdivided further according to whether their equéition is driven either by the gas phase or chahinteraction within
the aqueous phase, and, in the former case, angawithe variability of particle pH. As such, gasase limited species are
integrated in time with Jacobson’s semi-analyticathod (Jacobson, 1999a), while aqueous phaseedingpecies are
integrated with an analytical method that proviftestheir larger numerical stiffness. The analyticeethod solves for one
species in one size class, while the Jacobson chedblves for one species in all size classes. Hnticfe pH associated
with the Jacobson method corresponds either tmdsientary value (=diagnostic approach), or, if thita be beyond a
certain variability threshold, to its individual espes equilibrium value (=prognostic approach)otder to insure accurate
partitioning among the size classes, time integnait performed in parallel irrespective of theesoke that has been chosen.
Finally, for the dissolving species that have belmgnosed to be in equilibrium in some or all oé tblasses, the
composition of the dynamic classes is updated daugrto the analytical approach that is adoptethénequilibrium solver

(see below).

The formalism of the equilibrium sub-solver is suaniped within Figure 4. Using a specific criterichg equilibrium
solver differentiates formally between so-calle@rital and gas phase equilibration. In the firsiecaquilibration is driven
by chemical interaction among species dissolvingultaneously. The chemical sub-solver assesseseddibrium
composition of one size class with respect to @&balving species using the above-described analytipproach, and
iterates at an internal level for water content antivity coefficient variation, which cannot becaanted for analytically,
and at an external level for interaction amongdize classes. For size classes whose equilibregikimetically driven by
the variation of the dissolving species’ concemtrain the gas phase, a specific solver was dedighat is based on a
variational method. The kinetic sub-solver presémésadvantage of being computationally efficiemty solves individually
for each dissolving species and simultaneouslyatbrequilibrium size classes. If at least one sii&ss is found to be
kinetically limited for at least one dissolving sps then the kinetic sub-solver is used beforehdim@ kinetic solver
performs iterations with updated gas phase andaceirpressures, water content and activity coeffisieintil further

equilibration is found to be entirely chemicallynlted. Consecutively, full equilibration is achielveith the chemical sub-
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solver. Size classes that are dynamically, howaweichemically, close to equilibrium (numericaffsiess categories 3 and
4) are mostly tackled by the analytical solver. é€splly classes that show numerical stiffness atingrto category 4 turn
out to have an actual equilibration time that islénger than the individual species’ equilibratithme. At each external
iteration of the chemical solver, the compositidntieese size classes is re-evaluated according tesimation of their
actual equilibration time. Size classes thus ctéeb@re said to be in pseudo-transition and rerfaimally part of the
equilibration process. The chemical sub-solvervadidor a certain number of external iterations omdieally the chemical
composition of the equilibrium and pseudo-transititasses converges prior to attaining the maximumber of iterations,

upon which the composition of the equilibrium cks$s updated accordingly and the solver is exited.

4 Box Modelling Evaluation
4.1 Box-medel-setup_ and method

4.1.1 Modelling framework

The hybrid solver was implemented in the box moagkion of the modal aerosol microphysics schem®KAP (Mann

et al., 2010).To facilitate a clear assessment of the operatioGLAOMAP-HyDiS-1.0, the box model experiments haye

allFhe microphysical processesxcept those specific to HyDiS-1ae—all switched off In all experiments, we assess the

evolving aerosol population based on it comprisehg
population-that-is—divided-intd hydrophilic modes (nucleation, Aitken, accumigiatand coarse). The particle phase in
these modes is purely liquid, consisting of aqued8€,, SO, NOs, CI, NH,", and N& H' is calculated via the ion

balance, taking into account the partial dissooiatf sulphuric acid, whilst nitric acid and hydntaric acid are assumed to
be entirely dissociated. Ohs neglected all throughout the schemibe chemical composition of sea salt is adoptech fr
Millero et al. (2008) as Standard Mean Ocean W@BOW), with all cations assumed to be*Naccordingly, the adapte
composition of sea salt @NaCl-bNa,SO,, with 8=0.9508 and=0.0492.

Gas phase HNYHCI and NH may dissolve into and evaporate from the aquebasey with activity coefficients, surface
pressures and water content assessed via thel Batigative Fitted Taylor Expansion (PD-FITE) asobthermodynamics
scheme (Topping et al., 2009). PD-FITE was builttio® concept used in the multicomponent Taylor egjmn method
(MTEM) model of Zaveri et al. (2005) in which adtivcoefficients of inorganic solutes are expresaed function of water
activity of the solution. Unlike MTEM, PD-FITE watesigned to remove the need for defining sulphate pnd sulphate
rich domains. In addition, the order of polynomitidat represent interactions between binary pdisolutes was allowed to
vary to increase computational efficiency whilstareing an appropriate level of accuracy. Fit towdations from the
Aerosol Diameter Dependent Model (ADDEM, see Topgpet al., 2005a,b), the use of PD-FITE within a aiwical
framework was demonstrated for aqueous inorgaeict@ltes in Topping et al. (2009) and extendedriorganic-organic

mixtures in Topping et al. (2012) using the Micrggical Aerosol Numerical model Incorporating CheingigMANIC, see
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Lowe et al., 2009). bB0O, is not currently considered as a dissolving sgewighin HyDiS-1.0. In principle, it mape
treated by the solver as a chemically interactiaguissolatile speciesgiverprevided that the total number of dissolvin
species does not exceed 3, that itfase pressure would lgroviddelivered by the thermodynamic scheme, and that slight
adaptations to the chemical equilibrium solver av@de. Alternatively, k5O, could be treated by the solver as a non-
interacting semi-volatile species, or as a noniilelsspecies via a formal association of dissoluteEnd condensation
(Jacobson, 2002). Currently,,$, is considered to be non-volatile, and its condeémsds simulated within a separate

routine (Spracklen et al., 2005).

4.1.2 Evaluation in the equilibrium operation

One element of the box model evaluation of GLOMAYDBES involves testing how well the equilibrium sobser within

HyDiS compares to the benchmark equilibrium sol&évl 11l (Clegg et al., 1998). In these experimenl® gas/particle

—

exchange of HNG) NH; and HCl is simulated with HyDiS-1.0 operating @it £quilibrium. The particle composition is s€

up to be size-independent, consisting initiallyaomixture of sulphuric acid, sea salt and watetafRe& humidity is set to

80% and temperature and pressure to standard morifThree sets of these experiments are cartigdvibh the total

concentrations of Nid HNO; and HCI set at equal values, being 0.1, 1 andph0 por HydiS-1.0 these total concentrations

are initially confined to the gas phase. Withinleaet a series of experiments is performed, asd¢hesalt dry volume

fraction is gradually increased from 0 to 100% (Seble 1). Surface total HNGind NH_mixing ratios (over the gas ang

particle phase) are at most 10 ppb in pollutedomgiand typically around 1 ppb or less over remoogans (Adams et al.

1999). Gas phase HCI ranges typically from 0.00Q.1oppb over the Southern Hemisphere oceans &nickl999), and is

less than 10 ppb under polluted continental comditi(e.g., Eldering, 1991; Nemitz, 2004). The caotregion ranges for

HCI, NH; and HNQ were not primarily chosen as being representaifveny particular region or environment but rathpr

with_numerical stability testing considerations nmnd. For the benchmark runs, the equilibrium géFticompositions

obtained with HyDiS-1.0 are used as input valuethéoonline version of AIM Ill. As the formation af solid phase is nof

simulated with GLOMAP-HyDIiS-1.0, we de-activatedstlfieature in the AIM IIl runs. The accuracy of thew solver’s

equilibrium scheme can then be evaluated by comgadhe surface pressures and the particle watdeibnbtained with

the two schemes. We refer the reader to Toppingl.2009) for an assessment of the degree of acguhat may be

obtained with the simplified thermodynamic schereRTE.

4.1.3 Evaluation in the hybrid operation

D

Inorderto-testThe new solveés numerical reliability and its ability to reprockel the dynamics of the equilibration of th

aerosol with the gas phase are investigated: with series of model experimemtere-carried-eytone with particles within

the 4 modes initialised as binary mixtures ofS@, and HO, and the other with the finest 2 modes initialise contain

H,SO, and HO and the 2 coarser modes (accumulation and coarselly containing just sea salt and,®l (see Table 2)

he chem aYaala¥a 11 Vol e A doptedfrom-Millero-e D3 ndard-Mean-Ocean-\Mate MOWA- with
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b=0-0496-Within Series 1 only HN@and NH are allowed to dissolve, whereas in Series 2 H&} dissolve additionally,
thus providing for a more complex system with dsgasHCI from the larger modes that can then digsalso into the
smaller modes. Thiixed particle number concentratiomsthin the log-normal modeare 1000 cii (nucleation), 250 cih

(Aitken), 100 cn? (accumulation), and 0.1 ¢ir{coarse); the initiahumber mediadry particle radii are 1, 25, 100 and 1090
nanometresrespectively. Five-day simulations are carried autstandard pressure and temperature conditiotis am

imposed diurnal temperature cycle of +-Starting at maximum temperature at 6 @md-Relative humidityis set to 80%.

The particle number concentrations and tiom-volatilgassivespecies are held constant for the dissolving sgeto

converge towards a forced dynamic equilibrium.

In order to assess the model evolution across gerahnumerical stiffness conditions, each of thie series involves threg

experiments with concentrations of the dissolvipgcies set at different values. The three expetisneach follow the

specifications above, but with the dissolving specand HN@ NH; and (within Series 2) HCI set to 1, 10 and 100

We examine the results from each of these expetsn@mparing between runs with (1) the full hybogeration of

HyDiS-1.0 (HYBR) choosing the dynamic or equilibrissub-solvers according to the decision critenml &ith the pseudo-

transition correction enabled , (2) the equilibrisab-solver with the pseudo-transition correctiont®ed (PSEUDO), and

(3) the equilbrium sub-solver without pseudo-traosi (EQUIL). A benchmark for the PSEUDO and HYB&néigurations

is provided via the de-activation of the equililmisub-solver, of all equilibrium features of thendgnic sub-solver and al

of its dynamic time stepping features, HyDiS-1.8rthrunning in fully transient mode (TRANS)-the-hext-subsectionan

A

against—and(3)-it-fits-the-system-it-is-supposedolve. The mathematical principle of théynamicsub-solveschemewe
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use-heravas originally developed by Jacobson (1997). llofes a semi-implicit approach (sé&). =65 to Eq. &-8);
that was specifically developed fés computational efficiencyits unconditional stability andts relative robustness t
numerical stiffness. Later on, Jacobson (2005) gesi a more simple variant that does not adopartiap analytical
approach. This version is known to exhibit lessaohumerical tendency to infringe the mass balampeat®on, to be
computationally less expensive, and to be sliglths reliable formally speaking (Jacobson, 2005¢. éNose the earlier
version for its mathematical accuracy and its eslalbigher capacity to deal with numerical stiffneBsth variants are
mathematically accurate, as for a time siepO they tend to the exact solution. The mathemapoatision of the scheme
has been investigated for its later variant by Ziageal. (2008) against a stiff solver of ordinalijferential equations, and
found to deliver comparable results, provided that time step of integration that the scheme igl wgi¢h is sufficiently

small:

Uedike MOSAIC, HyDiS-1.0

adopts a hybrid approachs equilibrium is assumed for certain size classeb selected species within non-equilibrium

classes, andith a further simplification to apply the PSEUD@paoximation inselectecdcases where thexplicit simulation

of the dynamic behaviouwould require a high amount of computation txheertain-species-does-not-needtosimulated
explieitly. Although the dynamic benchmark solver is embedsli¢iin the solver, HyDiS-1.0 thus adopts a forrapproach

that is considerably distinetlthough-the-scheme-is-simplified-substantialbymay-be-shown-that the choice-of a-largme
step-does-not-necessarily result-in-a sizeabledlbascuracy. Finally, t

The embedded dynamgblvesschemeaccommodates féits the complex system of several chemically interacgpecies

dissolving into a size-discretized aerosol, asolves for all size classes concurrendid allows updating all relevant
parameters after each internal time stepenclusion-the-Jacobsen{199 amplici heme-fulfills—all-condition
thereforeprovides for a fast and precise benchmark if the interimaétstep is chosen appropriatébee Fig. 1)Fhisnight
be-easily-achieved-by-inspecticas-sketched-within-Figure-1Vith a small enough time step the transition angiliggium

regimes will be accurately resolved, as the resilltbe graphically indistinguishable from the oobtained at a time stef

that is even smalleSimilarly—we-Our analysifound thathe time steps of 1 and 0.01 seco#dsleliver accurate results fo

a size-discretised aerosol at 1 and 10 ppb, respbctAt 100 ppb numerical stiffness is pronoundeda degree that the
Jacobson (1997) scheme cannot handle dissolutionthie smaller modes unlessl@proportiongtrehibitively short time

step is chosen. For this reason;agenotbenchmark this run against the TRANS configurafarthe accumulation and the

coarse modes only, at an internal time step of 8é&bndsThe degree of precision of the HYBR and the PSBUDnNs is

shown by their comparision with the benchmark TRANS, as these should yield similar results if nricadly accurate.
The formal accuracy of the HYBR, PSEUDO, EQUIL afRANS runs is mutually verified as they convergavdads
similar equilibrium values whenever they shouldsioby virtue of their system dynamical propertiBlse formal accuracy

of embedded fully dynamic scheme is also verifigdHigure 1, as the ambient and surface pressurébeotlissolving
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4.2 Box-meodeHResults

4.2.1 Comparison against AIM Il

Fig. 5 evaluates the HyDiS-1.0 simulated equilibrigurface pressures and particle water contentsigdie benchmark

AIM 11l scheme as a function of the initial seatsadntent at the initial concentrations of HCI, N&hd HNQ of 0.1, 1 and

10 ppb, respectively. At 0.1 and 1 ppb (Figs. 5d &ms. 5b, respectively), and sea salt contentg0ofind 80%, the

neutralisation of K50, by the dissolving Nkland the degassing HCI reduces the water contethieaderosol would lead td

the formation of Ng5Q,(s), which has been suppressed in these runs. Be8@ sea salt, water contents increase agai

H,SO, is much less neutralised by MNHAt 10 ppb (Figs. 5c) the formation of PO, is precluded via the combine

dissolution of NH and HNQ. Overall, the equilibrium surface pressures of;NiHd particle water contents compare qu

favorably at 0.1 and 1 ppb over the full range e& salt content. For HNQGand HCI there is a bias, which is mo

pronounced at high molalities around 70-80% seaAglL0 ppb, the bias is most pronounced at lontents of sea salt and

the associated high molalities, for both the swfacessures of HClI and HN@nd the liquid water content, while th

pressure of NHistill seems to compare favourably over severa¢®f magnitude. The bias may not represent daliion

to the accuracy of the equilibrium solver, but estthe very pronounced sensitivity of the equilibmi surface pressure o

highly concentrated and neutralised acids. At lewtgn concentrations, a pronounced bias in theasarpressure does nd

lead to a similarly pronounced bias in the liquidage concentration, as the equilibration occursigmgnantly via a

variation of the pH (see also below). Furthermdteneeds to be considered that HyDiS-1.0 uses anpeterized

thermodynamic scheme (Topping et al., 2009). Fah BtNO; and HCI the discrepancy increases with relativienitity,

whereas for N the bias is larger at lower humidities. in all @asncreasing with the molal concentration of tbkites.

Given these relationships, the limited nature @f biins and the consistent agreement between AlMndl HyDiS-1.0, it

seems_plausible that the difference between thdilmium pressures and the water content is emtirellated to the

dissimilarity of the thermodynamic schemes.

4.2.2 Size-resolved dynamics — sulphate only parés

Figs. 6a&5_and 6bcompare the size-resolved NQOand NH, predicted by the new solver under the 1 ppb HH6d NH
initialised TRANS, HYBR, PSEUDO and EQUIL configtians for binary sulphuric acid particles (expenrnhseries 1).
Contents within the nucleation mode are not shosvthay are negligiblelhe particle size and pH is also shown, howe

for the accumulation and the coarse mode only (Fgk For the coarse mode, the degree of saturationregipect to gas

phase NH and HNQ is also givenFigs. 6a.1 and 6b.1Much more than to the time step, this value ligtegl to the choice

D

f

er

whether the temporal evolution of non-equilibriunodes is assessed with the dynamic sub-solver dr thi¢ pseudo-
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transition approximation. As will turn out, theppb run without sea-salt is the only one which gbkver treats the coars
mode dissolution fully dynamically. For the otherh§brid experiments, dissolution into the coarsedenés calculated
applying (either partially or fully) the pseudo+isition approximation, illustrating the operatiohtbe hybrid solver in
conditions of humerical stiffness.

At 1 ppb without sea salt, ammonia is the drivilgeaes, dissolving quickly into the aqueous phasé partially
neutralising the sulphuric acid. As a consequetieeparticle pHret-shewn)increases initially before reducing again later

once the dissolution of the weaker nitric acid tstap occur The accurate functioning of the equilibrium sohis

demonstrated as the EQUIL particle pH is approxiyat0.55 for both the accumulation and the coamsde (Figs. 6¢) ,

which reflects the fact that their simulated edwiilim composition is equaBy virtue of the temperature dependence of the

Henry constant, nitric acid dissolves more readilfower temperature (Kim et al., 1993; Nenes €1998), so its content is
maximal in the aqueous phaseGfmight By contrast, the solubility of ammonia is notmparrily determined by the|
temperature variability of the Henry constant, bather by the variability of the particle pH. Fdrese 1lppb runs,
ammonium has little diurnal variation as the suhhacid is not close to being fully neutralisedigine tendency for NHto

evaporate at high temperature is buffetbd—comparably—high—variabilityof nitrate—is—compatedby the degree of

dissociation of sulphuric acid. Efficient chemidateraction does not set in under these conditiavity particulate

ammonium around 2 orders of magnitude higher thahdf nitrate.

Results obtained with the dynamic configuratiores @wnsiderably different than when equilibrium $samed. Treating the
partitioning dynamically accounts for timesehlonger timescale for the nitric ac&thd ammonido dissolve into the coarse
particles—with Tthe dynamic runs predieg—much-more nighttime uptake to the smaller particle modesdwith a
subsequent slow transfer to the coarse mode asabutionium and nitrate evaporate during the daycdyrastthis effect
is missed by tthg—&nethbnum—pam!&emﬂg approacheempietelymlss%uﬁake%e—meﬂneppamaes—m%h—a
on-modesAfter five days the bias obtained with the equilim
assumption is still of the order of 50% for ammani@Fig. 65b.1-3), and of the order of 20% and 50% for nitréiy.
65a.1-3)at high and low temperatiudering-daytime-and-nighttimeespectivelyLikewise, the accumulation mode pH is still
more than 30% higher than at equilibrium, while toarse mode pH is still to increase further byualdi®% (Figs. 6¢.3-4).

Interestingly, particle size is fairly stable, labsin 5% from equilibrium for the accumulation mptss than 1% for the

coarse mode (Figs. 6¢.1-2). Particle size decreaghsthe amount of dissolved NHilong with the neutralisation of thé

solution and the related decrease of its hygrosgdgpNote that all biases are relative to the benchii@®RNS run. The

pronounced non-equilibrium conditions are reveddgdhe degree of saturation of the coarse modes(B#&.4 and 6b.4.

While HNG; is close to equilibrium during the entire simuthigeriod for all three dynamic runs, the driving Nbarely
reaches 10% saturation after five days. The sinomaif the coarse mode is fully dynamic with the BR configuration so
the HYBR run is barely distinguishable from the TR& run in Fig.65. Runs performed at 0.1 ppb (not shown) are simil|ar

with the solver also operating well under condisiaf limited chemical interaction and numericaffséss. Similarly, the
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PSEUDO configuration shows a high degree of acguras the ammonium mixing ratios are very closehtwse of the
HYBR and TRANS configurations, thus demonstrating appropriateness of its underlying assumptiomeiumoderately

polluted conditionsApart from their mutual consistency, the accuratyhe dynamic runs is corroborated as they tend

the solution that is provided by the equilibriuniveo.

Fig. 76 shows the evolution dghe simulated size-resolved particle compositiparticle size and plfor the experiment with

10ppb gas phase HN@nd NH dissolving into sulphuric acid particles in thenbdes. A is testified by the equilibrium

proton concentration of pH.5-10-ppband the increase of particle size with the amadirissolved matterfull chemical

interaction sets in over the course of flteppbsimulation, with effective neutralisation of sulpltuacid, mixing ratios of

nitrate and ammonium of the same order of magnjtade surface vapour pressures close to satur&tibile ammonia still
acts as the initial driver of dissolution, the gasase approaches pseudo-equilibrium within one (day shown), thus
confering a relatively high degree of numericadffistiss to the system. In these conditions, the fdyinamic configuration
adopts short time steps while the hybrid algoritbmevalently invokes the equilibrium sub-solver diee CPU time
considerations. This approximation introduces & lfg most ~20%) into the hybrid solver, with th€BR run (blue) now
distinguishable from the TRANS run (purple) in kige 76. However, it is relatively uncommon for nitric dca@nd ammonia
mixing ratios to reach 10 ppb in the troposphevenen the most polluted areas, and our resultfiroothe hybrid solver is
reliable in numerically challenging conditions. Fbe PSEUDO run, the temporal evolution of the amitnm content of the
coarse mode is constantly mimicked via an approtamaf its equilibration time, and a larger bia80%) is apparent. The
equilibration time is estimated for each speciafividually, and does not take into account theierafcal interaction. In
consequence the equilibration time is over-estichae10 ppb, the flux of dissolving ammonia is soimat too low and
concentrations within the coarse mode are incrgasio slowly. Similarly to the behaviour seen gipb, the errors incurred
with the EQUIL configuration are considerable atuard 50% low-bias for fine-mode ammonium and rétrat night and

~20-30% high bias for coarse mode nitrate and ammoepending on time of the dafgain, the results obtained with

the dynamic configurations are verified mutually their similarity, and corroborated through theanvergence to the

equilibrium solution. The accuracy of the lattevesified by the equal pH in the accumulation amel coarse mode shown

in Figs. 7c.3-4.

At 100 ppb dissolution is fully steered by chemitdéraction as nitrate and ammonium contents knest equalin both
the gas and the liquid phafi€igs. 8a7 and 8l). Equilibrium particle pH increases to around ERs. 8c.3- , the
radius of the coarse mode increases considerainty &n initial 1.6 um to about Jum at equilibrium (Figs. 8c.2and less

than 5% of nitric acid and ammonia remain in the ghase, resulting in a high variability in bothtmde pH and surface
vapour pressurethie latternot shown). The resulting extreme numerical stéfhénduces a slight artificial drift in thg

equilibrium regime (e.g., Fig87a.1), as the equilibrium sub-solver struggles taldish chemical equilibrium among th

1%

modes.Nevertheless, the solution determined by the duyiilin solver proves to be consistent, as the plkesslutely

similar in all the moded-urthermore, the numerical stiffness results inredpminant invocation of the pseudo-transition
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approximation with the HYBR configuration. Wherettee HYBR run correctly chooses NHas driver of chemical
interaction, as is testified by the degree of sdion of the coarse mode (Fig¥¢.4), and PSEUDO quickly switches t1>
HNO; as a result of its simplified dynamical assumpidmoth the HYBR and the PSEUDO runs yield veryilaimresults,
thus underlining the secondary relevance of theradegf saturation for the estimation of particlenpasition under

conditions of pronounced chemical interactigiso, the results obtained with the HYBR and th&aBBO approximations

are similar to those of the benchmark TRANS runystlverifying the dynamical phenomena they predsith the

accumulation and the coarse equilibrate very slpwly NH and HNQ may only evaporate very slowly from th

11°

accumulation mode and transit through the gas pioakes coarse mode due to the very sensitive sujeessure@/hile-the

released-by-the-aceumudtat-mode After 5 days, the amount of dissolved matter i ¢barse mode is still overestimated Iy
the EQUIL configuration by a factor of 8, whilsttage to the Aitken and the accumulation mode isdaddow by a factor of

4. In conditions of ammonium nitrate formation difpium assumptions are thus susceptible to produsg@nificant bias
across the entire particle spectrum whenever nfa$teodissolving species is in the aerosol phaskthere is a substantial
contrast in the equilibration time of the aerodpé<lassesEven for these unrealistically high concentratioh$iNO; and
NH; of 100 ppb and the resulting numerical stiffndssth the HYBR and PSEUDO configurations prove toré@ble,

remaining numerically stable and having little biAfer a period of 5 days it is still barely digguishable for HYBR and of
the order of 5% for PSEUDO.

4.2.3 Size-resolved dynamics — sea salt included

Fig. 98 compares Series 2 results for nitric acid, ammani hydrochloric acid at 1 ppb dissolving intoeaaternal mixture

of sulphuric acid (nucleation and Aitken modes) a@-salt particles (accumulation and coarse modd® EQUIL

configuration reveals a somewhat counterintuitivepprty, as the initial compositions of the accuatioh and the coarse
mode are equal, and their equilibrium compositiamsnot. It appears that particles memorize thgirodf chloride, whether
sea salt or dissolved hydrochloric acid: while tle&ative quantities of dissolved matter are equakquilibrium, as is

testified by an equal proton concentration of agjpnately pH=3.4 (not shown), the relative amourtgldoride, as given
by sea salt and hydrochloric acid, differ as thgsentities depend on the respective condensatidnadithe modes. The
Aitken and the nucleation mode show a specific amsitjpn, as is testified by their equilibrium pH abprox. 0.75, which
reflects their non-volatile sulphuric acid conteht. the TRANS run, the coarse mode takes arouncays do reach

equilibrium composition as nitric acid dissolvesvely into the aqueous phase and hydrochloric aeghdes. The amount of
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hydrochloric acid in the accumulation mode increaas it adapts to the surplus released by the esagsle (the inverse
applies to nitric acid). This 2-day timescale ftyemical equilibration of the sea salt particlesaister than the very slow
equilibration of coarse sulphuric acid particleslappb (Figs.65.3). The relatively high content of both nitrateda|1|
ammonium in sea salt particles at equilibrium iatks a much more effective chemical interactioneumaimerically stiff
conditions. This circumstance is also demonstrégdhe similarity of the HYBR and the PSEUDO result Fig. 98. |
Except for a very short initial period, the pseudmsition approximation is constantly chosen witie HYBR
configuration, as is testified by resolutely eqdebrees of saturation of the coarse mode (B8<l). Nitrate serves as +
driver, to which chloride and ammonium are equditkd. Under moderately polluted conditions, theugedransition
approximation produces fair results, with a smalsbin coarse mode nitrate and chloride of aroufdagd 10%,
respectively, due to some degree of misrepresentaif the competition between these two, while ¢oilibration of
ammonium proves to yield fairly accurate results ioontext of short equilibration times along witlv ammonia solubility
at low particle pH. With the TRANS configuratiommet degree of saturation of the coarse mode exfahinounced daily
cycle (Figs.98.4). In contrast, except for nitrate, the pseudmdition approximation assumes saturated condifonthe
non-driving species. The low related biases reaeaiw the secondary importance of the pressure egathr a reliable
simulation of particle composition under conditioaé pronounced chemical interaction. The bias ole@i with the
equilibrium assumption is much larger for chloridaed nitrate (up to a factor of two), while ammoniignagain in
reasonable agreement. HCI and HN&zt as competitors, while NHshows a low solubility that is conditioned by the

particle pH, which in turn is relatively unaffectbg the exchange process between the two acids.

Fig. 109 shows the results for sulphate and sea salt dsr{Series 2) with the dissolving gases at 10 ppider these
conditions, the previously observed chemical intéoa under numerically stiff conditions is pronaed further, with very
slow equilibration, and nitrate and ammonium cotgemuch higher than in the 1ppb runs. In the pmadschemical
interaction the sea salt particles become acidifiexd shown). Within the dynamic configurationse tttiurnal temperature
variation prevents the modes from ever reaching emary equilibrium, as is testified by the degréesaturation of the
coarse mode (Figd09.4), because the forcing exerted by temperatuigster than the equilibration of the coarse mode an
the latter is in competition with the smaller modEsr this reason, and in analogy to the 10 ppbotlision into sulphate
aerosol (Fig.76), the TRANS run exhibits a much more pronouncedrdil variability of the accumulation and the Aitk
modes (Figs109.1-2), which compensates for the relative inerfithe composition of the coarse mode (Fi3.3). As in
the preceeding 1 ppb sea salt (Bg), the HYBR configuration yields similar resultsttee PSEUDO configuration becaude
the hybrid solver constantly chooses the pseudwsitian approximation to avoid small time stepstie context of
numerical stiffness. For the same reason, the degfreaturation of the coarse mode does not exthibipronounced daily
cycle it does with the TRANS configuration for then-driving species (Figd09.4). At 10 ppb dissolution into sulphat«#,
the equilibration time of the coarse mode was astemated in the PSEUDO run with respect to theidgivammonia,

resulting in an underestimation of both ammonium aitrate (magenta versus blue line in Fig&3). The opposite appliest
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here, with fine mode ammonium and nitrate slighilyh biased in the PSEUDO (and HYBRID) runs comgdacethe fully
dynamic simulation. In the presence of sea satisér nitric acid is chosen by the solver as thiqumdriver to dissolution,
and the aqueous phase concentrations of ammoniahdoride are equilibrated to it. During the fiddy the solver appears
to quite well catch the dynamics of the equilitmatiof the coarse mode. Past this point, howeverathount of all three
dissolving species is overestimated in the coamsgemthus leading to an underestimation of theesuatin the Aitken and
the accumulation modes. It appears then that ratid does not act as the sole driver, but thatdofdoric acid figures as a
secondary driver. The instantaneous equilibratibrinymirochloric acid to the nitrate content of theacse mode in the
pseudo-transition regime leads to its overestimatighich via chemical interaction leads likewiseato overestimation of
the content of ammonium, and via competition toagife effects in the smaller modes. The resultireg Iof the hybrid
solver is at most around 25% for chloride in thékéin and accumulation mode, and up to 40% for @kdoin the coarse
mode. The respective biases for ammonium and eitred less, and in the gas phase all three diagobgecies agree well
throughout the simulation (not shown).

Figure 110 depicts the 100 ppb run within Series 2 with sal& Similarly to the 100 ppb sulphate particlde EQUIL
configuration shows a slight drift due to the emieenumerical stiffness at these very high mixingos-which—is—mest
apparentfor-the-Aitken—medd&he pronounced chemical interaction property xkildted by the fact that the particle
ammonium content is almost twice that of chloridel anitrate, such that honore than approximately 1% of total BH
remains in the gas phadeéids. 11.het-shewi), thus inducing a mechanically limited slow equgition of the accumulation
and the coarse mod€he Sea salt particles are acidified as3y3#2.3-appreximately(not shown)which is remarkably close
to the equilibrium pH at 100 ppb without sea ssilich tha

% 1V/alla ma me ep AN aYa' No et pbseuddran a

approximationSimilarly-to-100-ppb-sulphatehe equilibration is also chemically limited vialatile yet relatively stable
surface pressurése-Aitken—mode—exhibits-a it Hibeg-ti i ‘ i

icdser Figs. 10.4).
While the variability of the agueous phase ammoni@mcentrations looks similar to the one of 1 pplpisate aerosol (Fig.

6b), the phenomena are mechanistically differeatttie equilibration at 1 ppb is entirely steeredile slow transition of

NHjs in the context of low gas phase concentrationd,thus dynamically limited, as is also reflectedtiy comparably low

pH. The driving nature of NHat a comparably high gas phase concentrationGpdb introduces a large bias in the HYBR

and PSEUDO approximations, as they underestimatedhilibration time considerably. In analogy tpdb and 10 ppb sea

salt, and 100 ppb without, the HYBR and PSEUDO ramesalmost identical, as the hybrid solver avaidsll time steps
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with the choice of the pseudo-transition approxioratAlthough both make use of the pseudo-transitiorr@gmation, the
HYBR and the PSEUDO configurations need not prodidgeurously similar resultsih—centrast becausethe—results
obtainedby-the HY BR-run-may—depend-to-acertain-degree—on-the-internal-tap.—aghe may switch to the pseudo
transition approximaticmay-eccdrafter a partial integration over the overall tistephas occuredAltheughthe-variability

he aaueous phase concen ons_of ammeoniusndethe oneof 1 Boh shate_aerosol (Bl)_the eauilibrationof

effectivechemical-interactiol.he bias introduced by HYBR and PSEUDO is in exadss0% for all dissolving species
Still, the disparity of the approximate dynamic figurations against the benchmark TRANS solutioless than in the full

4.2.4 Computational expense

Computatioal times for the entire simulated time period of yslare compared in Tab8 for the box model test cases.

The computational expense of HyDiS-1.0 is expressegercentage of the time consumption of the at@n@GLOMAP-
mode aerosol microphyiscal scheme, which compneest notably routines for nucleation, condensaticragulation,
cloud and precipitation scavenging, sedimentatioth dry deposition, mode merging and wet oxidatisee(Mann et al.,
2010). All standard GLOMAP microphysical processese switched off for the dissolution tests abovable 31 shows
that for the test cases the time consumption ofitbsolution scheme amounts to a fraction of thadsird GLOMAP-mode
aerosol microphysical scheme only. Essentially, cbmputational time increases with the ambient eatration of the
dissolving species along with numerical stiffneshe hybrid runs appear to require more computatitinge than the
equilibrium runs while pseudo-transition appearddorelatively independent of ambient conditiongoTelements tend to
break down the correlation between numerical ®tffnand computational expense. First, the equifibsolver diagnoses
slow convergence and limits the number of iteratiascordingly. For this reason, the 10 ppb searsaltrequires more
computation time that the 100 ppb run. Second, hilerid solver comprises an equilibration mass ddte when
distinguishing between equilibrium and dynamic no(kee above). When applied, this criterion mayetsed to relatively
small time steps, which require a relatively highoaint of computation time. The hybrid 1 ppb sea kel illustrates this
circumstance, as strong competition between thenaglation and the coarse mode for nitric acid neguboth modes to be
treated dynamically.
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5 First Global Modelling Results
5.1 Introduction

In this section, we describe the implementatiotdpbiS-1.0 in the 3D global offline chemistry tramspmodel TOMCAT
(Chipperfield, 2006) as an extension of the GLOMABde aerosol microphysics module (Mann et al., 2010

The aims of this section are to (1) demonstrate the new solver reliably delivers physically retit results in the
framework of a global 3-D model, (2) assess thergxio which the equilibrium and hybrid configueais of the solver may
lead to different size-resolved partitioning ofraie and ammonium, and (3) to demonstrate the odvers competitive

computational expense.

5.2 Global Model Implementation and Experimental Stip

We use the “coupled-chemistry” version of the TOMIGELOMAP global aerosol microphysics model, as use8chmidt
et al. (2010), which uses the same sulphur chegméstrin Mann et al. (2010) in combination with arlile tropospheric
chemistry scheme, allowing for interactions betwgaseous sulphur species and oxidants (see Breiddr, 2010). The
TOMCAT tropospheric chemistry module provides ghage nitric acid and ammonia concentrations, viiéhrtew solver
then predicting their partitioning into the ammaniand nitrate components of each size mode. Thpledur OMCAT-
GLOMAP chemistry module does not currently comptigerochloric acid. The wet oxidation of $@& assessed within
GLOMAP. H,SQ, is considered to be non-volatile, whether it oréges from condensation or wet oxidation, it may no
evaporate from the aqueous phase. HyDiS-1.0 sirsithe influence of 30, on the solubility of semi-volatile species via
the particle pH and the activity coefficients, bs tatter and the partial dissociation propertyHgO, are assessed with the
embedded thermodynamic scheme PDFITE (see above).

Whereas in the box model simulations from sectipardy the 4 hygroscopic modes were activated, hereise the full 7-
mode GLOMAP configuration that includes three ingbé modes containing hydrophobic carbonaceousdastiparticles.
The model no longer tracks a “sea-salt” componérgiead separately tracking sodium and chloridesessn the
accumulation and coarse mode, as well as nitradleaammonium in each soluble mode, requiring an audit 10 aerosol
tracers to be transported compared to the origioafiguration (see Fig.2ta and Fig. 21b for a comparison between thF
configuration of GLOMAP-mode with and without HyD1IS0).

The representations of the main aerosol processasnghanged (as described in Mann et al., 20b®)pdsing nucleation,
condensation, coagulation, cloud chemical procgssiloud and precipitation scavenging, sedimematiy deposition and
wet removal. The model set-up routines were adagatdzb consistent with the chemical species takém account by the
dissolution scheme (see Ta@@). Liquid water content is calculated according tipping et al. (2009), and particle densify
is assessed with a new routine that takes intoumtgoarticle composition following the dissolutiof inorganics. As in
Mann et al. (2010), sea salt is emitted into theérdghilic accumulation and coarse modes but theposition of sea salt is

modified assuming mole fractions of 0.024, 0.518 &8mM64 for sulphate, sodium and chloride, respelsti(see above).
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Ammonia emissions are from Bouwman et al. (199Wh w0O,, BC and POM emissions included from anthropogenic
(Dentener et al. 2006) and biomass burning (vanAdenf et al., 2003) sources. The dissolution solsersed to simulate the
exchange of nitric acid and ammonium between treagal the particle aqueous phase. Within this stagghanges of
hydrochloric acid and those that involve a solidag#h may not be treated due to a lack of formalessptation.
Heterogeneous processes and the formation of sagpoochanics are not taken into account, as thesevéitched off. None
of these processes is required with respect topthmeipal goal of the present global simulationsiich is to verify the
numerical functioning and performance of HyDiS-1.0.

In section 5.3 we present results from a 1-yeaulsition of the new model after 3 months spin-upe Bimulations were
carried out at T42 horizontal resolution (~2.8x2&grees longitude/latitude) with 31 vertical levels a hybrid sigma
pressure coordinate.

The main transport time step for the model is 30utgs, with the TOMCAT chemistry and GLOMAP aerasiatrophysics
each solved on a 15 minute time step. As desciilyeSpracklen et al. (2005) and used in Mann e{28110), GLOMAP
also includes a shorter “competition time step’3ahinutes used when the condensation and nuateat® integrated in a
process-split fashion. HyDiS-1.0 is implementedasafely from these routines. It is the last progesdine to be invoked
within the GLOMAP aerosol model and is integratdthvan overall time step of 15 minutes.

The uptake coefficient of nitric acid and ammonia set to 0.2 and 0.1, respectively. The uptakéicmmnt of nitric acid is
known to be strongly temperature dependent (Varebet al., 1990). The uptake coefficient of ammappears to depend
significantly on both pH and temperature (Shi et 999). In the ternary 430, NHz, H,O system, it also appears to be an
explicit function of the degree of neutralisatiohtH,SO, by NH; (Swartz et al., 1999). The update coefficientsthus an
integral part of the interactive properties of amtochemistry, and the values we chose may onlyesas a first
approximation to a question that is treated in stigly. In the context of this study, the uptakefficient plays a role in the
distinction between equilibrium and dynamic modes,well as in the choice of the integration timepsbf the dynamic
solver, as it determines the equilibration time.r Fois reason, a low uptake coefficient will tend increase the
computational expense of the solver along with misakstiffness and the number of time steps reglir

The findings of Section 5.3 have to be relativiagdinst the absence of solid phase processes indtiel. The formation of
crystallized ammonium nitrate and/or crystal commsiof ammonium and sulphate is accompanied by\taporation of
ammonia and nitric acid that is in excess (see, ®&gtzger and Lelieveld, 2007). Global model stsdsuggest that
crystallized ammonium nitrate is mainly encountemnader the cold and dry conditions of the Antarsticithern hemisphere
winter, whereas the formation of ammonium sulpheticles under polluted and relatively dry coratis over the mid and
low lattitude continents is mostly accompanied by tomplete evaporation of particle nitrate Magtral., 2004). In the
boundary layer, about 70% of all particle nitratsviound to evaporate as it is in excess, whileghwining fraction would
be about half and half in the aqueous and in thid phase. In line with these results, the evaponadf ammonia was found
to be limited to less than 10% on global averadee Widespread incidence of solid and mixed phagadtion shows that

the liquid aerosol assumption is a rough simplifaa This is particularly true for nitrate overeticontinents and the high
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latitudes. While not required for the verificatiofthe reliability and performance of the solvédre taccurate simulation of
non-equilibrium effects requires an accurate repregion of all gas-particle phase exchange preses®henever solid or
mixed phase particles occur, the present resultsthexefore only serve as a preliminary indicationthe importance of

these effects.

5.3 Results

Fig.ure 132 shows the surface Northern Hemisphere distributibannual-mean model particulate nitrate and animon
mass concentrations compared against observations the CASTNET/IMPROVE, EMEP and EANET measurement
networks (compiled by Pringle et al. (2010) for glear 2002). Model results are obtained with thierigyconfiguration of
the dissolution solver. The solver delivers phylsiagalistic amounts of particle ammonium and atiér globally across both
polluted and less polluted regions, thus demoristratts numerical reliability within the parametgrace of the atmosphere.
Simulated nitrate has a substantial low bias inttNémmerica however. This inaccuracy need not bateel to the model
assumptions and simplifications, as there are dikelly causes. The amount of nitric acid dissodvinto the particle phase
is highly dependent on particle pH, and thus thityalo accurately predict particulate nitratesaoch sulphate-rich regions
is dependent also on the amount of sulphuric aeidus ammonia (e.g., Xu and Penner, 2012). Whempaong the model
values to the observations, one also needs todmmgie representativeness of the monitoring siteliation to the model
resolution.

Figures. 143 and B4 compare size-resolved July 2003 nitrate and amemcomtents, as the left-hand and right-hand parrels
show results with the hybrid and equilibrium configtion, respectively. Values are shown as a mtdedtaction of the
sum of N&, SO, HSQ,, NH,", NOy and Clin the Aitken, accumulation and coarse mode agu@base excluding water
and non-soluble species. Gas phase R HNQ are also shown as volume mixing ratios, with eluim gas phase
contents shown as the relative change from valu#s the hybrid configuration. The pseudo-transitmonfiguration was
also assessed, however results are not shownewpsité very similar to the values obtained in tierial configuration. In
the hybrid run considerable amounts of nitrate oatuhe Aitken mode both over the Arctic and Awctar. The dissolution

of nitric acid (Fig. #3) is highly temperature dependent and as suchecktata pronounced seasonal cycle (e.g., Metzgeir et
al., 2002b; Pringle et al., 2010). Although the thrés relatively warm in July and ammonia/ammoniaaoncentrations are
fairly low (of the order of 0.01 to 0.1 ppb), it ynatill suffice to neutralize the sulphate contaliria the Aitken mode
sufficiently, such that in conjunction with the alely high relative humidity over the Arctic Sedrate comprises up to
90% of solutes present in particles at these sides.hybrid solver seems to catch the dynamicdssiotlition with respect
to a discretised aerosol as it predicts that thatei fraction is most important in the Aitken maddfég. 143a.1). In marine |
and remote regions sea salt is often present indbemulation mode, and is therefore much moregtorhe dissolution of
nitric acid. However, the competing Aitken modefaster to equilibrate such that the nitrate contgnthe accumulation
mode remains constrained to typically less than 1B 143a.2). The model suggests that the phenomenon vieutdost

pronounced in the Antarctic, where the accumulatitode is dominated by sulphate. The model canrmuiodeice the
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evaporation of excess nitric acid in a context ytallisation of ammmonium nitrate at this poiand it thus seems likely
that the simulated nitrate within the Aitken modeverestimated at the expense of the larger fesgtic

The importance of the dynamics for the fractionatad nitrate is demonstrated by the comparison wigh equilibrium
results. The equilibrium configuration results irsignificantly different partitioning, as the niteafraction in the Aitken
mode is reduced due to efficient competition thiotlge coarse mode (Fig4db.1 versus Fig. 43b.3). The accumulation
mode (Fig. 43b.2) is squeezed between the Aitken and the coaoske: While its nitrate content seemingly vanisinethe
Arctic, it increases significantly in the Antarctidowever, it remains unclear to what extent thelehds able to reproduce
the effects that occur in this region.

The fractionation of ammonium (Fig54) appears to be much less dynamically driven, zsable amounts of ammoniur11
are present in the Aitken, accumulation and coargde irrespective of the configuration of the hgtbgblver. Rather, the
partitioning of ammonium seems to be primarily drivby the ratio of particle sulphate to sea salt sgacondarily by the
total atmospheric ammonia content. In continerggians, ammonium typically accounts for more thafko5of the Aitken
mode, with the notable exception of North Africaiethis characterised by low ambient ammonia comaéions. This
finding should be relatively robust with respecthie prominent formation of ammonium sulphate dtercontinents, as the
evaporative losses of excess ammonium appear limied overall. In marine regions, the accumulatand coarse modes
are mostly dominated by sea salt, notwithstandiag @mmonia concentrations are higher in the Nanthkiemisphere.

The role of the sulphate to sea salt ratio is alggarent when comparing the global distributiogad phase nitric acid and
ammonia concentrations between the simulations thighhybrid and equilibrium configurations of thever (Fig. ¥3a.4
versus Fig. 43b.4, and Fig.B4a.4 versus Fig.34b.4, respectively). Significant differences are amgpt at high latitudes,
for which it is suggested that significant nitricicafractions would be present in the aqueous plesd also more clearly in
marine regions where particles are mostly dominatedea salt. Over the Southern Ocean, althougih idgtic acid is very
low, it dissolves readily into the abundant sed palticles. The equilibrium configuration shows andower gas phase
nitric acid concentrations, by another 90% in tldgion. Similarly, the sensitivity of ammonia toetldynamical regime
resolved by the hybrid solver is highest in thoseaa in which it is scarce, while changes in ig-sesolved partitioning are
felt to a lesser degree. Via chemical interactidth witrate, the ambient concentration of ammoniardhe Southern Ocean
is predicted to be lower by 10-25% than predictgdthe equilibrium approach. At the high latitudestioe Northern
Hemisphere, higher particle ammonium leads to aedse of the ambient concentration of ammoniamt&ly more than
50% in the equilibrium regime.

Figures B5 and /6 show the January 2004 contents of nitrate and amumorespectively, again left-hand and right—ha11d
columns showing simulations with the hybrid and ilgrium configurations of the solver. These resusthould remain
relatively unaffected if the crystallization of ammum nitrate was taken into account, as model lgitianns suggest that it
is not a widespread occurrence during the NorthkEmisphere winter (Martin et al., 2004). Total isitacid and ammonia
are high enough over Northern Hemisphere continfentsitrate aerosol to form within the Aitken aadcumulation modes

even deep into the mid-latitudes during wintertiltoe temperature conditions, each comprising ~40-58f%otal solute
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mole fraction over large parts of Siberia and Candthe fraction of ammonium tends to decline witbréasing latitude
along with its decreasing total atmospheric conegion, whereas nitrate remains substantial duentoe effective
partitioning at lower temperatures. The Aitken manenpetes efficiently for available nitrate and asnmm with the
accumulation and the coarse mode, with accumuldtictions tending to be significantly lower, angbstantially lower
fractions in the coarse mode, especially for rétr&onsistently, a very pronounced seasonal cycleifrate is revealed by
comparing the January and July global surface nflaigs 143 versus £5). In contrast, the seasonal cycle of ammoniun is
less pronounced (Fig.54 versus I6). Its dissolution appears to be less temperatependent, as it is the result of the
superposition of the temperature and the vegetaijole.

The comparison of January equilibrium and hybridutes predicts similar effects as those seen fdy. MWhen the
equilibrium assumption is made, more nitrate fartg into coarse particles with the Aitken modeaté fraction reduced
from typically 40-50% in continental regions to 80%, with similar figures occurring in the accumigda mode. Likewise,
the equilibrium assumption also leads to discrejg@nin the gas phase concentrations of nitric acid ammonia. Nitric
acid is most affected in areas that show eithertima concentration in combination with sea satthigh aqueous phase
concentrations in combination with a shift in itsadtionation (Fig. ®5a.4). Ambient nitric acid concentrations alle
consistently lower in the equilibrium regime, byigally 25-90%, except for limited areas in Sibesiaere ambient nitric
acid is predicted to increase (Figg5b.4). The effect of the equilibrium assumption enb&nt ammonia appears to ble
similarly related to its overall abundance, andgerred by chemical interaction with dissolved niticid in relationship to
low temperatures and/or sea salt (Figéd.4 versus Fig 16b.4). Over the Arctic, the equilibrium assumpti@duces the|

low predicted ammonia in the hybrid configuratignrbore than another 99% via the increased dissolwf nitric acid.

5.4 Computational expense

In this sub-section we assess the computationareegof the dissolution solver in the global modeimparing the hybrid,
pseudo-transition and equilibrium configurationat@ontrol run with dissolution disabled. Tabl&indicates the seasonall*
resolved computational expense for each of theesatenfigurations as a relative to control. Therid/tzonfiguration is
most expensive in southern hemispheric winter gmihg, which likely reflects increased occurrendestoorter time steps,
matching with increases in CPU cost seen for tleeighs-transition configuration. In contrast, theiloium configuration
is fastest at this time of year, being much sloimenorthern hemispheric winter, due to larger nurahbs stiff grid boxes
during the formation of nitrate aerosol. On yeaxlyerage, the hybrid configuration of the solvepiidy marginally more
expensive than the equilibrium configuration butsasn in section 5.3 gives more accurate resuiis. pseudo-transition
configuration comes with more than double the arhofiextra computation time. At the same time @éasonal dependence
is much less pronounced. The extra amount of caamtpugl expense of the pseudo-transition configomais most
certainly related to the larger amount of multi-rmbéquilibration iterations required by this configtion, as the estimation
of the composition of the pseudo-transition modefiily embedded into the iterative equilibratiorogess among aerosol

size classes (see above).
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The absolute computation time required by the tlo@digurations is indicated in the final columnTdble53. In analogy
to the approach taken by Zaveri et al. (2008), vesent this time interval as normalised per gritl eerosol size class and
time step. The present calculations were carriedoouthe phase 2a configuration of the UK natiosibercomputing
resource “High End Computing Terrascale Resoure#(ToR), with 8 AMD Opteron Quad Core 2.3 GHz noda2a
CPUs). Although we multiplied by the CPU number ngalise that computation time is not proportiomatiie number of
CPUs, nor is it inversely proportional to the numbgsize classes. Nevertheless, the calculation allaw a useful way to
roughly compare to the cost of other publishedexslvThe present solver was written in a way thattumber of internal
time steps required by the dynamic sub-solver dmgsnormally exceed two or three, considering ttlasses requiring a
higher number of internal time steps are typicallyequilibrium with respect to the overall time stdn doing so, it is
ensured that the internal time step of the soleads$ to increase in parallel with the overall tisbep. Other solvers might
not follow this approach, thus adding to the comityeof comparing computational expense.

Zaveri et al. (2008) obtained an average computakiexpense of about 125 on a single INTEL Xeon single-core 3 GHz
CPU (without providing any further information alidhe system that was used), while the expenskeof¢éw solver in the
hybrid regime is less than 2. However, the reader should note that MOSAIC ed¢solves solid phase processes, used 8
size classes rather than 4, that their time stepSmainutes rather than 15, that the number of CRassone rather than 32,
and that the figure given by Zaveri et al. (2008)ludes the computational expense of the aerosmioptiysics. For this
reason, a more appropriate comparison between @8AIC and the HyDiS-1.0 computational expense migghbbtained
as the figure of 2Qus is doubled for the computational expense of tleraphysics within GLOMAP to be taken into
account conservatively. Although, the above metibnormalisation may filter some of the effectshaf limitations, which
may also be counterbalancing to some extent, itapthat the schemes are very dissimilar andetlger should only take

these figures as an indication that the solversimatational expense seems to roughly be of the sades of magnitude.

6 Conclusion

Within this paper we have presented the new diisolsolver HyDiS-1.0. The formalism of the sohalows a maximum
of three chemically interdependent species to tissconjointly, and combines an aerosol size seleaquilibrium and
dynamic approach. Depending on tailored decisioter@ size classes that are diagnosed to be irenailibrium are
treated fully dynamically, species selectively dyizally or corrected with an ad hoc approximatehuodtthat relies on the
estimation of the equilibration time with respeetat pre-defined driving species. In particulareaain number of specific
numerical schemes were developed, such as anagdéipte stepping method that largely sets the step as a function of
the overal time step of the model, and equilibremivers for chemically and gas-phase driven disswitthat are based on
a species interactive analytical and a variatignigciple, respectively.

The numerical stability and accuracy of the neweolwas investigated through box model experimelmtsorder to

maximise the numerical stiffness property, the bmdel experiments were partially performed beydmdrealistic range of
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atmospheric concentrations of dissolving speciedl. dguilibrium runswith bulk aerosol particles werave-beerfoundto

be in good agreement with AIM Ill, as the limiteésatepancies may be related to the use of dissirthikermodynamic

schemegeo—exhibi iffnels comparison to a

benchmark fully dynamic rurRresultsebtainedwith the hybrid configuration, a size-resolved aerosal @®vo dissolving
species show a very high level of accuraeyhe-hybrid-configeationto the extent that they are barely distinguishdisis

fully—dynamic—results Similarly, with three dissolving species, the dbwf accuracy is high undehe-mest prevalent
atmospheric conditionsexecept-fFor the most polluted onesor—which a non-negligible amount of bias is discernjbl

)

however The bias is related to misrepresentation of theompetition effectamondpetweenmore thantwoene driving

species to dissolutioand an underestimation of the equilibration tinighe driving species in the context of concurrent

chemical and mechanical limitatipfor which situatios we have not yet found a more accurate formalisa &issociates

numerical stability with computational efficiencynder stiff conditions. In its hybrid configuratiothe solver allows
reproducing a certain number of remarkable dyndmicanomena, such as slow transition to equilibrgdue to inter-modal
competition at low gas phase concentrations or at@nmnteraction at high concentratiaf-disselving—speciesor the
existence of alynamical equilibrium undegin external forcing conditic® such as ammposedwia—anr-ambientemperature
cycle.

First results from an implementation of the solirea global modelling environment of an aerosol ahdmistry transport
model have confirmed its computational efficiengydats formal and numerical reliability. The addital expense of
computation time is of the order of 10% only intbdbhe hybrid and equilibrium configuration. Despiieme important
model limitations, the results obtained are tolé@est in reasonable agreement with an inventorpedsurement data under
polluted conditions, and underline the relevancehef dynamic property of the dissolution of inongaspecies for the
accurate representation of aerosol composition. vidtidlation of the solver against global measurdnazta sets and the
evaluation of non-equilibrium effects to aerosolmpmsition will be addressed in greater detail witHbdllow-on
publications. With respect to the existing modeaiifations, more development will be required foe #erosol inorganic

composition to be simulated more accurately.

7 Code availability

The code for the dissolution solver, as used inTT@MCAT-GLOMAP simulations, can be made availalderéviewers
upon request via the GLOMAP code repository as tamied at the University of Leeds by Dr. Kirsty rije
(K.Pringle@leeds.ac.uk) and Dr. Steven Pickerisgsjp@leeds.ac.uk).
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Figure 1: Ambient (='atm’) and particle surface (='part’) partial pressures given as molecular numberconcentration equivalents
of (a) NH; and (b) HNO; as a function of time, in a typical example of hovehemical interaction may lead to oscillations andhus
limit the numerical integration time step. For both species, initial ambient concentrations are equivent to 1 ppb. Species are
dissolving into a monodisperse aerosol at standartmperature and pressure conditions, relative humiiy is 80%, dry particle
size is r=50nm, their concentration is 100 ci Initially, the aerosol aqueous phaseonsists exclusively of a binary HSOJ/H,0 e‘
liquid eentains-no-disselvedspecies The temporal evolution of the partial pressuress simulated with the Jacobson (1997) scheme,
integrated at fixed time steps of 10 and 30 secondsespectively. The 3 characteristic stages of thequilibration of the particle
aqueous phase with the gas phase are indicated (I;Isee text). Phase 1 is equivalent to the initi&d00 s of fast dissolution of Nklat
almost constant surface pressure. Phase 2 correspianto the next 200 s during which surface pressuif NH; increases along with
pH, thus leading to the dissolution of HNQ. Phase 3 corresponds to the oscillating period ding which the system is close to
equilibrium as chemical interaction has become inééctive. Note that for both NH; and HNO; the atmospheric concentrations are

sensibly equal at both time steps. For the gas ptgsthe data obtained at a time step of 10 s (greemay thus not be distinguished
from the one obtained at the larger time step (cygn
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Figure 2: Formalism of HyDiS-1.0 in its hybrid confguration.
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Figure 76: Same as Fig. 4 with initial mixing ratios of HNQ(g) and NHs(g) of 10 ppb.
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Figure 98: Size resolved Box modelling evaluation of HyDiS-1.0 with HSO, / sea salt aerosol and initial mixing ratios of |
HNO3(g), NHs(g) and HCI(g) of 1 ppb(series 2, see text). Thelger is run in the fully dynamic (=TRANS), hybrid dynamic and
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(a) GLOMAP-mode configuration for dissolution

Species in internally mixed modes:
sulphate, , black carbon, or , dust
ammonium, nitrate,

Sea salt as mixture of sodium chloride & sodium sulphate
NH;3 Sea salt and secondary sulphate

H,S0, HNO, nsolubl insoluble insoluble
Aitken accum coarse
foH N N, ,
S0, BC
¥ on. o,
DMS soluble soluble soluble soluble
HUﬁln Aitken accum coarse
N
3 29 mass
S04 sog o S04 S04 7 number

NH4 NO3 NH4 NO3 transported
tracers=36

(b) GLOMAP-mode standard confiquration

Species in internally mixed modes:
MONOTER sulphate, , black carbon, , dust,
¥ OH, NO;, O,
H,SO, nsolubl insoluble insoluble
Aitken accum coarse
fOI— N .
S0, BC
% oH. No,
DMS soluble soluble
nucin coarse
N N
sS04 4 19 mass

sS04 BC 7 number

DU transported
tracers=26
Figure 121: Diagram illustrating the species contained in edt size mode for the HyDiS-1.0 extended configuratioof GLOMAP-
mode (top) compared to that for the standard GLOMARmode (bottom), as described in Mann et al. (2010).
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Figure 132: Comparison of 3-D CTM modelling results obtainedwith HyDiS-1.0 in the hybrid configuration (1) aganst |
observations (3), also compared directly on top @fach other (2), for total aerosol nitrate (a) and mmonium (b) at ground level, all
in pg/m® and annually averaged for the year 2002.
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Figure 143: Top to bottom, July 2003 ground level nitrate fraction (-) in the Aitken (1), accumulation (2) and oarse (3) mode, and |
nitric acid gas phase (4) mixing ratio (ppt), obtaied with the hybrid (a, on the left) and the equilbrium (b, on the right)
configuration of HyDiS-1.0. The equilibrium gas phae mixing ratio is shown relative to the hybrid reslts.
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Figure 154: Same as Figure 43 for ammonium (1-3) and ammonia (4).
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Figure 165: Same as Figure 43 for January 2004.
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Figure 176: Same as Figure %4 for January 2004.
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Table 1: Initial particle composition (ppb) in the box modelling evaluation against AIM |II.

Volume Fraction® 0 10 20 30 40 50 60 70 80 90 100
NSS-Squhurb 6.36 573 5.09 4.45 3.82 3.18 2.54 1.91 1.27 0.63 0.00
Sodium 0.00 0.33 0.67 1.00 1.33 1.66 2.00 2.33 2.66 2.99 3.33

®Sea salt dry volume fraction (%). The densitiepure HSO, and sea salt are 1769 and 2196 Rghespectively.
®Non sea salt sulphur. See text for the composiifsea salt.

Table 2: Aerosol setup of the size-resolved box melling evaluations Series 1 and 2.

NUC AIT ACC COA
Particle # (cm™®) 1000 250 100 0.1
Average Radius (nm) 1 25 100 1000
Sigma® 1.59 1.59 1.59 2
Initial Composition (ppb)
Series 1:
NSS-Squhurb 4.76E-06 1.86E-02 4.76E-01 1.57E+00
Sodium 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Series 2:
NSS-Sulphur 4.76E-06 1.86E-02 0.00E+00 0.00E+00
Sodium 0.00E+00 0.00E+00 4.85E-01 1.60E+00

3Standard deviation of lognormal particle size distiion. The mean volume is proportional to expi@gss).

See text for sea salt composition.
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Table 31: Box-model computation time required by HyDiS-1.0,given as fraction of the computation time used byhe GLOMAP
aerosol microphysical scheme.

Sulphate Aerosol Sea Salt Aerosol
Hybrid Pseudo Equil Hybrid Pseudo Equil
1 ppb 0.31 0.29 0.16 0.74 0.40 0.30
10 ppb 0.72 0.47 0.33 0.47 0.45 0.36
100 ppb 0.81 0.47 0.20 0.59 0.50 0.35

Table 42: Phase transition properties of aerosol componenia HyDiS-1.0 extended GLOMAP:

Component Interactive® Condensable Volatile”
Sulphate Yes Yes No
Sodium® Yes No No
Chloride® Yes No No
Ammonium Yes Yes Yes
Nitrate Yes Yes Yes
Black carbon No No No
Organic carbon No No No
Dust No No No

#Chemical interaction of aqueous phase species acdorg to Topping et al. (2009)
PBoth volatile and condensable species are assesséith the new dissolution scheme.
10 °‘Sea saltis assumed to be a mixture of NaCl and N&@4 (see text).

INon-volatile as gas phase chemistry of HCl is novailable.

Table 53: 3-D CTM computation time requirements of HyDiS-10.

% CPU TIME? CPU TIME® (us)
APR JUL OCT JAN AVG AVG
Hybrid 8.1 12.8 11.9 9.7 10.6 19
Pseudo 23.8 27.4 29.7 26.0 26.7 47
15 Equil 8.7 6.7 13.1 10.2 9.7 17

2Given as percentage of the total CPU time of the B-CTM without HyDiS-1.0.

®Absolute CPU time per grid cell, aerosol size clagsd time step (see text).
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Size-resolved simulations of the aerosol inorganicomposition with
the new hybrid dissolution solver HyDiS-1.G- description, evaluation
and first global modelling results
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Abstract. The dissolution of semi-volatile inorganic gaseshsas ammonia and nitric acid into the aerosol agsi@hase
has an important influence on the composition, bggopic properties and size distribution of atmesighaerosol particles.
The representation of dissolution in global modislschallenging due to inherent issues of numergtability and
computational expense. For this reason, simplifipdroaches are often taken, with many models migalissolution as an
equilibrium process. In this paper we describertie dissolution solver HyDiS-1.0 that was develofigdthe global size-
resolved simulation of aerosol inorganic compositibhe solver applies a hybrid approach, whichvadlsome particle size
classes to establish instantaneous gas-particldibemqum while others are treated time depender{tly dynamically).
Numerical accuracy at a competitive computationxgledse is achieved by using several tailored nualeformalisms and
decision criteria, such as for the time- and siegpethdent choice between the equilibrium and dynamicoaches. The new
hybrid solver is shown to be in good to excellegiteement with a fully dynamic benchmark solver &mdhave numerical
stability across a wide range of numerical stiffnesnditions encountered within the atmosphere pvéeent first results of
the solver's implementation into a global aerosarophysics and chemistry transport model. We findt (1) the new
solver predicts surface concentrations of nitraig @ammonium in reasonable agreement with obsensatwer Europe, the
US and East Asia; (2) models that assume gas-lgariguilibrium will not capture the partitioning @iitric acid and
ammonia into Aitken mode sized particles, and tinay be missing an important pathway whereby seagmutticles may
grow to radiation and cloud-interacting size; aB8jl the new hybrid solver’s computational expensenéiest, at around

10% of total computation time in these simulations.
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1 Introduction

The inorganic composition of the aqueous phasdambspheric aerosol particles is continuously subjeexchange with
the gas phase. Whereas38), condenses irreversibly under tropospheric conuticcemi-volatile species such agOH
HNO;, HCI and NH may re-evaporate from the aerosol agueous phasendimg on the temperature and chemical
composition of the atmosphere. Bldombines with HO to give NHOH, which along with HN@ and HCI tends to
dissociate in the aerosol aqueous phase, with walterg the role of a solvent. This combinatiorcohdensation and partial
dissociation is usually referred to as gas-particleversion or dissolution.

The dissolution of semi-volatile gases into theoael phase has an ambiguous effect on aerosolcleadize. The
dissolution of NH within acidic HSO, particles decreases their hygroscopicity, regylitina decrease in water content and
particle size, while chemical interaction betweeatissolving acid and a dissolving base, such as HN@ NH, may result
in a substantial increase in particle size dueheodonsiderable amount of dissolved matter andrwagt is bound by it.
Variations in particle size and hygroscopicity aff@erosol-radiation and aerosol-cloud interactiomish influences on
climate processes such as atmospheric circulatidrttee water cycle. Because the chemical compasitigarticles varies
substantially with size, the effects of these seotitile gases are non-uniform across the partgike distribution.
Dissolution affects atmospheric chemistry via itfluence on atmospheric composition and also ingparosol
heterogeneous chemistry via the aerosol surfacetengH of the aerosol aqueous phase. Finallydibsolution-mediated
modification of the aerosol radiative propertied wiso affect the photolysis reactions within @itenosphere.The potential
of dissolved inorganic species, especiallysNtid HNQ, to act upon these climatologically relevant fastis high, as they
are a major constituent of the atmospheric aer@splecially in polluted areas (e.g. Adams et 8991 Feng and Penner,
2007, Metzger and Lelieveld, 2007, Pringle et2010, Morgan et al., 2010).

The global simulation of the aerosol inorganic amsechemistry is computationally expensive dueéntgodomplexity of the
process and the numerical stiffness property ofrétated differential equations. The so-far adopegroaches may be
divided into equilibrium approaches (e.g. EQUISOLMgcobson et al., 1996, Jacobson, 1999b; ISORROWAes at al.,
1998, Fountoukis and Nenes, 2007; EQSAM, Metzged.e002a, Metzger and Lelieveld, 2007), seletyivdynamic so-
called hybrid approaches (HDYN, Capaldo et al., ®0€ee also, Trump et al., 2015); and fully dynamagiproaches
(MOSAIC, Zaveri et al.,, 2008). The motivation foquilibrium approaches is that the stiffness of fystem leads to
numerical instability that may involve prohibitie®@mputational expense when integrated in time. idydypproaches seek to
reduce the computational expense by assuming thataofraction of the aerosol size distributioririsequilibrium with the
gas phase. This fraction in equilibrium is usualig smaller end of the size distribution, which lgorequire the shortest
integration time step if treated kinetically. Thamaining fraction of the size distribution is tesdtdynamically because the
larger particles are not in equilibrium with thesgeghase, as shown by theoretical studies (WexkbiSsinfeld, 1990; Meng
and Seinfeld, 1996) and model investigations tlehahstrate a much better agreement with obsergfimg. Hu et al.,
2008).
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The primary advantage of a fully dynamic approaciisi accuracy, but the mathematical stiffnesfiefgoverning equations

means that an appropriate numerical integratiorersehmust be carefully chosen. Although fully dymamsolvers may

prove to be computationally efficient, numericadaystem dynamical properties constraints tendutoap upper limit to

the time step that may be adopted (Zaveri et 8082 Hybrid schemes seek to overcome this linsitatbut their partial

equilibrium _assumption may prevent them from fulgsolving the dynamics of concurrently dissolvirmd achemically

interacting species. In particular, due to comjmatieffects, the composition of smaller particlegyniin some conditions)

also require appreciable timescales to reach équith (Wexler and Seinfeld, 1992), thus contradigtwhat is commonly

assumed by hybrid models. Enforcing equilibrium ntlays lead to a misrepresentation of pressure emggliat particle

surface and partitioning fluxes of semi-volatileesigs through the gas phase (Zaveri et al., 2008his study, we seek tg

overcome this seemingly inherent limitation of timgbrid approach through a careful choice of thetfom of the size

spectrum that is assumed to be in equilbrium. e alote that any concern about the precise accuwhdye hybrid

approach needs to be balanced against its poteadigntages. For example, as will be explainedimetbe hybrid

approach may also offer the opportunity for a maceurate representation of certain system dynarpicaderties, such ag

the species’ chemical interaction. Furthermore, matational efficiency is a fundamental aspect aflabal modelling

scheme, and it is therefore important that its t&tepping is flexible.

This study describes and evaluates the new hybtictisHyDIiS version 1.0 for the dissolution of sevoiatile inorganics

into the aerosol aqueous phase. The solver usgsra Imechanism that strives to combine computafiefficiency with an

accurate representation of the dynamical propeftthe process. To achieve this, the solver makesafisomeexisting

3
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numerical methods and concepts, such as the sepficitrand semi-analytical integration method fbmamicdissolution
that was developed by Jacobson (1997), the mixeel ititegration method (Zhang and Wexler, 2006; Aateal., 2008) or
the analytical approach for the estimation of tiggilbrium composition (Nenes et al., 1998), sonfetrem modified
fundamentally. Other methods are novel as they baea developed specifically for the purpose of I9¢D.0. All of these
numerical methods are applied within different lotaes of an overall formalism that is based on {stesn dynamical and
numerical properties of dissolution andvolvesasserted—witha set of specific decision criteria for the distion
betweeameongthe differentdynamical regimeddyDiS-1.0Fhe-selvelis notintended to b@ complete gas-particle exchange
solver, as it does not take into acceMexehaﬂgeLbeMeeMreugaSJphasamﬁ)rmatmn of mepamglesohd or mixed
particle phase Furthermore, the

version of HyDis presented here does not consigeni-golatile organics, although a future developtrtenachieve this is

planned.Section 2 describes the dynamical properties efsimultaneous dissolution of several inorganic mounds and

the numerical constraints these put on the desigancefficient hybrid solver. Section 3 explaing tthechanism of the
solver in detail. Section 4 evaluates the solvexiragy fully dynamical model runs in a box model faguration. Finally
Section 5 presents first results from an implemeorieof the scheme into a 3-D chemistry transpatet to demonstrate its

computational efficiency and numerical reliability.

2 Dynamical properties of dissolution
2.1 Non-linear properties

To understand what turns dissolution into a tedimwserical problem, it is necessary to analyseytsamical properties in
detail. This section analyses these propertieggutia example of HNQand NH dissolving into an aqueous solution of
H,SO,. The concurrent dissolution of a base and an ext@ an acidic solution is characterised by a paosifeedback
phenomenon involving the two dissolving speciedidlty, the dissolution of HN@is impeded via the strong acidicity of
H,SO,. Conversely, the continuous neutralisation of ailia solution by a dissolving base such as;N¥ll eventually
prevent the dissolution of further basic matterwidaer, in the presence of both a dissolving acidl lzese, the continuous
neutralisation by the base may be effectively ceiogtlanced by the dissolving acid, thus giving wayurther dissolution
of basic matter. The effective interaction betwéem two dissolving chemicals causes numericalngtif§, as there is one
variable, in this case the pH of the solution, ikatontrarily influenced by the two dissolving sfes.

The transition from an initially binary solution B6SO, and HO to a solution in equilibrium with gas phase HNDd NH;
may be divided into 3 stages (see Fig. 1):

1) Initial neutralisation of the particle. The solity of NH; is high, while the particle is too acidic for largmounts of
HNO; to dissolve. In an atmosphere with significant ame of HNQ and NH there is a momentary contrast of their
equilibration times because particulate HN®nds to be in equilibrium with the atmospherelstiiNH; partitions quickly

into the aqueous phase in the presence of a laegsyre gradient.

4
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2) Efficient interaction between HNGnd NH. Both species are dissolving because the pH is déigpugh for HN@and
still low enough for NH to dissolve. During this phase particle pH comtitble dissolution of both species.

3) Asymptotic convergence towards equilibrium. Timeraction of HNQ and NH is reduced as each species is separately
close to equilibrium with the aqueous phase.

Dynamically speaking the system is kinetically tiéai during Stage 1 via the contrast of the parsaldace and atmospheric
pressures of Nk Consequently, during this stage Nl the driving species, while HN®nay be described as the following
species. In contrast, during Stage 2 the systarhamically limited. It is the stage of effectivadraction between NHas a
base and HN@as an acid. The pressure contrast between theoasjuend the gas phase of both ;N&hd HNQ is
substantial enough for the interaction to be f&age 3 is also chemically limited, however botlecips are close to
equilibrium. In contrast to the preceding, it i #tage of ineffective interaction between theiaadd the basic species, as
their effective dissolution is hampered by the ladkpressure contrast. As will be seen in the rs@dtion, the specific

dynamical properties of each stage also entailigp@cimerical issues.

2.2 Numerical stiffness properties

A chemical system may be said to be numericall§ i§tits interacting variables show disparate ddpuation times, such
that the time step of numerical integration hadeoadapted to those variables that drive the syatewary quickly (e.g.
Zaveri et al., 2008). Here, we choose to generaflizeconcept of numerical stiffness to the follogvad hocdefinition: A
system of one or more variables is numericallyf stlien its dynamical properties require an intégratime step that is
small in comparison to the amount of time thakeiguired for its transition to equilibrium.

Following this definition each of the above stagéfquilibration of the particle aqueous phase \lith gas phase may be
associated with a specific form of numerical séffg, as follows:

1) During Stage 1 the following species’ equiliwattime is much shorter than the one of the dgwspecies. This property
points to the usual definition of numerical stiffise except that the species with the shorter égafilon time is not driving
the system. A time step that is too large causesemutive over- and undershoots for the followipgcses, which may
result in oscillating model results. Furthermonager some conditions the oscillations may grow ftome step to time step,
and may eventually produce non-physical values.

2) During Stage 2 the system is evolving rapidlythe presence of moderate vapour pressure gradiewtsefficient
chemical interaction. A scheme of numerical intéigra that catches the interactive nature of thetesgsmay still
misrepresent its dynamics when the time step igprapriately large. Figure 1 shows a clear deviatibthe large time step
values from the small time step values during $tégje, such that inaccurate model results may tanelol if the transition
time through this stage is sufficiently large ratto the integration time step of the model.

3) The numerical stiffness associated with Stagea$ be described as follows: Each species takeawidoghlly shows an
equilibration time that is short relative to thdientransition period. As explained for Stage #l ahown by Fig. 1, this may

result in an oscillatory behaviour, with the inh@reisk of non-physical values. As the chemicakiattion between the
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dissolving species is considerable, the propefisitpscillation is substantial and more pronountteeh within Stage 1, as
shown by Figure 1.

4) Finally, numerical stiffness may arise as fobkowuring Stage 3, the system is interacting chaligicalbeit the aqueous
phase is typically close to its equilibrium compiasi. However, effective chemical interaction magoaset in early on in
connection with low vapour pressure gradients. fEsilting situation is thus a hybrid between Staged 3. We found this
form of stiffness to occur in the context of elehHNG, and NH concentrations that result in the formation of amiam
nitrate particles. During the formation processanfmonium nitrate the fraction of dissolving speciemaining within the
gas phase typically becomes very low. Howeverhégresence of size-resolved aerosol particlesatieain disequilibrium
among each other, their equilibration timescalé icome very long, as the equilibration flux netal$ransit through the
bottleneck of low gas phase concentrations, thasltieg in further numerical stiffness. In Figuretlie concentrations of
ammonia and nitric acid are too low for this varief numerical stiffness to occur. The artefactsasted remind those
associated with the numerical stiffness that maguoduring Phase 2. Whereas the third variety ofiemnical stiffness may

arise on its own, the fourth variety always transi slowly to the third one.

3 Solver description

In this section we give a comprehensive descriptibrl.0 of the HyDIS dissolution solver, explaigiim detail how it

simulates the reversible dissolution of semi-vidatnorganic species into the aerosol agueous ph&deiS-1.0, like all

hybrid dissolution solvers, includes decision citeo determine whether the exchange of semi-Nesabetween the gas

phase and particle phase should be solved dyndyaratreated as an equilibrium process. Accordintie solver consists

of modules to calculate both dynamic and equilioriiormulations of dissolution, as well as an ovehnarg routine which

specifies the controlling decision framework.

The HyDiS-1.0 dynamic and equilibrium sub-solvers described in sections 3.1 and 3.2, with the sif@tiframework

detailed within section 3.Bhehy

c S c O C A aHcHHEEH

respectively—whereas-theirformal-linkage-is-dethinvithin-section-3-3An alternative dynamic scheme is presented wit

section 3.4, which allows the bias in equilibriuatugions in relationship with computational effiniy considerations to be

n

reduced. Finally, section 3.5 provides an overviawthe entire mechanism, linking the formalism loé tsolver to the
numerical stiffness properties of dissolution.

Naming conventions:

The reversible condensation and dissolution of sergitile species into the aerosol aqueous phasarslated with the

HyDiS-1.0 dissolution solver. For reasons of comeeee, these species will henceforth be qualifiedissolvingspecies.
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In the followingequationssubscript lettersjkn.trelatea-variableefer to-an aerosol size class-4,dissolving species-f
non-volatilgpassivespecies k(or a species whose volatile nature is not comsiieét a particular pointiat a particular

integrationtime step oreguilibrationiteration number nandat a time t+espectively Exceptionally they may be placed as
superscripts in order to differentiate from variadilitional variable attributes. Exponents occunasbers only.

3.1 Dynamic dissolution

The flux of dissolving moleculasonto a particle surface elemel&is (e.g., Pruppacher and Klett, 1997):
on. D
d —L|=v-|—vVpldS,
ot KT

whereD [m?s?] is the Brownian diffusion coefficient in the gasagk corrected for condensation in the dynamic regind

Eq. 1

for sticking efficiencyk [J K] is the Boltzmann constari, [K] is the absolute air temperature, gnfPa] is the partial
pressure of the diffusing species.

Assuming pseudo-equilibrium and constant tempegatuithin the volume of air within which diffusioraktes place, one
obtains after integration over particle surface:

X _4zdN[c-Ps
ot KT

Eq. 2
wherec [m?] is the aerosol aqueous phase number concentrafitime dissolving species (molecule number per unit
volume air),r [m] is the radius of the aerosol particlds[m?] is the aerosol particle number concentrat®rm?] is the

gas phase number concentration of the dissolviegiep, anps is the vapour pressure of the dissolving specigbea
particle surface.

Surface partial pressure may be related to the rummincentration of dissolved molecules via theated dimensionless
Henry coefficientH’, which for a mono-acid is defined as follows (Jzsamn, 1999a):

_ kT _ NNm,

HI 2 +
Ps  7ialH']

Eq. 3
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wherem, [kg] is the aerosol water mass per partitlg [mol™] is the Avogadro constanga [-] is the mean molal activity
coefficient of the dissolving monoaci#iA, [H] is the molal proton concentration in the aerospiesus phase artdl [mol?
kg? Pa] is the Henry constant of the dissolving mono-agien by:

2 -
H = yHA[H+][A ]
Ps
Eq. 4
Similar expressions may be derived for a dissol\iage.
In the preceding expression, the partial dissamiagiroperty of the dissolving species is neglectduch is an underlying
assumption for HyDiS-1.0.nl so-doing—will-allew—us—to—reducethe number of degrees of freedom of the considefed

chemical systenreducesby onewunit for each dissolving speciesi—doing—so—O@ther properties, such as the specigs’
chemcial interactioncan themay be taken into account more throroughly, as ar@ytsolutions may be derivedore

/rg—egquationd/e have seen in the preceding
section that the chemical interaction between aaidsbases plays an essential role to the numetitfakss property of the

system.

In contrast to the Henry constant, the dimensiantdsnry coefficient does not express a physical l&swalue expresses
the ratio between the partial pressure of the tisdomolecules if they were evaporated and theimadcsurface pressure.
These values are unequal due to chemical interaetimong the species that make up the aerosol agjyd@mse, and the
resulting partial dissociation of the dissolvingdaor base. As such the dimensionless Henry caeffiés not a constant, but
varies as a function of the pH and the mean agtooefficient. This feature will turn out to be ioypant wherEq. =2 is

numerically integrated in time.

Within the framework of a discretised representatid aerosol particle sizes, dissolution of sevepedcies may take place
onto several aerosol size classes simultaneodstnly one species is considered and the chemitatéction of several
species is neglected, then an implicit semi-aredytsolution may be derived when the following drathat results from
the combination oEg. Z=¢-2 andEq. FEg-3 is considered:

il =4rr, D N | Cpa — Egt)

it
Eq. 5

Combining the semi-analytical solution of the pidting equation (Jacobson, 1997):



10

15

20

' Arr DN,
Cra = =H" Ct+(>‘( +( -H it CH&)GX _H—.ét
it
Eq. 6
with the mass balance equation:
Ct+5t + Z Cra = Coot
Eq. 7
yields forC. s (Jacobson, 1997):
4zr. D. . N
Ctot Zcut ex;{— H' J
Cua = 4zr. D, N
1+ > H' | 1-exg - — 0 g
i ' H .
Eq. 8

Although the preceding set of equations is uncaomhidly stable, as shown by inspection #fitr>oo, ¢=H’; C and C=Cy,
/(1+2H’;), such that no unphysical values may occur, it Ehba noted that the convergence to a static dxjuitn between
the aerosol aqueous phase and the gas phaseusawotditionally ensured: the solution giventhy. 62¢-6 andEq. &g-8
is disconnected from the pH of the particle agquephiase, as the dimensionless Henry coefficienteld lbonstant. In
addition, the simultaneous dissolution of sevepactes affects the mean activity coefficient, whishalso held constant.

The integration time step may thus not be choskitrarily otherwise oscillatory behaviour may occur

The preceding semi-analytical solution is therefoest used under conditions of relatively quickiatisns of the gas phase
concentrations and a relatively stable pH of th®sa aqueous phase, as for instance in the pres#re large amount of
sulphuric acid. In the event of a monoacid diss@hinto a particle with a highly variable partiglel and a relatively stable

gas phase concentration, the following semi-ar@ygolution may prove to yield more stable results

C — Ath B(ﬂi’/iz)exd(/lz _ﬂ’l)&)
" all Bl 4, Jexpl(4, - 4))

Eq. 9
with:
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B(4,4,)= ,
? /Iz_aqt
K .70
:a2’t|_|E/j|-’ a:Ni,tNAMW’ ki,t:47[ri,tDi,tNi,t

A, =-05-b+/-+025-b*+ac
b:ao-i_t, C:ki’tC, O'i't:(anAk,i,t_Zrn(&,i,tj
K K

Eq. 10

Eq. -9 is a semi-analytical solution to the generic d#feial equatiortx/dt=-axX-bx+c resulting from the combinatio
of Eq. Z¢-2, Eq. ££6-4 and the ion balance equation given by:

Hi+,t =G, +anAk,i,t _kaBk,i,t '
K k

Eq. 11

where ¢, denotes the dissolving monoacid for whigh. Eg-9 is solved, andA, [m®] and B, [m?] stand forany
othepassiveanionsA™ and cation®8™" that are preseiin the aerosol aqueous phase, respectively.

In accordance wittEq. 4=¢—4, the dissolving monoacid is assumed to dissoaatirely. The aqueous phase of the
atmospheric aerosol contains in general a variahtgion of sulphuric acid whose degree of dissmmmashould be taken
into account when calculating particle pH. Withire tpreceding equation Oké presumed to be negligible relative t6. H
Similarly to the negligence of the partial dissdio@a property of the dissolving species, this agsion is an underlying
simplification within the framework of the hybriglser described in this paper. A mod€el=9 is thus to be associated with
an actually neutral pH=7. In this contexlj. EE¢-6 may yield a negative concentration of, Both via an evaporating acitii
and a condensing base, as the variation of thesphbti taken into account within the normalised WeawefficientH’. In
this context, which adds to the numerical stiffnessperty’s requirements, the choice of an appateriime stept is all the
more essential.

Both the choice betweeRq. Eg-6 and Eq. -9, and the choice of an appropriate time step reqair appropriate

criterion that stands for a representative vanmtd the gas and agqueous phase compositions atf@/dypical amount of

time to reach that variation. In the framework lidge equations, which neglect chemical interactmngng several species
dissolving concurrently, the characteristic vadatbr time scale of the aerosol agueous phasénésantly specific to each

dissolving species. Consequently, the time stepwilhultimately be chosen must not exceed the tivad is characteristic

of the species that for some specific reason is@m@s the most relevant one. The specific upper step limit to be used

in conjunction with the above equations shoulddfae fulfil the following condition:

10
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é’[m =Kks b, K4 <1,

Eq. 12

ks being the numerical time step criterion for dissioluin the dynamic mode. In this study we choggel.0. The
characteristic equilibration tinte of the aerosol particles contained in size clagith respect to a dissolving and
5 supposedly non-interacting specjesay be related to an approximate equilibrium cositppm, solving:

([H +];,qi,t )2 +(ai,t _O-rivj,t)[H +]:;’t —ai'to-ri'ivt _%t—ic),tsz ;
B
O',i’ivt :&, (24" :ﬂi,t%, ﬂi,t - NiNAm\iA}t

it Y HA
Eq. 13

whereos is the molal proton concentration in the aerosplemus phase as given by tbas A, and Bpassive-spece EQ.
13Eg-13 gives the equilibrium proton concentration in #sosol aqueous phase following dissolution ofmiogoacioHA;.

10 Note thato, is conserved, as the particle water mass, the meanty coefficient of the dissolving species ahd degree of
dissociation of sulphuric acid that is required floe estimation of, are supposed to remain constant as an approximatio
The preceding equation is obtained witen 4£¢-4 andEq. 114121 are inserted into the aerosol size class relevaiss

conservation equation of the dissolving species:
it _
o =Cii+G ¢
15 Eq. 14
The approximate equilibrium concentr::xtiﬁf;hj ! may then be obtained usifagl. 11Eg-31.

Consideringeg. 5=¢-5, the amount of time to reach that equilibrium nalty exceeds:

it At
Coa' —C ‘

it _ 1 _
¢ 4rr N D,

C .
max C, ,, F;HJ

it
Eq. 15

20 As indicated byEq. 6=¢-6, the equilibration time is determined by an asytiptvariation of the amount of dissolve
molecules: when the solution is getting closerdailérium, the pressure gradient, which acts asimly force, diminishes

by the same amount. It is our purpose to assessafdr individual species a characteristic timervatethat is representative

11
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of the kinetic constraints to dissolution. This¢immterval clearly cannot be infinite. We have sabave that Stages 2 and 3
of the particle aqueous phase equilibration coordpto a period of effective or ineffective chenhicgeraction that is
driving the evolution of the pressure gradient. Tratvidual species’ kinetically limited equilibiah time is illustrated by
the time interval of Stage 1. Its order of magrétusl generally not obtained as a function of thespure gradient, which
may reflect the chemical interaction during Stage 3, but rather by thpotential of the gas phase or the aqueous phase to

generate a condensation or evaporation mass fuxx@aressed in the above equation.

Eq. 1%=¢-15 defines a characteristic time interval that mayweeas maximum integration time step to the dynar11ic
dissolution solver. It reflects the physical natofets purpose and has the additional advantageedfg computationally
inexpensive. Among several size classes, the sshaldue needs to be chosen in order to avoid roaténstability due to
competition among the size classes. Equilibratioevientually driven by chemical interaction durtgges 2 and 3, but this
phenomenon cannot set in within a time interval ihamaller than the one required for individya¢sies equilibration. For
this reason it is possible to choose the maximulmevamong the dissolving species within one siass;land the overall

integration time step reads:

&, = min, (maxj (t"“)), & <At,

C
Eq. 16
wheredt; is the internal numerical integration time stepsdn by the dynamic solver, andlis the relevant external time
step of the model the dissolution solver is embddd.
The related approximate equilibrium concentrat(B‘lej)it and surface pressure[:‘xg’je’fq may serve to distinguish between gas

and aqueous phase driven dissolution. Dissolusassumed to be aqueous phase driven when theeelatiation of the

gas phase concentration is less than 1% of théveshzariation of the surface pressure:

‘Cj,t_Cj,t‘ ‘pi,j,t_ it

e i S.e S i

—“C” <xylt —:) ———, Kyl'=001,
s

Eq. 17

Kg, being the distinction criterion between gas anaeaqs phase driven dissolution in the dynamic mode.
When found to be aqueous phase driven the semytamadlscheme given bigq. -9 andEq. 1(=g-10 for a dissolving
mono-acid is preferred ovéry. 6266 andEg. &¢-8. The more numerically stable earlier solution idyqreferred when

within one time increment the species-specific afaifity of particle pH is substantially higher thaine corresponding

variability of the gas phase. The aqueous phasemdolution should be avoided whenever possilslé,ia computationally

12
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more expensive and does not provide a semi-analyft@mework that accounts for the interdependeridbe aerosol size

classes.

Dynamic dissolution as given l&yg. 5=6-5 requires the dimensionless Henry coefficidad.(FEg-3), which depends on
particle pH and the mean activity coefficient oé tissolving species. The time dependence of theitgacoefficient is
relatively low but the pH may span several orddrsagnitude within one time increment. The highiaitity of particle
pH reflects the numerical stiffness properties tirat typical of concurrent dissolution of chemigaiiteracting species (see
above). According tdcq. 16¢-16, the time step is chosen such that it should letesththan the typical time interval or
chemical interaction. However, in a global modednsport may perturb species concentrations in augly as to upset the
equilibration tendencies of chemically interactisigecies. Under this circumstance the aqueous phagebe rendered
completely out of balance. The use of the approténaaalytical equilibrium pH as given by the roofsEq. 1FEg-13 |
proved to be an efficient fix to this transport-addnumerical instability issue. Instability occurbenever the aqueous
phase is predicted to lose protons, and in combmatith a relatively large time increment wouldahdieto lose more than it
contains. This tendency may be easily checked bypeoing the chemically driven change in protonsalgissolving base
or an evaporating acid¢. 1FEeg-13) with the amount of protons available. The dynadigsolution solver takes an implicir
approach towards particle pH, via the use of ther@pmate equilibrium pH, rather than an expligipeoach, when the
proton demand exceeds half of the number of prgioesent:

ijt it it _
(0,4’6(4—0H )>—/cpH Cy, Koy =03,

Eq. 18

Kxpn being the distinction criterion between impliaitoeexplicit particle pH for dynamic dissolution.

Within this section we have given semi-analytiaadlons to dynamic gas phase and aqueous pha#editissolution and
defined a criterion that allows these regimes talisinguished. Furthermore we have derived a dbariatic equilibration
time that may be used to determine an appropndégyiation time step. It is based on the obsematiat single species
equilibration time is strictly shorter than equilition resulting from chemical interaction amongesal species. The overall
integration step is derived as the smallest sieeifip value, chosen within the ensemble of thgdat species-specific value
within each size class. Finally we have definediteron to distinguish between the use of the mataey and estimated
equilibrium pH with the gas phase driven solutidasdynamic dissolution. With these criteria and reloterisitc time
interval, it is ensured that dynamic solver choasegne step that is as large as possible whileenigal stability remains
ensured. Still, under particular circumstancesnmerical stiffness is such that the time step ireqments would constrict
computational efficiency. For this reason the dyitasolver can only develop its full potential insasiation with an

efficient equilibrium solver.

13
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3.2 Equilibrium dissolution

This section describes a new numerical formalismtifie equilibration of the aerosol particle comfiosi with the gas
phase. The underlying principle of the solver isise semi-analytical solutions that take into anotdle interactive nature
of the problem as much as possible. The solverchasinad hocproperties. The number of dissolving species #nat
linked through chemical interaction cannot excdaedd. The number of particle size classes shoulegexaeed the typical
framework of a modal representation of the aereg@ distribution, that is 3-4 size classes. Thsperties come as a limit

to its flexibility, however, they help optimize tlaecuracy and the computational expense of tharseltensiderably.

In analogy to the dynamic solver, distinction isdmabetween a regime of gas phase-limited equildoradnd a regime
limited by chemical interaction. In terms of theudiprium solver, gas phase-limited equilibratiooresponds to an initial
stage of approximate equilibration with large vawias to the dissolving species in both phases.fdfmalism allows for a
succession of quick iterations delivering an appnate solution. Chemically limited interaction iarfdled during a second
stage. It is both formally and numerically more @bex, and therefore computationally more expensiee equilibrium

solver is thus divided into two independent sulvai@ that are linked by appropriate decision deter

3.2.1 Gas phase driven equilibration

The gas phase driven equilibration sub-solver aseariational method. For each dissolving spegiagicle size classes are
treated conjointly. Chemical interaction, water teon, sulphuric acid dissociation and activity diménts are taken into
account via simple iterations. The resolving equafor single species dissolution into one aerssm@ class is quadratic in
[H'] (seeEq. 1Eg-13). Due to this quadratic dependence, there is mbytiwal solution for multiple size classes, so tlre
guadratic dependence has to be approximated va#tel linearisation, as follows.

The ion and mass balance equations, and Henry'sdad/variationally, for a dissolving acid:

5Cj,n :_Z&i,j,n
&i,j,n:&:—’in
H _(Ci,j,n-l+5Ci,j,nxciﬁn_l+5ciﬁn) _ Y N
i r(C..+&,,) "0 T KT NENZMZ,
i,j \~j.n-1 j.n iNaAlYj w,i

Eq. 19

The previous expressions for the Henry’'s law arel ith balance may be combined using the followingdrisation

assumption:
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i,n-1 2 ~ i,n-1 i,j,n
(C|,j,n—1+CH )50 +5c’.’ ~5c,’j,n (cjn1+c +6C! )

nv

Eq. 20
yielding:

i,n-1

H.r HrC]nl Cc Cy

X . = I 5.+ iCisi _ 1, j,n-1%H
) C 1+Clnl+5c|lmj/n J,n C 1+Clnl+&ljn C l+clnl+&ljn

nv nv

Eq. 21

wheredc, is the invariant variation of the dissolving spexcin the aqueous phase following its equilibratigih a constant
gas phase.

Consistently gci,, may be assessed solving the square equationimgsfittim Eq. 19619 for 6C;;=0. Eq. 2JEg-21 may
then be inserted into the mass balance exprestigg.d ¥E4q-19 leading to a solution of the typ€; ; 2(1+a;)=2b;.

For a dissolving base an equivalent expressiofaato2 Eg-221 is reached by analogy 9. 1%&¢-19. However, here the
non-linear relationship between the gas and thee@gi phase at equilibrium does not arise via tlworgk degree
reIationshipéC,:f(cScjz) but rather froméC;=f(1/0¢;). Under this circumstance linearisation is obtaiméxn the variation of

the gas phase counterpart in the denominator dbtleving expression is neglected:

-1 + H (Cj,n—l + &:j,n )c:-in_l

|Jn

i 1+ HJrI ,(C,-,n_ﬁécj,n) ’
Eq. 22
with:
Ho— Cimt &, o _[Kuzo7s
' ri,j(c'H'“1+5c'H“)(Cj,n,l+acj,n)’ i KTy,
Eq. 23

Via the combination oEq. 2ZE¢-22 with the mass balance equation (Bee 1%Eg-19) the variation of the gas phase due Ito
a dissolving base may then be obtained in siméshibn.

The variational approximations developed in thistisa resemble analytic solutions to the equilitoraof a non-chemically
interactive species dissolving into a size-resolaerbsol. Due to their approximate character thesthods require iteration
for each dissolving species notwithstanding thatytlssume certain variables to be constant andecteghemical

interaction among the dissolving species.
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3.2.2 Chemically driven equilibration

Gas phase-limited dissolution is driven by the iphpressure gradient between the particle surdackthe gas phase, and is
relatively independent of the non-linearities doehemical interaction among several dissolvingigse The application of
a computationally efficient variational solver thatbased on iterations proves to be advantageadsr uhis circumstance.
The same does not apply to chemically limited diggan for which numerical instability may easilgaur via the pH, and
the number of iterations required may turn outeéovbry elevated due to numerical stiffness. Anedytsolutions (Nenes et
al., 1998) offer the advantage of being uncondiilynstable and computationally inexpensive. In twntext of the
concurrent dissolution of several species intoza siiscretized aerosol they nevertheless have alesssawbacks. (1) For
two or three dissolving species the equilibratibthe aerosol aqueous phase requires the analgtbation of an equation
of the third and the fourth degree, respectivede(below). The high degree of precision that iessitated by equations of
such an elevated degree may not be readily obtdmedumerically stiff systems. Similarly, the nuerbof dissolving
species whose chemical interaction may be fullgmaikto account may not exceed three, as no acalgolution is readily
available to an equation beyond the fourth degf2eln the presence of a non-linear system, a cehgrsive analytical
solution may not be obtained (see above), entatliegneed for iterative treatment, if the equililoni composition is to be
determined with a high degree of confidence. (3§ Ihot possible to solve analytically for chemligahteracting species

within several aerosol size classes (see previettios), which adds to the need for iterative treatt.

In the following, the derivation of the resolvinguation of equilibrium pH is described for the exdenof several acidic
species. Similar equations may be derived for amglgnation of dissolving bases and acids. Actigibgfficients, particle
liquid water content and the degree of dissociatibsulphuric acid are not predicted by the atiedy schemgbeing instead
as-they-ardncluded as parameters (for one dissolving spedhes,dissociation of sulphuric acid is taken intc@unt
analytically, howeversee—beloyw The variables are therefore the gas phase andoag phase concentrations of the
dissolving species within one size class and thiége pH within that class. We are thus dealinghva system ofn+1
equationsh being the number of dissolving species. The gamgrequations are equivalents [6f]. 1%&6-19, these read

generically:

XY,

Y].

@ Y=Y 4y >y,

I#i

(3) % =i%,; +Za1',k

@ A=

Eq. 24
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where a stands for thegassiveienic_anions that derive from presumably non-volasjgeciescentained—in—the—particle
agueous-phase-suel like sulphateand bisulphate, and thisalanced-ameunt @ations and anions that result from sea dalt
dissociationand are assumed to remain in the liquid phaseofditr to model setup, see below)). 24=¢-24(1) stand for
the Henry’s law (c.fEq. 4£¢-4), equations (2) for the mass balances {edf. Z=6-7) and (3) for the ion balance (cHg.
11Eg—11). The sea salt ions may be grouped together aswiile not contribute to the variability of the plduring

equilibration.

The resolving equation for particle equilibrium pa-Hobtained wheitg. 24£¢-24(1) are solved fol; and then inserted int
Eq. 246-24(2). These in turn are then solved jgrwhich are then inserted into the ion balance éguaOne obtains the

a polynomial forx, (=H") whose degree is equivalent to the number of tisgpspecies plus on@£n+1). When the above
system is solved for any of ory;; without solving forx; before, the resolving equation is of degde®+2. This stresses the
primordial importance of particle pH for chemicaudibration as it acts as a linkage among the amenitly dissolving
species. It is possible to include sulphuric adgbkakciation in the above system (with constantvagtcoefficients only).
Under that circumstance the degree of the resolnaation forx; is d=n+2. In order to limit computational expense and to
limit the degree of the resolving equation to fddk5) in the presence of three dissolving species, hsulp acid
dissociation was not included in the analyticalioium solver described here, except when theerokquilibrates for only

one dissolving species.

3.2.3 Equilibrium solver implementation

The implementation of the preceding formalisms ledroically and gas phase driven equilibration intméied equilibrium
solver requires an effective criterion of distioctibetween these two regimes. The variational fismaallows for quick
equilibration within the size-discretized aerosdihen equilibrium is almost reached in terms of itndividual species’
pressure gradient, the system becomes driven hyichkinteraction, and the efficiency of the formaal decreases rapidly.

For this reason an appropriate distinction critebetween chemical and gas phase driven equildor i

c,-C

i jn j,n-1
Kc,g =
j,n-1

Eq. 25

The minimum value for gas phase driven equilibratthosen in this study i ~0.1. When equilibration is initiated in the
gas phase driven mode,, decreases with each iteration. Once the thresisotdached, equilibration is switched to the
chemically driven mode, upon whiehg increases again as chemical interaction will giggigher exchange fluxes. In order
to avoid oscillations between the chemical andghs phase mode, a switch back from chemically ® gsse driven

equilibration is formally excluded.
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The equilibrium solver follows an iterative schenBnth the gas phase driven and the chemically driequilibration
mechanism do not account for the variability of thetivity coefficients, the particle water conteahd, in most
circumstances, the degree of dissociation of suiptacid. Within the chemical sub-solver, equilitiwa for these variables
is carried out on amternal level of iterations. The maximum number of intdrit@rations was set to 5, as a number that
reconciles the need for numerical stability andliimiation of computational expense. The chemicdliven scheme solves
equilibrium for all dissolving species within onarficle size class. For this reasonextternallevel of iterations is required
that accounts for equilibrations among the sizesga. Its maximum number was set to 20, which wasd to be sufficient
under the numerically stiff conditions that areitgb to chemically driven dissolution. In generiagtte is an inclination for
the smaller particle size classes to have a loaedensation sink than the larger ones. For thisoreathe larger size classes
eventually tend to act as process drivers althdhgh equilibration requires more time. The chertjcdriven equilibrium
scheme iterates consequently in the reverse sider.ofhe gas phase driven scheme solves for alisaksize classes
simultaneously. Limited chemical interaction adeaetied in the variability of certain variables likge activity coefficients
and the water content may be jointly tackled withimommon iteration level. The iteration level bé tgas phase driven
scheme is therefore formally identical to the exaérlevel of chemically driven equilibration, anketassociated total

number of iterations is also limited to 20.

Chemically driven equilibration at the internalrégon level is dominated by the variation of pHorRhis reason a

representative criterion of convergence at thislléex
i,n i,n-1
i ‘CH -C,

conyint — — _in1

Ch

K,

Eq. 26

A sufficient degree of equilibration is assumedeoreached at the internal level wheg, in<0.1. At the external level the

degree of convergence is estimated with the foligvariterion:

i

K conviext —

Eq. 27

]

3 .
ConVext)< 10™. under the circumstance of several

In this study convergence is assumed to be reawlezh ma)<zc

competitive aerosol size classes and pronounceahichkinteraction, the quantity of dissolvable matin the gas phase
may become very limited (see above). The resultimgperical stiffness sharply increases the amoumixtdrnal iterations
necessary for equilibration under the chemicallyair scheme. A criterion to diagnose this numelicstiff equilibration

situation is:
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m ( i,j )n—l_m ( i,j )n
K _ Kconv,ext Kconv,ext

conv,stiff ma )(( i )n—l
K-

conv,ext

Eq. 28

When xeony oir iS found to be inferior to 0.1, then convergenoeong size classes is assumed to be inhibited by slo
transition of the dissolving species through the phase and the external convergence critéfipn2 =27 is increased
from 10° to 10°. An increase of the convergence criterion reduthes precision of the equilibrium solver, and in
consequence appears to affect the accuracy ofytirédrsolver as a whole. Dynamically speakinguins out that this need
not be the case. Knowing that this type of numéritidéfness comes with a sharp elongation of ttandition period to
equilibrium, some of the size classes that theesadttempts to equilibrate will not reach equilitoni within the overall time
step of the model. This circumstance will be take#a account, as their composition will be correlcseparately according

to the concept of pseudo-transition, which is dbsctrin the following section.

3.3 Hybrid solver implementation

The formal combination of the dynamic and equilibmi solvers requires the definition of an approprid¢cision criterion
for distinction between these two regimes. The cddn of computation time is the compelling reasonthe preference of
a hybrid formalism over a fully dynamic one, whigbuld obviously be the more accurate one. Accordingg. 16g-16,
the time step of the dynamic solver tends to behmmuore limited by individual size classes, amongctvithe smallest
value is chosen, than by the individual specie®ims of their characteristic equilibration timeisl therefore advantageous
to assume a maximum number of size classes to éguifibrium. Among the size classes consideredamde equilibrium,
some species may still be set to equilibrium. Alidlo this latter choice would not allow for an irese of the time step of
dynamic dissolution, as the maximum characterigtie interval is chosen for each size class, itldatill have a positive
influence on numerical stability if it targets theost numerically stiff species. From its underlyprinciple, this approach
may be considered tessentiallybe a minimalistic version of a mixed time integpatimethod (Zhang and Wexler, 2006;
Zaveri et al., 2008)withas-the-choice-to-simulathe temporal evolution of some speci@siulatedexplicitly while others
are assumould-be-suppad to equilibrate instantaneoustize distinctiors based orthe-considemgatien-eftheir specific

characteristic time interval.

The characteristic time interval for dynamic dissimn is tailored to the numerical stability reauitents of the dynamic
dissolution solver. It differs from the actual dipration time, as it does not take into accourgraftal interaction, and
appears to be quite specific, as it does not cendite actual partial pressure gradient. It willvnbe argued why the
decision criterion between the equilibrium and thaamic regime may follow a similar approach. Fitste pressure
gradient is only a momentary snapshot of the stduratate the particle is in. Chemical interactamually determines the

equilibration time in many if not most cases. Twytlg, during most of the process of equilibratiosteong gradient will be
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conserved in time. The gradient will only becomeaken once the solution is close to equilibriumc&ad, pronounced
chemical interaction requires small time stepstduiés related numerical stiffness. It should tfiere be avoided as much as
possible, and the corresponding size classes sleuflit to equilibrium. Their composition would kaw be corrected by

other means in order to ensure that the solves &caurate as possible.
The ideal criterion of choice between the dynamid tihe equilibrium solver should therefore:

1) Determine the size classes that are clearlguilibrium due to their actual equilibration timeibg much shorter than the

overall time increment of the model.
2) Determine the dissolving species that are gtéarkquilibrium among the remaining size classes.

3) ldentify circumstances of pronounced chemicakriction whose dynamical treatment would entaibhphitive

computational expense.

The distinction criterion may therefore be statedadows:

i _ i,]
Kteq - a'tc )

Eq. 29
wherea is anad hocproportionality constant. Then, a sufficient cdiudi for the particle in size clasgo be in equilibrium
with respect to the specigwould be:

i
Kieq <AL,

Eq. 30

wheredt is the overall time step of the model the dissotusolver is imbedded into. The proportionalitgtfar a within Eq.
29E6-29 has a double physical and numerical meaning, Epiesents the extent of chemical interaction beyndividual
species equilibration that should be taken intmantdynamically, and the maximum number of intetimae steps that one
is willing to accept, considering a balance betw#encomputational efficiency and accuracy requéets of the solver. In
this studya=2.0, such that the number of internal time steps wdngldimited to two at this point. The complete fatism

of the solver will further complicate this picture.

A complementary choice criterion between the dywaanid equilibrium solver is introduced as followWghen an aerosol
size class is put into the equilibrium mode, itduience on the mass balance of the dissolving spdsidisconnected from
the ones kept in the dynamic mode. Due to themé&brseparation a choice must be made on the andehich dynamic and
equilibrium dissolution are calculated. In thisdstuhe dynamic solver is carried out first on grasiof the tendency that the

corresponding size increments have the larger ecwadion sink. Furthermore, from a dynamical poiftview, it is
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plausible that faster reacting particles adaptdwer ones rather than the other way around. Irseguence, the influence of
the equilibrium size classes on the mass balarm@dhbe kept as low as possible, as given by:

i

Coq —Ci, j‘

J
Ciot

i

Kmeq -

Eq. 31

wherexmeqis the distinction criterion between the dynanmid @quilibrium mode by reason of mass balance dersiions.

In this study mass balance conditions are suppimskd fulfilled whernkme<0.1.

A size class is put into equilibrium mode wheruififs both the mass balance and the equilibratiiow criteria with respect
to all the dissolving species it contains. The nmzdance criterion may thus lead to an increageehumber of time steps
required by the dynamic solver, as some size dasg may be found to be dynamically close to légium may not be

found so in terms of their mass. As the mass balaniterion does not catch chemical interactiohegitas it also follows
the gas phase driven approach, the size classearthaumerically stiff are still effectively filted out, and the overall
computational efficiency is preserved.

Decision on which species are placed into the #ajitim regime within a size class that is otherwti®ated dynamically
follows an analogous approach. However, due to nigalestability considerations, the equilibratiémé criterion is applied
exclusively under this circumstance, and only thggecies may be put in equilibrium that do not astchemical driver
within the size class under consideration. The ¢baindriver to dissolution is defined to be the cpe that shows the
longest equilibration time. For computational afficcy, equilibrium species are treated non-iteedyiwising the analytical

solutions that have been derived for chemicallyafriequilibration (see above).

Size classes in the dynamic mode are rechecked etdh internal time step against the remainingtifsa of the overall
time step. In consequence, the equilibration timieron is adapted sequentially to the remainimggration time interval
via xe<A4t-0t, where ot stands for the cumulative amount of time that baen integrated over so-far. Through this
procedure, the maximum number of time steps reduine the dynamic solver may still increase by ofteraeach time
increment. In practice, however, the probability thiis to happen several times is very low as traacteristic equilibration
time t. is formulated in a way that it is relatively invami (see above). The number of time steps reqiiyeithe dynamic

solver thus typically does not exceed three inaihgence of mass balance constraints.

If an aerosol size class is put into the equilibrinode, it is kept on hold for treatment by theildgum solver until the
dynamic solver has finished. It might seem appaiprio redirect these size classes to time-resaligslution, on the basis
of regular rechecks of their dynamical statuterad@ch time increment of the dynamic solver. Howesach a procedure

would be inconsistent, as those classes previalghgen to be in the dynamic mode would have evoineiime in the
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meantime. On the other hand, it is possible torne@guilibrium species within a size class to tlgaaimic mode, as in this

circumstance dynamic and equilibrium dissolutiomehbeen carried out simultaneously.

3.4 Pseudo-transition correction

On grounds of the above criterion (3) for distinatibbetween the dynamic and the equilibrium modes slasses that are
numerically stiff are set to equilibrium, notwitaeding their actual dynamical state. In order toexd for the consequent
bias the following formalism is adopted. For evdrysolving species the equilibration time is estedaafter each external
iteration increment of the chemical sub-solver. Eheilibration time considered here is not equintte the characteristic
time interval for dynamic dissolutiag, but rather stands for the actual species spesifislibration time in a framework of
effective chemical interaction that is marked by lpressure gradientgq. ZE¢-—2 may provide an estimation of the actuFI

equilibration timete

. . Jc"—¢c
K" =thi" = b (471D, N, JER L

pt i,j.nl|’

G

Eq. 32

whererxy is the distinction criterion for numerically stiize classes in thgseudo-transition modésee below), and is a
proportionality constant that takes into accouset vhariability of the pressure gradient during eigeétion. In this study, we
chooseb=1.0 as a first approximation. This value may be roygtstified as follows: (1) under circumstancesbémically
driven equilibration, the pressure gradient temdse relatively constant, and (2) a certain amaofitihe temporal variability

of the pressure gradient is already being takemastount due the fact thgj is updated after each external iteration, thus

allowing for competition between size classes.

If the equilibration time is found to exceed theerll time stepdt for more than one of the dissolving species, tten
species showing the largest excess is chosen aslévant driver. For the driving species the failag linear correction is
made:

B At ( i.jn )
Ci,j,t _Ci,j,t—1+ti,j,n Ceq _Cl,j,t—l

eq
Eq. 33

The non-driving species are then equilibrated o ribwly estimated value of the driving species wlith full chemically
driven equilibrium sub-solver including internaériations. This process is re-initialised at eactereal iteration of the

chemical sub-solver, such that it becomes formadist of the equilibration process, and is repeat&d full convergence.
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Size classes whose time-resolved transition tolieguim is mimicked with the above posterioricorrection method are

henceforth said to be in the pseudo-transition mode

3.5 Overview

In the previous sections we have described the ricahanechanisms that make up the new inorganisotlision solver.
Due to its hybrid nature, the solver is dividedimat dynamic and an equilibrium sub-solver. The ldgiium solver allows
for an additional pseudo-transition correction $tre classes that are not treated with a fully dyoapproach by reason of

computational efficiency.

The equilibrium solver is partially based on anlwiizal approach, which was shown to be computatignefficient by
previous modelling experience (e.g., Nenes etl888). The analytical approach is chosen whenegspldition is found to
be chemically driven via effective interaction dietspecies contained in the aerosol aqueous phashkis study, the
analytical approach is followed as rigorously asgilde, as the equilibrium particle pH is computed the concurrent
dissolution of several species. The degree oféhelving equation is equal to the number of disaglgpecies plus one (the
latter standing for H OH is neglected in the ion balance equation), thugitig the number of dissolving species that may

be taken into account to three.

The dynamic solver is principally based on the sanailytical approach followed by Jacobson (199Rdjas the advantage
of solving simultaneously for an unlimited numbérparticle size classes, thus providing for theirtaal competition for
condensable matter in the gas phase. However fdhmsalism cannot account for the chemical intemactbetween the
species. Dissolution may be very close to equilitrifor certain particular species, while it mayrug for certain other
species, which actually serve as driving specids ffamerical stiffness category 1). Furthermorigsalution may also be
numerically stiff for the driving species via thariability of particle pH (stiffness category 2)hdrefore a species-selective

equilibrium assumption is made and a predictivenfticit) formalism for aqueous phase pH is usedpegtively.

The basic functioning of the hybrid solver is dépitby the flow chart shown in Figure 2. To begithywa characteristic
time interval is estimated for each particle sitass in the model. A size class is found to bednildrium when its
characteristic time interval corresponds to lessthalf the integration time step of the aerosatraghysical model the
solver is embedded into, and when its equilibratiequires less than 10% of the total available endtir each of the
dissolving species. The characteristic time intergflects the amount of time that would be reggifer the equilibration of
a size class with respect to a particular dissghgpecies, thus neglecting additional equilibratiore requirements due to
chemical interaction. This definition ensures thiae classes that show numerical stiffness accgrdircategories 3 and 4
are mostly treated by the equilibrium solver. Farse size classes that are treated dynamicallg,ititegration is performed
at a time step that is as large as possible whifeemical stability is still ensured. The time steghosen according to the
requirements of the size class that is closesgtdlierium. In case more than one time step is iregi) each of the dynamic

mode classes is retested whether they can be futhie equilibrium mode. After typically 1-3 dynammiime steps the
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composition of the equilibrium classes is calcudatin choosing to calculate equilibrium compositiafter the dynamic
calculation finished, two goals are pursued. Figyjilibrium size classes tend to consume lesseméithn dynamic classes,
as they are ideally close to equilibrium, and hesgwmller. This circumstance is of some relevanegabse their mass
balance is decoupled from the dynamic size claghas, carrying the risk of artefacts due to misespntation of mutual
competition for condensable matter. Second, itnisueed that those size classes that come closguitibeium during
integration may still be put into the equilibriunode, such that both numerical stability and comrtal efficiency can be

ensured.

Figure 3 depicts the formalism of the dynamic solver for one internal time step. First, each sif&ss is tested for
whether certain species may be assumed to be ifibeigen. This test is carried out in accordancehwihe above time
criterion for distinction between equilibrium angindmic classes. Species that are found to be imyhamic regime are
subdivided further according to whether their equéition is driven either by the gas phase or chahinteraction within
the aqueous phase, and, in the former case, angawithe variability of particle pH. As such, gasase limited species are
integrated in time with Jacobson’s semi-analyticathod (Jacobson, 1999a), while aqueous phaseedingpecies are
integrated with an analytical method that proviftestheir larger numerical stiffness. The analyticeethod solves for one
species in one size class, while the Jacobson chedblves for one species in all size classes. Hnticfe pH associated
with the Jacobson method corresponds either tmdsientary value (=diagnostic approach), or, if thita be beyond a
certain variability threshold, to its individual espes equilibrium value (=prognostic approach)otder to insure accurate
partitioning among the size classes, time integnait performed in parallel irrespective of theesoke that has been chosen.
Finally, for the dissolving species that have belmgnosed to be in equilibrium in some or all oé tblasses, the
composition of the dynamic classes is updated daugrto the analytical approach that is adoptethénequilibrium solver

(see below).

The formalism of the equilibrium sub-solver is suaniped within Figure 4. Using a specific criterichg equilibrium
solver differentiates formally between so-calle@rital and gas phase equilibration. In the firsiecaquilibration is driven
by chemical interaction among species dissolvingultaneously. The chemical sub-solver assesseseddibrium
composition of one size class with respect to @&balving species using the above-described analytipproach, and
iterates at an internal level for water content antivity coefficient variation, which cannot becaanted for analytically,
and at an external level for interaction amongdize classes. For size classes whose equilibregikimetically driven by
the variation of the dissolving species’ concemtrain the gas phase, a specific solver was dedighat is based on a
variational method. The kinetic sub-solver presémésadvantage of being computationally efficiemty solves individually
for each dissolving species and simultaneouslyatbrequilibrium size classes. If at least one sii&ss is found to be
kinetically limited for at least one dissolving sps then the kinetic sub-solver is used beforehdim@ kinetic solver
performs iterations with updated gas phase andaceirpressures, water content and activity coeffisieintil further

equilibration is found to be entirely chemicallynlted. Consecutively, full equilibration is achielveith the chemical sub-
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solver. Size classes that are dynamically, howaweichemically, close to equilibrium (numericaffsiess categories 3 and
4) are mostly tackled by the analytical solver. é€splly classes that show numerical stiffness atingrto category 4 turn
out to have an actual equilibration time that islénger than the individual species’ equilibratithme. At each external
iteration of the chemical solver, the compositidntieese size classes is re-evaluated according tesimation of their
actual equilibration time. Size classes thus ctéeb@re said to be in pseudo-transition and rerfaimally part of the
equilibration process. The chemical sub-solvervadidor a certain number of external iterations omdieally the chemical
composition of the equilibrium and pseudo-transititasses converges prior to attaining the maximumber of iterations,

upon which the composition of the equilibrium cks$s updated accordingly and the solver is exited.

4 Box Modelling Evaluation
4.1 Bex-medel-Setup_ and method

4.1.1 Modelling framework

The hybrid solver was implemented in the box moagkion of the modal aerosol microphysics schem®KAP (Mann

et al., 2010).To facilitate a clear assessment of the operatioGLAOMAP-HyDiS-1.0, the box model experiments haye

allFhe microphysical processesxcept those specific to HyDiS-1&e—-all switched off In all experiments, we assess the

evolving aerosol population based on it comprisehg
population—that-is—divided—ntd hydrophilic modes (nucleation, Aitken, accumigiatand coarse). The particle phase in
these modes is purely liquid, consisting of aqued8€,, SO, NOs, CI, NH,", and N& H' is calculated via the ion

balance, taking into account the partial dissooiatf sulphuric acid, whilst nitric acid and hydntaric acid are assumed to
be entirely dissociated. Ohs neglected all throughout the schemie chemical composition of sea salt is adoptech fr
Millero et al. (2008) as Standard Mean Ocean W@EBOW), with all cations assumed to be'Naccordingly, the adapte
composition of sea salt @NaCl-bNa,SO,, with 8=0.9508 and=0.0492.

Gas phase HNYHCI and NH may dissolve into and evaporate from the aquebasey with activity coefficients, surface
pressures and water content assessed via thel Batigative Fitted Taylor Expansion (PD-FITE) asobthermodynamics
scheme (Topping et al., 2009). PD-FITE was builttio® concept used in the multicomponent Taylor egjmn method
(MTEM) model of Zaveri et al. (2005) in which adtivcoefficients of inorganic solutes are expresaed function of water
activity of the solution. Unlike MTEM, PD-FITE watesigned to remove the need for defining sulphate pnd sulphate
rich domains. In addition, the order of polynomitidat represent interactions between binary pdisolutes was allowed to
vary to increase computational efficiency whilstareing an appropriate level of accuracy. Fit towdations from the
Aerosol Diameter Dependent Model (ADDEM, see Topgpet al., 2005a,b), the use of PD-FITE within a aiwical
framework was demonstrated for aqueous inorgaeict@ltes in Topping et al. (2009) and extendedriorganic-organic

mixtures in Topping et al. (2012) using the Micrggical Aerosol Numerical model Incorporating CheingigMANIC, see
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Lowe et al., 2009). bB0O, is not currently considered as a dissolving sgewighin HyDiS-1.0. In principle, it mape
treated by the solver as a chemically interactiegnis/olatile speciesgiverprovided that the total number of dissolvin
species does not exceed 3, that itfase pressure would h@oviddelivered by the thermodynamic scheme, and that slight
adaptations to the chemical equilibrium solver ar@de. Alternatively, k50O, could be treated by the solver as a non-
interacting semi-volatile species, or as a nondilelaspecies via a formal association of dissolutend condensation
(Jacobson, 2002). Currently,,$00, is considered to be non-volatile, and its condémsas simulated within a separate

routine (Spracklen et al., 2005).

4.1.2 Evaluation in the equilibrium operation

One element of the box model evaluation of GLOMA¥EB-1.0 involves testing how well the equilibriusubsolver

within HyDiS-1.0 compares to the benchmark equilliior solver AIM 11l (Clegg et al., 1998). In thes&periments the

gas/particle_exchange of HNONH; and HCI is simulated with HyDiS-1.0 operating atl fequilibrium. The particle

composition is set up to be size-independent, stngiinitially of a mixture of sulphuric acid, sealt and water. Relative

humidity is set to 80% and temperature and pregsustandard conditions. Three sets of these axeets are carried ou

with the total concentrations of NHHNO; and HCI set at equal values, being 0.1, 1 andph0 Bor HydiS-1.0 these totaf

concentrations are initially confined to the gaag#h Within each set a series of experiments fempeed, as the sea salt dry

volume fraction is gradually increased from 0 t®@%0(see Table 1). Surface total HN&hd NH _mixing ratios (over the

gas and particle phase) are at most 10 ppb intpdlikegions and typically around 1 ppb or less ogarote oceans (Adams$
et al., 1999). Gas phase HCI ranges typically fb@®1 to 0.1 ppb over the Southern Hemisphere ac@znckson, 1999),
and is less than 10 ppb under polluted continerttadlitions (e.q., Eldering, 1991; Nemitz, 2004)eTdoncentration ranges$

for HCI, NH; and HNQ were not primarily chosen as being representati\ey particular region or environment but rather

with numerical stability testing considerations nmnd. For the benchmark runs, the equilibrium géFticompositions

obtained with HyDiS-1.0 are used as input valuethéoonline version of AIM Ill. As the formation @f solid phase is nof

simulated with GLOMAP-HyDiS-1.0, we de-activatedstlfieature in the AIM IIl runs. The accuracy of thew solver’s

equilibrium scheme can then be evaluated by comgadhie surface pressures and the particle watdeicbobtained with

the two schemes. We refer the reader to Toppinal.e2009) for an assessment of the degree of acguhat may be

obtained with the simplified thermodynamic schereRTE.

4.1.3 Evaluation in the hybrid operation

ln-orderto-test The new solveés numerical reliability and its ability to reprocel the dynamics of the equilibration of th

D

aerosol with the gas phase are investigated; with series of model experimentgre-carried-eyone with particles within

the 4 modes initialised as binary mixtures ofS@, and HO, and the other with the finest 2 modes initialise contain

H,SO, and HO and the 2 coarser modes (accumulation and coarselly containing just sea salt and,®l (see Table 2)

he chem aYaala¥a 11 alle e A doptedfrom-Millero-e D3 ndard-Mean-Ocean-\Mate MOWA- with
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b=0.0496-Within Series 1 only HN@and NH are allowed to dissolve, whereas in Series 2 H&} dissolve additionally,
thus providing for a more complex system with degasHCI from the larger modes that can then digsalso into the
smaller modes. Théxed particle number concentratiomsthin the log-normal modeare 1000 cii (nucleation), 250 cih

(Aitken), 100 cnt (accumulation), and 0.1 ¢hicoarse); the initiahumber mediadry particle radii are 1, 25, 100 and 1090
nanometresrespectively. Five-day simulations are carried atitstandard pressure and temperature conditiotis ami

imposed diurnal temperature cycle of +-5karting at maximum temperature at 6 pmd-Relative humidityis set to 80%.

The particle number concentrations and tle-volatilgassivespecies are held constant for the dissolving sgeto

converge towards a forced dynamic equilibrium.

In order to assess the model evolution across gerahnumerical stiffness conditions, each of thie series involves threg

experiments with concentrations of the dissolvipgcies set at different values. The three expetsneach follow the

specifications above, but with the dissolving specand HN@ NH; and (within Series 2) HCI set to 1, 10 and 100

We examine the results from each of these expetsn@omparing between runs with (1) the full hybogeration of

HyDiS-1.0 (HYBR) choosing the dynamic or equilibrissub-solvers according to the decision critenmdl, with the pseudo-

transition correction enabled, (2) the equilibrisob-solver with the pseudo-transition correctionldad (PSEUDO), and

(3) the equilbrium sub-solver without pseudo-traosi (EQUIL). A benchmark for the PSEUDO and HYB&néigurations

is provided via the de-activation of the equililmiwsub-solver, of all equilibrium features of thendgnic sub-solver and al

of its dynamic time stepping features, HyDiS-1.8rthrunning in fully transient mode (TRANS)-the-hrext-subsectionan

A

against—and(3)-it-fits-the-system-it-is-supposedolve. The mathematical principle of thdynamicsub-solveschemewe

27




10

15

20

25

30

use-heravas originally developed by Jacobson (1997). llofes a semi-implicit approach (sé&). =65 to Eq. &6-8);
that was specifically developed fés computational efficiencyits unconditional stability andks relative robustness t
numerical stiffness. Later on, Jacobson (2005) gesi a more simple variant that does not adopartiap analytical
approach. This version is known to exhibit lessaohumerical tendency to infringe the mass balampeat®on, to be
computationally less expensive, and to be sliglths reliable formally speaking (Jacobson, 2005¢. éNose the earlier
version for its mathematical accuracy and its eslalbigher capacity to deal with numerical stiffneBsth variants are
mathematically accurate, as for a time siepO they tend to the exact solution. The mathemapoatision of the scheme
has been investigated for its later variant by Ziageal. (2008) against a stiff solver of ordinalijferential equations, and

found to deliver comparable results, provided that time step of integration that the scheme igl wgi¢h is sufficiently

Uelike MOSAIC, HyDiS-1.0

adopts a hybrid approachs equilibrium is assumed for certain size classeb selected species within non-equilibrium

classes, andith a further simplification to apply the PSEUD@paoximation inselecteccases where thexplicit simulation

of the dynamic behaviouwould require a high amount of computation txheertain-species-does-nrot-needtosimulated
explieitly. Although the dynamic benchmark solver is embedsli¢iin the solver, HyDiS-1.0 thus adopts a forrapproach

that is considerably distinedlthough-the-scheme-is-simplified-substantiallymay-be-shown-that the-choice-of alarime
step-does-not-necessarily result-in-a sizeableolbascuracy. Finally, t

The embedded dynaminlvesschemeaccommodates féits the complex system of several chemically interecgpecies

dissolving into a size-discretized aerosol, asolves for all size classes concurrentlpd allows updating all relevant
parameters after each internal time stepsenclusion-the-Jacobsen{199 amplici heme-fulfills—all-condition
thereforeprovides for a fast and precise benchmark if the interimaétstep is chosen appropriatébee Fig. 1)Fhisight
be-easily-achieved-by-inspecticas-sketched-within-Figure-With a small enough time step the transition anaildium

regimes will be accurately resolved, as the resililtbe graphically indistinguishable from the onbtained at a time stey

that is even smalleSimilarly—we-Our analysifoundthathe time steps of 1 and 0.01 secondsleliver accurate results fo

a size-discretised aerosol at 1 and 10 ppb, respbctAt 100 ppb numerical stiffness is pronoundeda degree that the
Jacobson (1997) scheme cannot handle dissolutionthie smaller modes unlessi@proportiongsrehibitively short time

step is chosen. For this reason;aensetbenchmark this run against the TRANS configurafmnthe accumulation and the

coarse modes only, at an internal time step of 8e&bndsThe degree of precision of the HYBR and the PSBUDnNs is

shown by their comparision with the benchmark TRANS, as these should yield similar results if nricadly accurate.
The formal accuracy of the HYBR, PSEUDO, EQUIL afRANS runs is mutually verified as they convergavdads
similar equilibrium values whenever they shouldsioby virtue of their system dynamical propertiBlse formal accuracy

of embedded fully dynamic scheme is also verifigdHigure 1, as the ambient and surface pressurébeotlissolving
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4.2 Box-modeHResults

4.2.1 Comparison against AIM Il

Fig. 5 evaluates the HyDiS-1.0 simulated equilibrigurface pressures and particle water contentsigdie benchmarkl

AIM 11l scheme as a function of the initial seatsadntent at the initial concentrations of HCI, N&hd HNQ of 0.1, 1 and

10 ppb, respectively. At 0.1 and 1 ppb (Figs. 5d &ms. 5b, respectively), and sea salt contentg0ofind 80%, the

neutralisation of K50, by the dissolving Nkland the degassing HCI reduces the water contetfiteoferosol, and would

lead to the formation of N80O,(s), which has been suppressed in these runs. BB sea salt, water contents increg

again as K50, is much less neutralised by MEAt 10 ppb (Figs. 5¢) the formation of p&D, is precluded via the combine

dissolution of NH and HNQ. Overall, the equilibrium surface pressures of;NiHd particle water contents compare qu

favorably at 0.1 and 1 ppb over the full rangees salt content (Figs. 5a and 5b, respectively) HiO; and HCl there is a

bias, which is most pronounced at high molalitiszuad 70-80% sea salt. At 10 ppb (Fig. 5¢), the [Bamost pronounced

at low contents of sea salt and the associatedrhaélities, for both the surface pressures of HiGl HNQ and the liquid

water content, while the pressure of Nstill seems to compare favourably over severagmaf magnitude. The bias ma

not represent a limitation to the accuracy of tlugildorium solver, but rather the very pronounceshsstivity of the

equilibrium surface pressure of highly concentradad neutralised acids. At low proton concentratjanpronounced biag

in the surface pressure does not lead to a simiEdnounced bias in the liquid phase concentra@snthe equilibration

occurs predominantly via a variation of the pH (aks® below). Furthermore, it needs to be cons@idrat HyDiS-1.0 uses

a parameterized thermodynamic scheme. In accordgititd opping et al. (2009), for both HN@nd HCI the discrepancy

increases with relative humidity, whereas for ke bias is larger at lower humidities. in all@acreasing with the mola

concentration of the solutes. Given these relatimss the limited nature of the bias and the cdestsagreement betwee

AIM Il and HyDiS-1.0, it seems plausible that tbdference between the equilibrium pressures aedwhter content is

entirely related to the dissimilarity of the themiyoamic schemes.

4.2.2 Size-resolved dynamics — sulphate only parés

Figs. 6a5_and 6bcompare the size-resolved NQOand NH, predicted by the new solver under the 1 ppb Hd6d NH
initialised TRANS, HYBR, PSEUDO and EQUIL configtians for binary sulphuric acid particles (expenrnhseries 1).
Contents within the nucleation mode are not shosvithay are negligiblelhe particle size and pH is also shown, howe

for the accumulation and the coarse mode only (Figs For the coarse mode, the degree of saturationrestpect to gas

phase NHand HNQ is also given(Figs. 6a.1 and 6b.1Much more than to the time step, this value listeel to the choice

er

whether the temporal evolution of non-equilibriunodas is assessed with the dynamic sub-solver dr thi2 pseudo-
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transition approximation. As will turn out, theppb run without sea-salt is the only one which gbbver treats the coars
mode dissolution fully dynamically. For the otherh§brid experiments, dissolution into the coarsedenés calculated
applying (either partially or fully) the pseudo+isition approximation, illustrating the operatiohtbe hybrid solver in
conditions of humerical stiffness.

At 1 ppb without sea salt, ammonia is the drivilgeaes, dissolving quickly into the aqueous phasé partially
neutralising the sulphuric acid. As a consequetieeparticle pHret-shewn)increases initially before reducing again later

once the dissolution of the weaker nitric acid tstap occur The accurate functioning of the equilibrium solis

demonstrated as the EQUIL particle pH is approx@igat0.55 for both the accumulation and the coamsde (Figs. 6¢) ,

which reflects the fact that their simulated edwilim composition is equaBy virtue of the temperature dependence of the

Henry constant, nitric acid dissolves more readilfower temperature (Kim et al., 1993; Nenes €1998), so its content is
maximal in the aqueous phaseGatimnight By contrast, the solubility of ammonia is notrparrily determined by the|
temperature variability of the Henry constant, bather by the variability of the particle pH. Fdrese 1lppb runs,
ammonium has little diurnal variation as the suhhacid is not close to being fully neutralisedidine tendency for NHto

evaporate at high temperature is buffetbd—comparably—high—variabilityof nitrate—is—compatedby the degree of

dissociation of sulphuric acid. Efficient chemidateraction does not set in under these conditiavity particulate

ammonium around 2 orders of magnitude higher thahdf nitrate.

Results obtained with the dynamic configuratiores @nsiderably different than when equilibrium ssuimed. Treating the
partitioning dynamically accounts for timesehlonger timescale for the nitric acithd ammonido dissolve into the coarsef
particles—with Tthe dynamic runs predieg—much-more nighttime uptake to the smaller particle modesdwvith a
subsequent slow transfer to the coarse mode asabutionium and nitrate evaporate during the daycdyrastthis effect
is missed by ttmmg—anethbnumﬂaamﬂemng approachee#@e@lymsses%b—uﬁ%@%e—#ﬁme#pa#ﬂeles—wﬁh—a
on-modesAfter five days the bias obtained with the equilim
assumption is still of the order of 50% for ammani@Fig. 65b.1-3), and of the order of 20% and 50% for nitréiy.
65a.1-3)at high and low temperatigdering-daytime-and-nighttimeespectivelyLikewise, the accumulation mode pH is still
more than 30% higher than at equilibrium, while toarse mode pH is still to increase further byuald®% (Figs. 6¢.3-4).

Interestingly, particle size is fairly stable, labsin 5% from equilibrium for the accumulation mptkss than 1% for the

coarse mode (Figs. 6¢c.1-2). Particle size decreaghsthe amount of dissolved NHilong with the neutralisation of th¢

solution and the related decrease of its hygrostgpNote that all biases are relative to the benchmi@®RNS run. The

pronounced non-equilibrium conditions are reveddgdhe degree of saturation of the coarse modes(E#.4 and 6b.4.

While HNG; is close to equilibrium during the entire simuthigeriod for all three dynamic runs, the driving Nbarely
reaches 10% saturation after five days. The sinomaif the coarse mode is fully dynamic with the BRY configuration so
the HYBR run is barely distinguishable from the TR& run in Fig.65. Runs performed at 0.1 ppb (not shown) are simil|ar

with the solver also operating well under condisiaf limited chemical interaction and numericaffséss. Similarly, the
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PSEUDO configuration shows a high degree of acguras the ammonium mixing ratios are very closehtwse of the
HYBR and TRANS configurations, thus demonstrating appropriateness of its underlying assumptiomeiumoderately

polluted conditionsApart from their mutual consistency, the accuratyhe dynamic runs is corroborated as they tend

the solution that is provided by the equilibriuniveo.

Fig. 76 shows the evolution ghe simulated size-resolved particle compositiparticle size and plfor the experiment with

10ppb gas phase HN@nd NH dissolving into sulphuric acid particles in thenbdes. A is testified by the equilibrium

proton concentration of pH.5-10-ppband the increase of particle size with the amadirdissolved matterdfull chemical

interaction sets in over the course of flieppbsimulation, with effective neutralisation of sulpltuacid, mixing ratios of

nitrate and ammonium of the same order of magnjtade surface vapour pressures close to saturdtibite ammonia still
acts as the initial driver of dissolution, the gasase approaches pseudo-equilibrium within one (day shown), thus
confering a relatively high degree of numericadffistiss to the system. In these conditions, the fdyinamic configuration
adopts short time steps while the hybrid algoritbmevalently invokes the equilibrium sub-solver diee CPU time
considerations. This approximation introduces & lfg most ~20%) into the hybrid solver, with th€BR run (blue) now
distinguishable from the TRANS run (purple) in kige 76. However, it is relatively uncommon for nitric da@nd ammonia
mixing ratios to reach 10 ppb in the troposphevenen the most polluted areas, and our resultfiroothe hybrid solver is
reliable in numerically challenging conditions. Fbe PSEUDO run, the temporal evolution of the amitnm content of the
coarse mode is constantly mimicked via an approtamaf its equilibration time, and a larger bia80%) is apparent. The
equilibration time is estimated for each speciafividually, and does not take into account theierafcal interaction. In
consequence the equilibration time is over-estichae10 ppb, the flux of dissolving ammonia is soimat too low and
concentrations within the coarse mode are incrgasio slowly. Similarly to the behaviour seen gipb, the errors incurred
with the EQUIL configuration are considerable atuard 50% low-bias for fine-mode ammonium and rétrat night and

~20-30% high bias for coarse mode nitrate and ammoepending on time of the dafgain, the results obtained wit

the dynamic configurations are verified mutually their similarity, and corroborated through theanvergence to the

equilibrium solution. The accuracy of the lattevesified by the equal pH in the accumulation amel toarse mode shown

in Figs. 7c.3-4.

At 100 ppb dissolution is fully steered by chemitdéraction as nitrate and ammonium contents knest equalin both
the gas and the liquid pha@€igs. 8a7 and 8l). Equilibrium particle pH increases to around &®s. 8c.3- , the
radius of the coarse mode increases considerainty &n initial 1.6 um to about Jum at equilibrium (Figs. 8c.2and less

than 5% of nitric acid and ammonia remain in the ghase, resulting in a high variability in bothtmde pH and surface
vapour pressureti{e latternot shown). The resulting extreme numerical stéhénduces a slight artificial drift in thg

equilibrium regime (e.g., Fig87a.1), as the equilibrium sub-solver struggles taldish chemical equilibrium among th

%

modes.Nevertheless, the solution determined by the dayiilin solver proves to be consistent, as the plkesslutely

similar_in all the modedrurthermore, the numerical stiffness results inredpminant invocation of the pseudo-transition
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approximation with the HYBR configuration. Wherettee HYBR run correctly chooses NHas driver of chemical
interaction, as is testified by the degree of sdion of the coarse mode (Fig%¥?.4), and PSEUDO quickly switches t1>
HNO; as a result of its simplified dynamical assumpidmoth the HYBR and the PSEUDO runs yield veryilaimresults,
thus underlining the secondary relevance of theradegf saturation for the estimation of particlenpasition under

conditions of pronounced chemical interactigiso, the results obtained with the HYBR and th&BBO approximations

are similar to those of the benchmark TRANS runystlverifying the dynamical phenomena they predsith the

accumulation and the coarse equilibrate very slpwly NH and HNQ may only evaporate very slowly from th

11°

accumulation mode and transit through the gas piwaies coarse mode due to the very sensitive sufeessure¥hile-the

released-by-the-aceumudlat-moede After 5 days, the amount of dissolved matter i ¢barse mode is still overestimated Iy
the EQUIL configuration by a factor of 8, whilsttage to the Aitken and the accumulation mode isdaddow by a factor of

4. In conditions of ammonium nitrate formation difpium assumptions are thus susceptible to produsg@nificant bias
across the entire particle spectrum whenever nfa$teodissolving species is in the aerosol phaskthere is a substantial
contrast in the equilibration time of the aerodeéslassesEven for these unrealistically high concentratioh$iNO; and
NH; of 100 ppb and the resulting numerical stiffndssth the HYBR and PSEUDO configurations prove toré@ble,

remaining numerically stable and having little biAfer a period of 5 days it is still barely digguishable for HYBR and of]
the order of 5% for PSEUDO.

4.2.3 Size-resolved dynamics — sea salt included

Fig. 98 compares Series 2 results for nitric acid, ammani hydrochloric acid at 1 ppb dissolving intoeaaternal mixture

of sulphuric acid (nucleation and Aitken modes) a@-salt particles (accumulation and coarse modd® EQUIL

configuration reveals a somewhat counterintuitivepprty, as the initial compositions of the accuatioh and the coarse
mode are equal, and their equilibrium compositiamsnot. It appears that particles memorize thgirodf chloride, whether
sea salt or dissolved hydrochloric acid: while tle&ative quantities of dissolved matter are equakquilibrium, as is

testified by an equal proton concentration of agjpnately pH=3.4 (not shown), the relative amourtgldoride, as given
by sea salt and hydrochloric acid, differ as thgsentities depend on the respective condensatidnadithe modes. The
Aitken and the nucleation mode show a specific amsitjpn, as is testified by their equilibrium pH abprox. 0.75, which
reflects their non-volatile sulphuric acid conteht. the TRANS run, the coarse mode takes arouncays do reach

equilibrium composition as nitric acid dissolvesvely into the aqueous phase and hydrochloric aeghdes. The amount of
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hydrochloric acid in the accumulation mode increaas it adapts to the surplus released by the esagsle (the inverse
applies to nitric acid). This 2-day timescale ftyemical equilibration of the sea salt particlesaister than the very slow
equilibration of coarse sulphuric acid particleslappb (Figs.65.3). The relatively high content of both nitrateda|1|
ammonium in sea salt particles at equilibrium iatks a much more effective chemical interactioneumaimerically stiff
conditions. This circumstance is also demonstrégdhe similarity of the HYBR and the PSEUDO result Fig. 98. |
Except for a very short initial period, the pseudmsition approximation is constantly chosen witie HYBR
configuration, as is testified by resolutely eqdebrees of saturation of the coarse mode (Eig<l). Nitrate serves as +
driver, to which chloride and ammonium are equditkd. Under moderately polluted conditions, theugedransition
approximation produces fair results, with a smalsbin coarse mode nitrate and chloride of aroufdagd 10%,
respectively, due to some degree of misrepresentaif the competition between these two, while ¢oilibration of
ammonium proves to yield fairly accurate results ioontext of short equilibration times along witlv ammonia solubility
at low particle pH. With the TRANS configuratiommet degree of saturation of the coarse mode exfahinounced daily
cycle (Figs.98.4). In contrast, except for nitrate, the pseudmdition approximation assumes saturated condifonthe
non-driving species. The low related biases reaeaiw the secondary importance of the pressure egathr a reliable
simulation of particle composition under conditioaé pronounced chemical interaction. The bias ole@i with the
equilibrium assumption is much larger for chloridaed nitrate (up to a factor of two), while ammoniignagain in
reasonable agreement. HCI and HN&zt as competitors, while NHshows a low solubility that is conditioned by the

particle pH, which in turn is relatively unaffectbg the exchange process between the two acids.

Fig. 109 shows the results for sulphate and sea salt dsr{Series 2) with the dissolving gases at 10 ppider these
conditions, the previously observed chemical intéoa under numerically stiff conditions is pronaed further, with very
slow equilibration, and nitrate and ammonium cotgemuch higher than in the 1ppb runs. In the pmadschemical
interaction the sea salt particles become acidifiexd shown). Within the dynamic configurationse tttiurnal temperature
variation prevents the modes from ever reaching emary equilibrium, as is testified by the degréesaturation of the
coarse mode (Figd.09.4), because the forcing exerted by temperatuigster than the equilibration of the coarse mode an
the latter is in competition with the smaller modEsr this reason, and in analogy to the 10 ppbotlision into sulphate
aerosol (Fig.76), the TRANS run exhibits a much more pronouncedrdil variability of the accumulation and the Aitk
modes (Figs109.1-2), which compensates for the relative inerfithe composition of the coarse mode (Fi3.3). As in
the preceeding 1 ppb sea salt (Eig), the HYBR configuration yields similar resultsttee PSEUDO configuration becaude
the hybrid solver constantly chooses the pseudwsitian approximation to avoid small time stepstie context of
numerical stiffness. For the same reason, the degfreaturation of the coarse mode does not exthibipronounced daily
cycle it does with the TRANS configuration for then-driving species (Figd.09.4). At 10 ppb dissolution into sulphatei,
the equilibration time of the coarse mode was astemated in the PSEUDO run with respect to theidgivammonia,

resulting in an underestimation of both ammonium aitrate (magenta versus blue line in Fig&3). The opposite appliest
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here, with fine mode ammonium and nitrate slighilyh biased in the PSEUDO (and HYBRID) runs comgauethe fully
dynamic simulation. In the presence of sea satisér nitric acid is chosen by the solver as thiqumdriver to dissolution,
and the aqueous phase concentrations of ammoniahdoride are equilibrated to it. During the fiddy the solver appears
to quite well catch the dynamics of the equilitmatiof the coarse mode. Past this point, howeverathount of all three
dissolving species is overestimated in the coamsgemthus leading to an underestimation of theesuatin the Aitken and
the accumulation modes. It appears then that ratid does not act as the sole driver, but thatdofdoric acid figures as a
secondary driver. The instantaneous equilibratibrinymirochloric acid to the nitrate content of theacse mode in the
pseudo-transition regime leads to its overestimatighich via chemical interaction leads likewiseato overestimation of
the content of ammonium, and via competition toagife effects in the smaller modes. The resultireg Iof the hybrid
solver is at most around 25% for chloride in thékéin and accumulation mode, and up to 40% for @kdoin the coarse
mode. The respective biases for ammonium and eitred less, and in the gas phase all three diagobgecies agree well
throughout the simulation (not shown).

Figure 110 depicts the 100 ppb run within Series 2 with sal& Similarly to the 100 ppb sulphate particld®e EQUIL
configuration shows a slight drift due to the emieenumerical stiffness at these very high mixingos-which—is—mest
apparentfor-the-Aitken—meddhe pronounced chemical interaction property xkildted by the fact that the particle
ammonium content is almost twice that of chloridel anitrate, such that honore than approximately 1% of total BH
remains in the gas phadeids. 11.het-shewi), thus inducing a mechanically limited slow equition of the accumulation
and the coarse mod€he Sea salt particles are acidified as¥#2.3-appreximatelynot shown)which is remarkably close
to the equilibrium pH at 100 ppb without sea sslich tha

approximationSimilarlyte-100-ppb-sulphatehe equilibration is also chemically limited viagiable yet relatively constant
Surface Qressu g Aitken mode-—exhibi alonaer-initial eguilibom-time-than-the g umulation-mode sasesy a .S

icqsee Figs. 10.4).
While the variability of the agueous phase ammoni@mcentrations looks similar to the one of 1 pplpisate aerosol (Fig.

6b), the phenomena are mechanistically differeatttie equilibration at 1 ppb is entirely steeredile slow transition of

NHjs in the context of low gas phase concentrationd,thus dynamically limited, as is also reflectedtiy comparably low

pH. The driving nature of Nidat a comparably high gas phase concentrationGpfb introduces a large bias in the HYBR

and PSEUDO approximations, as they underestimatedhilibration time considerably. In analogy tpdb and 10 ppb sea

salt, and 100 ppb without, the HYBR and PSEUDO ramesalmost identical, as the hybrid solver avaidsll time steps
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with the choice of the pseudo-transition approxioratAlthough both make use of the pseudo-transitiorr@gmation, the
HYBR and the PSEUDO configurations need not prodidgeurously similar resultsin—centrast becausethe—results
obtainedby-the HYBR-run-may-—depend-to-acertain-degree—on-the internal-mp—aghe may switch to the pseudo
transition approximatiomay-eccurafter a partial integration over the overall tistephas occuredAlthoughthe-variability

he aaueous phase concen ons_of ammeoniusndsthe oneof 1 Bob shate_aerosol (Bl)_the_equilibration-of

effective-chemical-interactiol.he bias introduced by HYBR and PSEUDO is in exadss0% for all dissolving species

Still, the disparity of the approximate dynamic figurations against the benchmark TRANS solutioless than in the full
equilibrium case, so that the HyDiS-1.0 algorithotp@rforms the equilibrium approashil—the-disparities-between-the

namic_confio ion nd aauilibrium-are saterable with discrenancies of the order of 50%4thesmallermod

4.2.4 Computational expense

Computatiorl times for the entire simulated time period of yslare compared in Tabgt for the box model test cases.

The computational expense of HyDiS-1.0 is expressegercentage of the time consumption of the at@n@GLOMAP-
mode aerosol microphyiscal scheme, which compneest notably routines for nucleation, condensaticragulation,
cloud and precipitation scavenging, sedimentatioth dry deposition, mode merging and wet oxidatisee(Mann et al.,
2010). All standard GLOMAP microphysical processese switched off for the dissolution tests abovable 31 shows
that for the test cases the time consumption ofitbsolution scheme amounts to a fraction of thadsird GLOMAP-mode
aerosol microphysical scheme only. Essentially, cbmputational time increases with the ambient eatration of the
dissolving species along with numerical stiffneshe hybrid runs appear to require more computatitinge than the
equilibrium runs while pseudo-transition appearddorelatively independent of ambient conditiongoTelements tend to
break down the correlation between numerical ®tffnand computational expense. First, the equifibsolver diagnoses
slow convergence and limits the number of iteratiascordingly. For this reason, the 10 ppb searsaltrequires more
computation time that the 100 ppb run. Second, hilerid solver comprises an equilibration mass ddte when
distinguishing between equilibrium and dynamic no(kee above). When applied, this criterion mayetsed to relatively
small time steps, which require a relatively highoaint of computation time. The hybrid 1 ppb sea kel illustrates this
circumstance, as strong competition between thenagiation and the coarse mode for nitric acid rexguboth modes to be
treated dynamically.
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5 First Global Modelling Results
5.1 Introduction

In this section, we describe the implementatiotdpbiS-1.0 in the 3D global offline chemistry tramspmodel TOMCAT
(Chipperfield, 2006) as an extension of the GLOMABde aerosol microphysics module (Mann et al., 2010

The aims of this section are to (1) demonstrate the new solver reliably delivers physically retit results in the
framework of a global 3-D model, (2) assess thergxio which the equilibrium and hybrid configueais of the solver may
lead to different size-resolved partitioning ofraie and ammonium, and (3) to demonstrate the odvers competitive

computational expense.

5.2 Global Model Implementation and Experimental Stip

We use the “coupled-chemistry” version of the TOMIGELOMAP global aerosol microphysics model, as use8chmidt
et al. (2010), which uses the same sulphur chegméstrin Mann et al. (2010) in combination with arlile tropospheric
chemistry scheme, allowing for interactions betwgaseous sulphur species and oxidants (see Breiddr, 2010). The
TOMCAT tropospheric chemistry module provides ghage nitric acid and ammonia concentrations, viiéhrtew solver
then predicting their partitioning into the ammaniand nitrate components of each size mode. Thpledur OMCAT-
GLOMAP chemistry module does not currently comptigerochloric acid. The wet oxidation of $@& assessed within
GLOMAP. H,SQ, is considered to be non-volatile, whether it oréges from condensation or wet oxidation, it may no
evaporate from the aqueous phase. HyDiS-1.0 sirsithe influence of 30, on the solubility of semi-volatile species via
the particle pH and the activity coefficients, bs tatter and the partial dissociation propertyHgO, are assessed with the
embedded thermodynamic scheme PDFITE (see above).

Whereas in the box model simulations from sectipardy the 4 hygroscopic modes were activated, hereise the full 7-
mode GLOMAP configuration that includes three ingbé modes containing hydrophobic carbonaceousdastiparticles.
The model no longer tracks a “sea-salt” componérgiead separately tracking sodium and chloridesessn the
accumulation and coarse mode, as well as nitradleaammonium in each soluble mode, requiring an audit 10 aerosol
tracers to be transported compared to the origioafiguration (see Fig.2ta and Fig. 21b for a comparison between thF
configuration of GLOMAP-mode with and without HyD1IS0).

The representations of the main aerosol processasnghanged (as described in Mann et al., 20b®)pdsing nucleation,
condensation, coagulation, cloud chemical procgssiloud and precipitation scavenging, sedimematiy deposition and
wet removal. The model set-up routines were adagatdzb consistent with the chemical species takém account by the
dissolution scheme (see TaBld). Liquid water content is calculated according tipping et al. (2009), and particle densify
is assessed with a new routine that takes intoumtgoarticle composition following the dissolutiof inorganics. As in
Mann et al. (2010), sea salt is emitted into theérdghilic accumulation and coarse modes but theposition of sea salt is

modified assuming mole fractions of 0.024, 0.518 &8mM64 for sulphate, sodium and chloride, respelsti(see above).
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Ammonia emissions are from Bouwman et al. (199Wh w0O,, BC and POM emissions included from anthropogenic
(Dentener et al. 2006) and biomass burning (vanAdenf et al., 2003) sources. The dissolution solsersed to simulate the
exchange of nitric acid and ammonium between treagal the particle aqueous phase. Within this stagghanges of
hydrochloric acid and those that involve a solidag#h may not be treated due to a lack of formalessptation.
Heterogeneous processes and the formation of sagpoochanics are not taken into account, as thesevéitched off. None
of these processes is required with respect topthmeipal goal of the present global simulationsiich is to verify the
numerical functioning and performance of HyDiS-1.0.

In section 5.3 we present results from a 1-yeaulsition of the new model after 3 months spin-upe Bimulations were
carried out at T42 horizontal resolution (~2.8x2&grees longitude/latitude) with 31 vertical levels a hybrid sigma
pressure coordinate.

The main transport time step for the model is 30utgs, with the TOMCAT chemistry and GLOMAP aerasiatrophysics
each solved on a 15 minute time step. As desciilyeSpracklen et al. (2005) and used in Mann e{28110), GLOMAP
also includes a shorter “competition time step’3ahinutes used when the condensation and nuateat® integrated in a
process-split fashion. HyDiS-1.0 is implementedasafely from these routines. It is the last progesdine to be invoked
within the GLOMAP aerosol model and is integratdthvan overall time step of 15 minutes.

The uptake coefficient of nitric acid and ammonia set to 0.2 and 0.1, respectively. The uptakéicmmnt of nitric acid is
known to be strongly temperature dependent (Varebet al., 1990). The uptake coefficient of ammappears to depend
significantly on both pH and temperature (Shi et 999). In the ternary 430, NHz, H,O system, it also appears to be an
explicit function of the degree of neutralisatiohtH,SO, by NH; (Swartz et al., 1999). The update coefficientsthus an
integral part of the interactive properties of amtochemistry, and the values we chose may onlyesas a first
approximation to a question that is treated in stigly. In the context of this study, the uptakefficient plays a role in the
distinction between equilibrium and dynamic modes,well as in the choice of the integration timepsbf the dynamic
solver, as it determines the equilibration time.r Fois reason, a low uptake coefficient will tend increase the
computational expense of the solver along with misakstiffness and the number of time steps reglir

The findings of Section 5.3 have to be relativiagdinst the absence of solid phase processes indtiel. The formation of
crystallized ammonium nitrate and/or crystal commsiof ammonium and sulphate is accompanied by\taporation of
ammonia and nitric acid that is in excess (see, ®&gtzger and Lelieveld, 2007). Global model stsdsuggest that
crystallized ammonium nitrate is mainly encountemnader the cold and dry conditions of the Antarsticithern hemisphere
winter, whereas the formation of ammonium sulpheticles under polluted and relatively dry coratis over the mid and
low lattitude continents is mostly accompanied by tomplete evaporation of particle nitrate Magtral., 2004). In the
boundary layer, about 70% of all particle nitratsviound to evaporate as it is in excess, whileghwining fraction would
be about half and half in the aqueous and in thid phase. In line with these results, the evaponadf ammonia was found
to be limited to less than 10% on global averadee Widespread incidence of solid and mixed phagadtion shows that

the liquid aerosol assumption is a rough simplifaa This is particularly true for nitrate overeticontinents and the high
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latitudes. While not required for the verificatiofthe reliability and performance of the solvédre taccurate simulation of
non-equilibrium effects requires an accurate repregion of all gas-particle phase exchange preses®henever solid or
mixed phase particles occur, the present resultsthexefore only serve as a preliminary indicationthe importance of

these effects.

5.3 Results

Fig.ure 132 shows the surface Northern Hemisphere distributibannual-mean model particulate nitrate and aniamon
mass concentrations compared against observations the CASTNET/IMPROVE, EMEP and EANET measurement
networks (compiled by Pringle et al. (2010) for glear 2002). Model results are obtained with thierigyconfiguration of
the dissolution solver. The solver delivers phylsiagalistic amounts of particle ammonium and atiér globally across both
polluted and less polluted regions, thus demoristratts numerical reliability within the parametgrace of the atmosphere.
Simulated nitrate has a substantial low bias inttNémmerica however. This inaccuracy need not bateel to the model
assumptions and simplifications, as there are dikelly causes. The amount of nitric acid dissodvinto the particle phase
is highly dependent on particle pH, and thus thityalo accurately predict particulate nitratesaoch sulphate-rich regions
is dependent also on the amount of sulphuric aeidus ammonia (e.g., Xu and Penner, 2012). Whempaong the model
values to the observations, one also needs todmmgie representativeness of the monitoring siteliation to the model
resolution.

Figures. 143 and B4 compare size-resolved July 2003 nitrate and amencomtents, as the left-hand and right-hand parrels
show results with the hybrid and equilibrium configtion, respectively. Values are shown as a mtdedtaction of the
sum of N&, SO, HSQ,, NH,", NOy and Clin the Aitken, accumulation and coarse mode agu@base excluding water
and non-soluble species. Gas phase R HNQ are also shown as volume mixing ratios, with eluim gas phase
contents shown as the relative change from valu#s the hybrid configuration. The pseudo-transitmonfiguration was
also assessed, however results are not shownewpsité very similar to the values obtained in tierial configuration. In
the hybrid run considerable amounts of nitrate oatuhe Aitken mode both over the Arctic and Awctar. The dissolution

of nitric acid (Fig. #3) is highly temperature dependent and as suchecktata pronounced seasonal cycle (e.g., Metzgeir et
al., 2002b; Pringle et al., 2010). Although the thrés relatively warm in July and ammonia/ammoniaaoncentrations are
fairly low (of the order of 0.01 to 0.1 ppb), it ynatill suffice to neutralize the sulphate contaliria the Aitken mode
sufficiently, such that in conjunction with the alely high relative humidity over the Arctic Sedrate comprises up to
90% of solutes present in particles at these sides.hybrid solver seems to catch the dynamicdssiotlition with respect
to a discretised aerosol as it predicts that thatei fraction is most important in the Aitken maddfég. 143a.1). In marine |
and remote regions sea salt is often present indbemulation mode, and is therefore much moregtorhe dissolution of
nitric acid. However, the competing Aitken modefaster to equilibrate such that the nitrate contgnthe accumulation
mode remains constrained to typically less than 1B 143a.2). The model suggests that the phenomenon vibeutdost

pronounced in the Antarctic, where the accumulatitode is dominated by sulphate. The model canrmuiodeice the

38



10

15

20

25

30

evaporation of excess nitric acid in a context ytallisation of ammmonium nitrate at this poiand it thus seems likely
that the simulated nitrate within the Aitken modeverestimated at the expense of the larger fesgtic

The importance of the dynamics for the fractionatad nitrate is demonstrated by the comparison wigh equilibrium
results. The equilibrium configuration results irsignificantly different partitioning, as the niteafraction in the Aitken
mode is reduced due to efficient competition thiotlge coarse mode (Fig4db.1 versus Fig. 43b.3). The accumulation
mode (Fig. #3b.2) is squeezed between the Aitken and the coaoske: While its nitrate content seemingly vanisinethe
Arctic, it increases significantly in the Antarctidowever, it remains unclear to what extent thelehds able to reproduce
the effects that occur in this region.

The fractionation of ammonium (Fig54) appears to be much less dynamically driven, zsable amounts of ammoniur11
are present in the Aitken, accumulation and coargde irrespective of the configuration of the hgtbgblver. Rather, the
partitioning of ammonium seems to be primarily drivby the ratio of particle sulphate to sea salt sgacondarily by the
total atmospheric ammonia content. In continerggians, ammonium typically accounts for more thafko5of the Aitken
mode, with the notable exception of North Africaiethis characterised by low ambient ammonia comaéions. This
finding should be relatively robust with respecthie prominent formation of ammonium sulphate dtercontinents, as the
evaporative losses of excess ammonium appear limied overall. In marine regions, the accumulatand coarse modes
are mostly dominated by sea salt, notwithstandiag @mmonia concentrations are higher in the Nanthkiemisphere.

The role of the sulphate to sea salt ratio is alggarent when comparing the global distributiogad phase nitric acid and
ammonia concentrations between the simulations thighhybrid and equilibrium configurations of thever (Fig. 43a.4
versus Fig. 43b.4, and Fig.B4a.4 versus Fig.34b.4, respectively). Significant differences are amgpt at high latitudes,
for which it is suggested that significant nitricicafractions would be present in the aqueous plesd also more clearly in
marine regions where particles are mostly dominatedea salt. Over the Southern Ocean, althougih idgtic acid is very
low, it dissolves readily into the abundant sed palticles. The equilibrium configuration shows andower gas phase
nitric acid concentrations, by another 90% in tldgion. Similarly, the sensitivity of ammonia toetldynamical regime
resolved by the hybrid solver is highest in thoseaa in which it is scarce, while changes in ig-sesolved partitioning are
felt to a lesser degree. Via chemical interactidth witrate, the ambient concentration of ammoniardhe Southern Ocean
is predicted to be lower by 10-25% than predictgdthe equilibrium approach. At the high latitudestioe Northern
Hemisphere, higher particle ammonium leads to aedse of the ambient concentration of ammoniamt&ly more than
50% in the equilibrium regime.

Figures B5 and /6 show the January 2004 contents of nitrate and anmumorespectively, again left-hand and right—ha11d
columns showing simulations with the hybrid and ilgrium configurations of the solver. These resusthould remain
relatively unaffected if the crystallization of ammum nitrate was taken into account, as model lgitianns suggest that it
is not a widespread occurrence during the NorthkEmisphere winter (Martin et al., 2004). Total isitacid and ammonia
are high enough over Northern Hemisphere continfentsitrate aerosol to form within the Aitken aadcumulation modes

even deep into the mid-latitudes during wintertiltoe temperature conditions, each comprising ~40-58f%otal solute
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mole fraction over large parts of Siberia and Candthe fraction of ammonium tends to decline witbréasing latitude
along with its decreasing total atmospheric conegion, whereas nitrate remains substantial duentoe effective
partitioning at lower temperatures. The Aitken manenpetes efficiently for available nitrate and asnmm with the
accumulation and the coarse mode, with accumuldtictions tending to be significantly lower, angbstantially lower
fractions in the coarse mode, especially for rétr&onsistently, a very pronounced seasonal cycleifrate is revealed by
comparing the January and July global surface nflaigs 143 versus £5). In contrast, the seasonal cycle of ammoniuny is
less pronounced (Fig.54 versus I6). Its dissolution appears to be less temperatependent, as it is the result of the
superposition of the temperature and the vegetaijole.

The comparison of January equilibrium and hybridutes predicts similar effects as those seen fdy. MWhen the
equilibrium assumption is made, more nitrate fartg into coarse particles with the Aitken modeaté fraction reduced
from typically 40-50% in continental regions to 80%, with similar figures occurring in the accumigda mode. Likewise,
the equilibrium assumption also leads to discrejg@nin the gas phase concentrations of nitric acid ammonia. Nitric
acid is most affected in areas that show eithertima concentration in combination with sea satthigh aqueous phase
concentrations in combination with a shift in itsadtionation (Fig. &5a.4). Ambient nitric acid concentrations alle
consistently lower in the equilibrium regime, byigally 25-90%, except for limited areas in Sibesiaere ambient nitric
acid is predicted to increase (Figgsb.4). The effect of the equilibrium assumption enb&nt ammonia appears to ble
similarly related to its overall abundance, andgerred by chemical interaction with dissolved niticid in relationship to
low temperatures and/or sea salt (Figéd.4 versus Fig 16b.4). Over the Arctic, the equilibrium assumpti@duces the|

low predicted ammonia in the hybrid configuratignrbore than another 99% via the increased dissolwf nitric acid.

5.4 Computational expense

In this sub-section we assess the computationareegof the dissolution solver in the global modeimparing the hybrid,
pseudo-transition and equilibrium configurationat@ontrol run with dissolution disabled. Tabl&indicates the seasonall*
resolved computational expense for each of theesatenfigurations as a relative to control. Therid/tzonfiguration is
most expensive in southern hemispheric winter gmihg, which likely reflects increased occurrendestoorter time steps,
matching with increases in CPU cost seen for tleeighs-transition configuration. In contrast, theiloium configuration
is fastest at this time of year, being much sloimenorthern hemispheric winter, due to larger nurahbs stiff grid boxes
during the formation of nitrate aerosol. On yeaxlyerage, the hybrid configuration of the solvepiidy marginally more
expensive than the equilibrium configuration butsasn in section 5.3 gives more accurate resuiis. pseudo-transition
configuration comes with more than double the arhofiextra computation time. At the same time @éasonal dependence
is much less pronounced. The extra amount of caamtpugl expense of the pseudo-transition configomais most
certainly related to the larger amount of multi-rmbéquilibration iterations required by this configtion, as the estimation
of the composition of the pseudo-transition modefiily embedded into the iterative equilibratiorogess among aerosol

size classes (see above).
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The absolute computation time required by the tlo@digurations is indicated in the final columnTdble53. In analogy
to the approach taken by Zaveri et al. (2008), vesent this time interval as normalised per gritl eerosol size class and
time step. The present calculations were carriedoouthe phase 2a configuration of the UK natiosibercomputing
resource “High End Computing Terrascale Resoure#(ToR), with 8 AMD Opteron Quad Core 2.3 GHz noda2a
CPUs). Although we multiplied by the CPU number ngalise that computation time is not proportiomatiie number of
CPUs, nor is it inversely proportional to the numbgsize classes. Nevertheless, the calculation allaw a useful way to
roughly compare to the cost of other publishedexslvThe present solver was written in a way thattumber of internal
time steps required by the dynamic sub-solver dmgsnormally exceed two or three, considering ttlasses requiring a
higher number of internal time steps are typicallyequilibrium with respect to the overall time stdn doing so, it is
ensured that the internal time step of the soleads$ to increase in parallel with the overall tisbep. Other solvers might
not follow this approach, thus adding to the comityeof comparing computational expense.

Zaveri et al. (2008) obtained an average computakiexpense of about 125 on a single INTEL Xeon single-core 3 GHz
CPU (without providing any further information alidhe system that was used), while the expenskeof¢éw solver in the
hybrid regime is less than 2. However, the reader should note that MOSAIC ed¢solves solid phase processes, used 8
size classes rather than 4, that their time stepSmainutes rather than 15, that the number of CRassone rather than 32,
and that the figure given by Zaveri et al. (2008)ludes the computational expense of the aerosmioptiysics. For this
reason, a more appropriate comparison between @8AIC and the HyDiS-1.0 computational expense migghbbtained
as the figure of 2Qus is doubled for the computational expense of tleraphysics within GLOMAP to be taken into
account conservatively. Although, the above metibnormalisation may filter some of the effectshaf limitations, which
may also be counterbalancing to some extent, itapthat the schemes are very dissimilar andetlger should only take

these figures as an indication that the solversimatational expense seems to roughly be of the sades of magnitude.

6 Conclusion

Within this paper we have presented the new diisolsolver HyDiS-1.0. The formalism of the sohalows a maximum
of three chemically interdependent species to tissconjointly, and combines an aerosol size seleaquilibrium and
dynamic approach. Depending on tailored decisioter@ size classes that are diagnosed to be irenailibrium are
treated fully dynamically, species selectively dyizally or corrected with an ad hoc approximatehuodtthat relies on the
estimation of the equilibration time with respeetat pre-defined driving species. In particulareaain number of specific
numerical schemes were developed, such as anagdéipte stepping method that largely sets the step as a function of
the overal time step of the model, and equilibremivers for chemically and gas-phase driven disswitthat are based on
a species interactive analytical and a variatignigciple, respectively.

The numerical stability and accuracy of the neweolwas investigated through box model experimelmtsorder to

maximise the numerical stiffness property, the bmdel experiments were partially performed beydmdrealistic range of
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atmospheric concentrations of dissolving speciedl. dguilibrium runswith bulk aerosol particles werave-beerfoundto

be in good agreement with AIM Ill, as the limiteésatepancies may be related to the use of dissirthikermodynamic

schemego—exhibi {fnebs comparison to a

benchmark fully dynamic rurRresultsebtainedwith the hybrid configuration, a size-resolved aeroswl &vo dissolving

species show a very high level of accura
fully—dynamic—results Similarly, with three dissolving species, the dbwf accuracy is high undehe-mest prevalent
atmospheric conditionsexcept-fFor the most polluted onessr—which a non-negligible amount of bias is discernjbl

)

however The bias is related to @isrepresentation of theompetition effectamondpetweenmore thantwoene driving

species to dissolutioand an underestimation of the equilibration tinighe driving species in the context of concurrent

chemical and mechanical limitatipfor which situatioe we have not yet found a more accurate formalisa &issociates

numerical stability with computational efficiencynder stiff conditions. In its hybrid configuratiothe solver allows
reproducing a certain number of remarkable dyndmicanomena, such as slow transition to equilibrgdue to inter-modal
competition at low gas phase concentrations or atsnmteraction at high concentratiasi—disselving—specigsor the
existence of alynamical equilibrium undegin external forcing conditio® such as aimposedwa—an-ambientemperature
cycle.

First results from an implementation of the solirea global modelling environment of an aerosol ahdmistry transport
model have confirmed its computational efficiengydats formal and numerical reliability. The addital expense of
computation time is of the order of 10% only intbdbhe hybrid and equilibrium configuration. Despiieme important
model limitations, the results obtained are tolé@est in reasonable agreement with an inventorpedsurement data under
polluted conditions, and underline the relevancehef dynamic property of the dissolution of inongaspecies for the
accurate representation of aerosol composition. vidtidlation of the solver against global measurdnazta sets and the
evaluation of non-equilibrium effects to aerosolmpmsition will be addressed in greater detail witHbdllow-on
publications. With respect to the existing modeaiifations, more development will be required foe #erosol inorganic

composition to be simulated more accurately.

7 Code availability

The code for the dissolution solver, as used inTT@MCAT-GLOMAP simulations, can be made availalderéviewers
upon request via the GLOMAP code repository as tamied at the University of Leeds by Dr. Kirsty rije
(K.Pringle@leeds.ac.uk) and Dr. Steven Pickerisgsjp@leeds.ac.uk).
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Figure 1: Ambient (='atm’) and particle surface (='part’) partial pressures given as molecular numberconcentration equivalents
of (a) NH; and (b) HNO; as a function of time, in a typical example of hovehemical interaction may lead to oscillations andhus
limit the numerical integration time step. For both species, initial ambient concentrations are equivent to 1 ppb. Species are
dissolving into a monodisperse aerosol at standartmperature and pressure conditions, relative humiiy is 80%, dry particle
size is r=50nm, their concentration is 100 ci Initially, the aerosol aqueous phaseonsists exclusively of a binary KHSO/H,0 e‘
liquid eentainsne-dissolvedspecies The temporal evolution of the partial pressuress simulated with the Jacobson (1997) scheme|,
integrated at fixed time steps of 10 and 30 secondsespectively. The 3 characteristic stages of thequilibration of the particle
aqueous phase with the gas phase are indicated (I;Isee text). Phase 1 is equivalent to the initi&d00 s of fast dissolution of Nklat
almost constant surface pressure. Phase 2 correspianto the next 200 s during which surface pressuif NH; increases along with
pH, thus leading to the dissolution of HNQ. Phase 3 corresponds to the oscillating period ding which the system is close to
equilibrium as chemical interaction has become inééctive. Note that for both NH; and HNO; the atmospheric concentrations are

sensibly equal at both time steps. For the gas ptgsthe data obtained at a time step of 10 s (greemay thus not be distinguished
from the one obtained at the larger time step (cygn
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Figure 2: Formalism of HyDiS-1.0 in its hybrid confguration.
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Figure 4: Formalism of the equilibrium solver.
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Figure 5: Box modelling evaluation of HyDiS-1.0 agast AIM 11l with initial mixing ratios of HNO _3(q) and NHx(q) of 0.1 (a), 1 (b)
and 10 (c) ppb. The sea salt volume fraction is viasd according to the values given in Table 1. Thegailibrium vapour pressures
are calculated with HyDiS-1.0 and AIM Il for the equilibrium particle composition assessed with the drmer. The vapour
pressures are given as mixing ratio equivalents foHNO- (1), NH; (2) and HCI (3) along with the total particle wate mass (4).
Note that particle composition is not size-dependérand that due to equilibrium composition discrepamries the AIM 11l HCI
vapour pressure may be larger than its total amount
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Figure 65: BSize resolved bx modelling evaluation of HyDiS-1.0 with HSO, aerosol and initial mixing ratios of HNOs(g) and
NHz(g) of 1 ppb (series 1, see text). The solver isrrin the fully dynamic (=TRANS), hybrid dynamic and equilibrium (=HYBR),
equilibrium with pseudo-dynamic correction (=PSEUDQ and full equilibrium configurations. Atmospheric volume mixing ratios
of nitrate (a) and ammonium (b)in the aqueous phase as a function of time for thaitken (1), accumulation (2) and coarse (3)
mode, respectively. For the coarse mode, the degreé saturation (4) with respect to nitric acid andammonia is also shown.
Accumulation and coarse mode radii (c.1-2) and pHc(3-4), respectivelyA diurnal temperature cycle of T=298.1545 K is impsed.
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Figure 76: Same as Fig. 4 with initial mixing ratios of HNQ(g) and NHs(g) of 10 ppb.
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Figure 87: Same as Fig. 5 with initial mixing ratlos of HNQ(g) and NH3(g) of 100 ppb and the gas phase (a 1 and b. 1) showi
|nstead of the Altken mode, respectlvel !
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