Response to reviewer #1 comments

We thank the anonymous reviewer #1 for their re\aed note that they have identified that “the new
solver can capture the dynamical, time-dependeatifes of nitrate partitioning that are not propést
equilibrium assumption”.

We take their point about the paper being “somewdragthy”. However, when writing the paper we
considered carefully whether or not we could shothe paper, and concluded that the level of detall
provided is important and will help to ensure ¢laand rigour.

In our response here we address each of the poade by the reviewer in the order that is given in
his/her review:

Major Comments

1) Throughout the manuscript, the particle phasefésned to as ‘liquid phase’. Many recent studies
have suggested that there might be multiple ligindses (aqueous/organic) in an aerosol particle.
Therefore, | suggest changing ‘liquid’ to ‘aqueoinsthe text.

We agree entirely and have changed the terminology.

2) Eq. 4 and p. 8, I. 15: Usually the effective Hearigw constant H* for acids includes the acid
dissociation constant Ka, i.e. H* = H (1+ Ka/[HHYI Does the fact that you assume H2S04 as being
completely dissociated lead from Eql to Eg-4? Waouwdr approach be applicable using Eql for acids
that are not completely dissociated?

The total dissociation of acids assumption anchégdigence of OH in the ion balance introduce a
simplification into the formalism that allows usftcus on other important phenomena, such as the
numerical stiffness property of the system andréfeted computational efficiency. The partial
dissociation of acids and the presence of OH eddloae additional degree of freedom to the system,
that increases the degree/order of any relevaotvieg/differential equation accordingly. For insta,
within the dynamical solver, neglecting OH reduEes 8 to a second order differential equation mathe
than third order, and also matches the similar @ggr taken in the thermodynamic scheme PD-FiTE.
Most importantly, within the chemical equilibriuralger, and in relationship with its analytic appcba
the simplification allowed us to take the cheminggraction of the dissolving species into accoifnt.

the partial dissociation of the dissolving speeaierd H2S0O4, and OH were taken into account, the
resolving equation for one dissolving base or adild be of the 8 degree. If only the partial
dissociation of H2S0O4 is taken into account, wiigctione in the circumstance of one dissolving
species, the resolving equation is still of tfied@gree. As one of the underlying reason for the
numerical stiffness is chemical interaction, ihécessary to restrict the degree of the resohgugton

to a value that is manageable. We have added itheiiod) paragraph underneath equation 4 to explain
these circumstances more appropriately.



“In the preceding expression, the partial dissomatproperty of the dissolving species is neglected
which is an underlying assumption for HyDiS-1.0Qwilt allow us to reduce the number of degrees of
freedom of the considered chemical system by obéoureach dissolving species. In doing so other
properties, such as the species’ chemcial inteoactmay be taken into account more throroughly, as
analytical solutions may be derived along with dical reduction of the degree of the respective
resolving equations. We have seen in the precestintjon that the chemical interaction between acids
and bases plays an essential role to the numestifdihess property of the system.”

3) Currently, the number of interacting species istdichto three. Will it possible to rigorously exten
the solver to more compounds, given the complexpomition of ambient atmospheric aerosol?

In line with the preceding point, the number ofdising species may not be consistently augmented
beyond this number, unless the chemical interactfahe dissolving species will necessarily be
accounted for less thoroughly within the chemicplilgrium solver. We have added the following
sentence for clarity.

“Similarly, the number of dissolving species whoBemical interaction may be fully taken into acdoun
may not exceed three, as no analytical soluticeaslily available to an equation beyond the fourth
degree.”

4) The discussion of the model results (both box dodad) in Sections 4.2 and 5.3., respectively, are
poorly connected to the figures. All figure pargisuld be labeled a, b, c, etc and the discushiould
be tied more closely to the individual panel sd ths easier to reader to follow.

In accordance with the suggestion made by thewevigve have numbered all panels of Figures 5-16
and linked them more thoroughly with the text.

5) It is not clear what the ‘entire microphysical bordel’ (e.g., p. 28, I. 32; and Table 1) includes.
How far is a comparison of the microphysical madebningful to the chemical model that includes the
new solver? Does using the new solver in the mitysipal model lead to redundancy?

We have reshaped the explanation of how the pexgerdomputational expense of HyDIS within the
box model runs is obtained. Also, we have mentidhedorocesses that are comprised within the
Glomap microphysical scheme and given more datailthe implementation of HyDiS within this
scheme.

6) The comparison to the efficiency of previous modgetsnly touched on briefly (end of Section 5.4).
Given the extensive length of the current manusaiigady, | am not asking for a detailed discusgsio
However, a brief statement of the ability of thed®mbby Zaveri et al. (2008) to reproduce the
dynamical features as opposed to equilibrium assangpshould be added. In general, how well did
the model by Zaveri et al., to observations?

The reviewer asks for an extension of the comparigdiyDiS to other gas/particle exchange schemes
with respect to the global aerosol compositiomrinciple, we agree with the reviewer about the
relevance of such a comparison. However, a congrat other schemes is not trivial and will require
a lengthy analysis. At this point a comparison wichg premature, as certain important processels, suc



as particle cristallization and the dissolutiorH?l, are not currently included in TOMCAT-GLOMAP,
and certain other processes, such as heterogecleemsstry and aerosol organic species, are nohtake
into account for the present preliminary simulagiolRor these reasons, we limited the analysisrnéei
solver computational efficiency and numerical taliy considerations, along with a preliminary
assessment of the relevance of nonequilibrium digsaas the one intended main plus of the solver
relative to equilibrium approaches.

Minor Comments

p. 2 I. 11:At most RH values, the amount of water exceedsitheunt of solute mass, e.g. (Liao and
Seinfeld, 2005). Do you mean here the increaseutice size due to solute mass and its associated
water?We mean both the increase of particle mass \i@esft interaction of nitrate+ammonium and
the amount of water that goes with it. The intacacof ammonium and nitrate may be efficient to the
point that the loss of the particle water masghareduction of hygroscopicity along with the aigt

of the aqueous phase does not exceed the gaimtmiganass via the chemical interaction of
ammonium, nitrate and water. Clarified.

p. 6 I. 3:Do you mean ‘ the concentration of the dissolvipgcies in the aerosol aqueous phase’?
Expression corrected for improved clarity.

p. 11 1. 17:This is unclear, in particular for the conditioresdribed here. 1) Make clear that the
aqueous s phase ‘is predicted to loose proton€ir®) would assume that under the acidic conditions
described here, there is a huge excess of prosamence is clarified.

p. 14 . 26:Are these parameters (activity coefficients, liqwiter content, and dissociation) held
constant throughout the simulation or during onetstep™he mentioned variables are not considered
as such by the analytical scheme. They are upa@atdad outer iteration level of the chemical
equilibrium solver, this is clarified further dovimthe text, however cannot be mentioned hereeas th
reader would not be able to follow at this point.

p. 16 I. 21:What is the extent to which the pH varies withia tteration? Are these extreme values or
are they realistic over the course of a time std@n aerosol might be exposed to ambient condRions
Extreme variations of the particle pH occur frediyein the course of the execution of the equilibni
solver, and they are not necessarily related tepianally rapid modifications of ambient conditson
The extreme variability of particle pH is the mobkaracteristic feature of the numerical stiffness
property of dissolution, and occurs under all gelfuconditions for c> 1ppb approximately, with the
diurnal cycle of temperature serving as one ofbkential sources of sufficient perturbation (used
the box model experiments) in the context of arralil/éme step of 15 or 30 minutes. In this context
the convergence of the pH variability to less tBahis an appropriate prerequisite for one outer
iteration that updates the parameters, and a subserpund of internal iterations with a renewed
massive variability of the pH. We refer to Sectifor further detail on the numerical stiffness
properties of chemically interacting species via pH



p. 17 I. 9:The wording is ambiguous, | think. The convergetriterion is stricter; however, the value
is DEcreased from 0.1 to 0.01. If | misunderstduas, tclarify. The convergence criterion is increased
from 0.001 to 0.01. The criterion for this choiseset to 0.1. Clarified.

p. 18 Eq. 29Does ‘a’ have a physical meaning? What is the raigeeaningful

values for this parameteihe proportionality constant has a qualitative pfajsneaning, as it stands
for the amount of chemical interaction that oneiling to take into account in terms of the
determination of the length of the internal timepsof the dynamic solver. Although it has this
gualitative physical meaning, it is hard to figne how this would physically translate into a
mathematical expression. Notwithstanding, thigladsue is of limited relevance, as the propoaiion
constant has another more relevant meaning, asdit@ons the number of internal time steps of the
dynamic solver. If a size class would require moternal time steps due to numerical constraints, i
would be assumed to be in equilibrium whetherith&ccurate or not. It is clear that the computetio
expense will be roughly proportional to this numb#&te have chosen ‘a’ for the number of internal
time steps to be limited to roughly 3. This numivas shown by the box model experiments to produce
reasonably accurate results, even under numerstédflgonditions of strong chemical interaction. |
should be noticed at this point that a larger di/gnae step might require an accordingly smaller
proportionality constant, unless the accuracy efrdsults might be critically diminished. The tests
modified for more clarity.

p. 19 I. 18:What are the physical/chemical parameters tharméte equilibration time of a dissolving
species? Is it e.g. solubility (Henry’s law congjar something else? Could threshold values bengiv
above/below which equilibration is achieved in shione, relatively to the model time ste®g virtue

of Eq. 15 the equilibration time is given by théaoaf the difference between the equilibrium ahd t
momentary atmospheric concentration of the dissglgpecies in the aqueous phase, and the potential
of the dissolved species to evaporate from parsigtéace or the potential of the dissolving spetaes
condense onto the particle surface, whichever paténthe largest. This quantity may be seen as a
normalized degree of saturation of the aqueousephasich correlates with the equilibration time. By
virtue of the proportionality factor ‘a’ and thefution of the distinction criterion between edilum
and dynamic simulation, the critical equilibratiome is defined relative to the overall time stéphe
model: a particle is considered to be in equilibri@iits equilibration takes less than half the ralle

time step of the model. Due to its multivariabl@eledence no individual threshold value may be given
that would determine a short equilibration time. k¥fer to the explanations around Eqg. 15 for
explanations within the manuscript on this question

p. 20 I. 13:Does ‘a’ here have the same meaning as in Eq.f2@2,Ichoose a
different symbol to avoid confusioithe notation of the second coefficient is chanige'th'.

p. 23 I. 23:Not clear what ‘its’ refers to her€orrected.

p. 23 . 22 and 24Spell our ADDEM, MANIC.Now spelled.



p. 24 |. 1:What are the patrticle sizes for the various modiés@e sizes now indicated.

p. 24 1. 311s the temperature dependence of HNO3 dissoluoy different than that of NH3? Can
you support this trend by numbers (T-dependenct#?y?The temperature dependence of the solubility
of HNO3 and NH3 is explained more thoroughly arfénences are added.

p. 26 |. 3ff.:Are there any simultaneous measurements of NH&ipaimg in gas and

particle phase that show similar trends of subssitn?The observed undersaturation concerns a two-
fold phenomenon, each related to a particular &incumerical stiffness. On the one hand, the agsieou
phase remains undersaturated as it tends to egtalibery slowly in the context of the slow trarit

the semi-volatiles through the gas phase. Thisrdigad phenomenon is now mentioned in the
Introduction (Zaveri et al., 2008). On the othendhathe surface pressure of one dissolving species
remains underneath the ambient pressure, depeoditite choice that is made by the solver as a
function of its configuration. This artificial phemenon is related to the extreme numerical stifrves
particle pH and chemical interaction that is end¢ered at 100 ppb, which appears to cause a relative
imprecision of the solver. This artifact has vettyel influence on the predicted concentrationshef
dissolved species, because these are several ofdeegnitude larger than the proton concentration.
We point to the explanations that are given withattion 4.2 around Figure 10.

p. 27 I. 14/15What is different in terms of (physico)chemical pecties of chloride

and nitrate vs ammonium that could explain thdfeént behaviorThe reason for the similarity of
ammonium under dynamic and equilibrium conditiorss/foe illustrated with the coarse mode. The
particle pH is too low for the solubility of ammartio be high, such that the equilibration time of
ammonium remains relatively low. Furthermore, aitrcid and hydrochloric acid are competitors, as
nitric acid drives out the latter and replaceatitq particle pH remains unaffected, which in temdis

to keep the solubility of ammonia low but constdrtte only factor that affects the solubility of
ammonia is its temperature dependance, which afadts in a quick almost instantaneous adaptation,
to the overall effect that the equilibrium and dyimaconcentrations of ammonium are almost equal.
We have added 2 sentences for explanation.

p. 27 . 31:Particle concentrations’ usually refers to massuwmber concentration
of particles. Do you mean ‘the concentration of amia and chloride in the aqueous
phase’Corrected.

p. 29 I. 20:What is included as sulphur chemistry? Both gasaapetous phase processes? When
sulphate is formed in the aqueous phase, doestitiloote to the species that are equilibrated betwe
the phases&n explanation is added to the text.

p. 32 . (1)5:Reword: “: : : the ambient concentration of ammamniar the Southern Ocean is predicted
to be lower by 10-25% than predicted by the equuilih approach” or similar in order to clarify that
you compare two model resultaserted.



p. 32 |. 28:s this very low nitric acid concentration in thecfic in agreement with

observationsThe question of the validation of the model predits against observations (and other
models) certainly is an important one. Adams e1&899) give a few data points for their simulated
mixing ratio of ammonia close to the western cadigtlaska during the Arctic summer. Their values of
2-5 ppt are similar to our estimations under thailibgium assumption. With the hybrid configuration
we obtain approx. 10 ppt. In their measurementsheffeast coast of Baffin Island during Summer
2014, Wentworth et al. (2016) find ammonia mixiagjas of around 30 ppt. With the hybrid
configuration we obtain a simulated mixing raticapprox. 10 ppt, with the equilbrium configuration
we obtain approx. 1/3 of this value. It thus seémas non-equilibrium dynamics play an importanerol
and that our simulations get the order of magnitiglg in the Arctic. Having said this, the obsatve
and the simulated variability of ammonia is largehbin time and space, such that these matches are
inconclusive. As detailed within our answer to @femajor comment, the validation of the model
results will be performed in much greater detafbifow-on publications, as the present largelyuees
on solver presentation and numerical validation.N&e modified the text to clarify the circumstance
that we compare two model results.

Fig. 1, captionl) Is the particle size the wet radius? At what RBJZould you mark the steps 1-3 in
the figure (e.g. by shading or vertical linet)2he dry radius is given, this circumstance & no
indicated along with the relative humidity of 8029,the regimes are now marked as requested.

Fig. 6, 7, 9 and 16hould have a somewhat more detailed caption. \dtwes the 10 ppb etc refer to?
The figure caption is reformulated and more detaitssadded to Figs. 5 and 8, respectively.

Fig. 11:Some of the text in the figure is very blurry, e:BlCI', ‘soluble nucl.’ In the
top panel and ‘OH, NO2’ (?) in the bottom paréie resolution of the figure is improved.

Fig. 12:In the caption only two panel (top and bottom) @escribed, but there are

three panels (top, middle, bottom) shown. Clanifgd anprove captionThe figure caption has been
partially reworded.

Technical comments: thank you for indicating thedleyorked in.

Additional Reference:

Wentworth, G. R., Murphy, J. G., and Croft, B.att Ammonia in the summertime Arctic marine
boundary layer: sources, sinks, and implicatiorisy@s. Chem. Phys., 16, 1937-1953, 2016.



Response to reviewer #2 comments

We thank the anonymous reviewer #2 for their review

We feel strongly the reviewer overstates the sgvefithe issues he identifies. It seems to us fieaty
if not all of the reviewer’'s major comments areatet to weaknesses in the clarity of the manuscript
We have revised the manuscript to address thisggadditional explanation where appropriate.

There are 3 elements the reviewer identifies astteg meaning major revisions would be required
before publication in GMD:

(D) “(...) (T)he box model tests and global modeling tsspresented do not clearly demonstrate the
accuracy of the solver against a benchmark methddadl to properly evaluate its efficiency (for a
chosen level of accuracy) or directly compare thypireviously published solvers.”

We assert strongly that our use of the fully dyraimiplementation of the Jacobson (1997) scheme as a
benchmark to test the hybrid dissolution solvemrely justified. The potential of the embeddetlt/f
dynamic scheme to serve as a benchmark is docudnientiee literature (Zaveri et al., 2008). Simyarl

this manuscript builds on the previous testinghefthermodynamic scheme against AIM (Topping et

al., 2009), and there should be no need to reddtre.

(2) “The new solver is also incomplete because it prtsappears to ignore gas-particle mass transfer
to solid particles, which may be present underfelative humidity conditions.”

Our paper describes a hybrid solver to calculagedibsolution of inorganic gases into the aerosol
agueous phase. We agree that we should perhapsthadéee more clearly that aerosol solid phase
processes are not included. However, the purpoegiaper is to describe and evaluate the newersolv
in the box model, and assess its numerical ratiahihd computational efficiency within the framenko

of a global model. We content strongly that thegpap consistent and adequate as being directed
towards these aspects.

(3) “The manuscript is lengthy and a bit confusingamious places due to imprecise notations and
terminologies.”

We acknowledge that the paper is long, but whetingrit, we considered carefully to what extent it
should be shortened. We concluded that the leva¢til provided is important and will help to eresu
reproducibility of results and to rigorously deberthe solver. We note that reviewer 1 states tatt
parts seem essential and show the logical steps &fevelopment, over sensitivity studies in a box
model to application in a global model.”

We also are puzzled that the reviewer regardssheofi‘size bin’ and ‘size increment’, ‘dissolvinghd
‘non-dissolving’, the way Eq. 9 is introduced amdagparent typing error in Eq. 15 as major issues,



while the large amount of effort that was put itie explanation of the solver appears not to fimg a
credit.

Finally, some of the reviewer’s concerns, like tbafusion around Figure 1, could have been easily
addressed via a question to the authors.

Within the following we will address the pointsthbe reviewer in the order given within his/her
comment.

Major comments:

1) “The new hybrid solver described here treat dyndand equilibrium) gas-particle partitioning of
HNO3, HCI, and NH3 for aqueous particles only. Trhplicit oversimplifying assumption is that all
aerosol particles are always fully deliquescedlatktive humidities. This assumption may notchat
low relative humidities (below about 35-40%) whdigsolved salts can effloresce to form a solid
phase. The solver also ignores heterogeneous uptdk€dO3 on dust particles containing calcite,
which is an important sink for nitrate. The propbselver is therefore incomplete and premature for
implementation in a global atmospheric transportiehoThese are major weaknesses that must be
rectified before the present work can be considé&egublication.”

The reviewer observes that the heterogeneous didgpbase processes are not treated by the solver,
and maintains that its implementation within a glainodel is premature. We agree that solid phase
processes are not included and that these play@ortant role for the aerosol inorganc composition.
The revised manuscript now makes it much cleasrttiese processes are not included and gives
reference for papers which include them and ashesseffects.

Also, we would like to stress that the paper iadjeset out to describe and evaluate a new sfdver
the reversible dissolution of inorganic species ifiie aerosol liquid phase. As stated within Sectio
5.1, the solver is implemented into a global madelerify that it is able to give realistic resuits the

full parameter space encountered in a global 3Dne/-aerosol transport model, to demonstrate the
importance of the non-equilibrium property of dission, and to evaluate its computational efficienc

All of these do not require a complete mechanismenbsol/gas exchange. Given the explanations of
Section 5.1, we had assumed that the discussitie @flobal modelling results within Section 5.3
would be understood from this perspective.

We have made additions to the conclusion and Sebtihat emphasize the limitations of the global
simulations in the context of their scope.

2) “Page 2, Lines 24-25he literature review of dynamic partitioning solvés inadequate as there is
lot more work done than what'’s discussed heredttitian to Capaldo et al. (2000) and Zaveri et al.
(2008), the following papers describe differentragghes to dynamically solving partitioning of



HNOS3, HCI, and NH3, which need to be properly disad. Also, MOSAIC is incorrectly classified
under the hybrid approach as it always performg flynamic mass transfer for all size bins.”

The reviewer has drawn our attention to the faat the discussion of the literature requires
improvement. We have expanded the discussion obasie of the additional references that were
provided, as Jacobson (1997), (2002) and (200X)iacessed within Section 4.1 in the context of the
motivation for the choice of the benchmark scheane, Zhang and Wexler (2006) and Wexler and
Seinfeld (1992) in the Introduction. We preferreddiscuss Wexler and Seinfeld (1992) rather than
(1991), because the earlier appears to be the ralerant one.

3) “Figure 1. There are quite a few things that | damderstand in this example/figure:

a) This example is shown before the different sshage introduced in section 3, so it is not clehich
solver was used to illustrate this example. Ple&sdy. Also what relative humidity was used?

b) According to the text on page 3 and the figuagtion, the initial particles are pure H2SO4 with
radius 50um and the number concentration 100 cm-3? If thi®isect, then nearly all of the NH3 will
be absorbed into the particles in less than 1QssiBce the gas-phase NH3 does not change
appreciably with time, | am assuming the initiadites is 0.05um (not 50um).

c) Assuming the radius is 0.Q&n, why does it take NH3 about 200 s before it ketindissolve
appreciably into H2SO4 particles? My calculationwsh that NH4/SO4 molar ratio reaches approx. 0.8
at 200 s.

d) Why does substantial amount of HNO3 gas dissaN42S04 particles during the first 200 s when
NH3 hasn't yet neutralized the acidity to some et@e

e) Why are there no oscillations for the time sief0 s?

f) Please clearly define in the caption the shomntrs for terms used in the legend: “part” and “atm”
g) Are the units on the Y-axis [molecule m-3(afgj both gas- and particle-phase species
concentrations?

h) Why do the gas- and particle-phase concentmtidbecome equal (blue line and green line) after
400 s for both NH3 and HNO3?”

The reviewer points to Figure 1 and asks for atation. First, the reviewer diagnosed correcthtth
the initial size of the particles is not 50 micrdmes but rather 50 nanometres. Second, a greabfleal
the confusion might have arisen due to what seerbg fa lack of sufficient clarity on what is exgctl
shown within Figure 1. The graph does not compiaeegs phase molecule number concentration
against the gas phase equivalent concentratiorolfcules in the liqud phase but rather against the
partial pressure at particle surface, which is esped as a molecule number concentration equivalent
via the perfect gas law (as given by the termgtiglarsurface concentration’ and ‘pressure’ in the
figure caption). For this reason, the accuracyefdynamic formalism is actually demonstrated lgy th
figure, as the particle surface pressures tenda@as phase partial pressures in the processtehsy
equilibration.

These explanations should clarify the reviewer'm{sab), c), d), g) and h).



Concerning question a), the graphs were productdtihé same fully dynamic approach that is used
later on as a benchmark to demonstrate the accaofdbg hybrid solver, that is the Jacobson 1997
scheme used at fixed time step (see below).

This relates then to the reviewer’s point e): Thesécond run does not oscillate because close to
equilibrium the Jacobson scheme proves to be muiflg stable when the time step is in accordance
with the dynamical properties of the simulated esystind its characteristic equlibration time intérva
The oscillation is the result of an initial overshalose to equilibrium, followed by consecutive of
under- and overshoots. Both equilibrium regimes,dieady state and the artificial oscillation resgim
are stable, meaning that if the system was suttiyigerturbed at equilibrium, it could quite wié
that the system would oscillate at a time stepOogdconds, just as it could remain at steady atede
time step of 30 seconds if brought sufficientlysedo it.

As to point f), we have added an explantion oftpand ‘atm’ to the figure caption. Short additions
were made to the figure caption (and within Sec8dar point e) that should correct and clarify the
issues raised by the reviewer.

4) “What is the difference between “size bin” and &siacrement”? If they mean the same thing, then
please stick with “size bin.” Otherwise, pleasadiedefine a “size increment.” ”

The difference between size bin and incremenbisecto none, we have used them as synonyms. We
scrapped both ‘increment’ and ‘bin’, and repladeeht with the term ‘class’, for the reason that™En
frequently used in the literature context in refieeeto a ‘bin’ in opposition to a ‘modal’ model,
although this distinction might not be totally ¢leend appropriate either.

5) “Page 5, Line 16: What are the “dissolving” andririssolving (=passive)” species considered in
this work? It’s not clear what a “non-dissolvingiexies even means. This terminology becomes
especially confusing on page 8, lines 10-15, whemonoacid is treated as “dissolving” but the asion
and cations are treated as “nondissolving” in Bq.This equation is supposed to give H+ ion
concentration from the difference between aniomscations, so | don't understand why the additional
term “c_i" is even included here.”

We changed the terminology, as ‘non-dissolvingdgapped for ‘passive’ to remain, which is now
introduced by formal definition along with ‘dissoig’. The monoacid within Eq. 11 is the only specie
whose semi-volatile and time-depending nature iisicered at this point: it is the dissolving specie
while all others are passive. We feel this changerminology and the adaptations to the textfglari
the issue.

6) “The derivation of Eq. 9 is also very confusingsEi please clearly define the terms a, b, andthef
generic differential equation dx/dt = ax"2 —bx ben show the solution using the same notations.”



We partially followed the reviewer’s request, aetbrmulated the expression of Equation 9, as we now
state parameters a, b and c. However, it is nabrebly possible to formulate the solution as an
explicit function of these parameters. This isrb@son why parametexsand B had been introduced in
the first place. Note that there was a typing ewibhnin Eqg. 9, which is corrected as the parambtisr
squared now inside the square root function.

7) “Will the numerator in Eq. 15 always be positivePadt/happens if a species in a given bin has a
tendency to evaporate during a time step (e.g., BiNiplacing HCI from sea salt)?”

It has to be ensured that the numerator of Equdtiois always positive. Within the solver this is
ensured via the use of the absolute value funcliba.fact that it was missing here is due to antypi
error, which we corrected.

8) “How does the dynamic solver handle simultaneoussmiansfer of H2SO4, HNO3, HCI, and NH3
to a size distributed aerosol? It seems mass &a0EH2S04 is not included in the derivation of th
dynamic solver equations. Also, none of the box @htest cases include gas phase H2S04 that
condenses along with HNO3, HCI, and NH3.”

H2S04 is not currently treated by HyDIS as ( 13 assumed to be non-volatile and (2) the
condensation of non-volatiles is formally considete be a separate process. In principle it coald b
treated as a semi-volatile species by the soNeuiid appropriate and termodynamic data is made
available, and provided that some slight adaptatiorthe chemical equilibrium solver are made,
considering that the maximum number of chemicallly interacting species that may be accounted for
by the solver may not exceed 3. Non-volatile spgeare treated within the combined condensation and
nucleation routine of the microphysics scheme. KyiSithe last routine to be invoked by the aerosol
model. Concurrent condensation of H2SO4 and digealef HNO3 and NH3 is not shown within the
box modelling experiments as we put priority onwging the transition of the system towards forced
dynamic equilibrium. We have made changes withicti8e 4 and Section 5.2 for improved clarity

with respect to these circumstances.

Question 9 is split in two:

9a)“While the present box model tests are useful owshg the benefits of the hybrid solver over the
equilibrium approach, they do not demonstrate toeiracy of the new dynamic solver introduced here.
To evaluate accuracy, it is necessary to compareyhamic solver for monodisperse aerosol (similar
to the example shown in Figure 1) and 4 size lassafready shown in series 1 and 2) against a
benchmark dynamic solver (e.g., LSODE) with steicor tolerances for a range of initial gas
concentrations (of H2S0O4, HNO3, HCI, and NH3) aebaol sizes, concentrations, and
compositions.”

The reviewer assumes that the credibility of thechenark solver that we use is not given and that an
established stiff solver of ordinary differentigjuations, like Isode, should be used instead. We
acknowledge that the reviewer’s suggestion isfiadtin the context of insufficient explanationadr



methodology and the lack of clarity that surrounéegire 1. However, although Zaveri et al 2008 used
Isode as a benchmark, this is no absolute proofttisathe better choice in any case. We actually
believe that the Jacobson 1997 Analytical PreditioDissolution (APD) we use as a benchmark is
more appropriate, for the reasons that we will moggand upon. A solver may serve as a benchmark, if
it is (1) mathematically precise, (2) formally @ifént from the one it is compared against, and (3)
compatible with the numerical formalism it is embed in. First, although it has a propension for
oscillations at larger timesteps, the Jacobson 2497 is mathematically sound, as by inspectiorafor
internal timestept — 0 its numerical integration method tends to théhematically correct solution.

Its capacity to deliver precise results is illustthby Zaveri et al 2008 (though for the Jacobguib2
semi-implicit version of the APD, which is formaliymilar to a large degree), as Isode and the APD
tend to give similar results. Second, for Zaverldhe use of the fully dynamic 1997 exponentiBDA

as a benchmark was not appropriate as formallgkms®e to its 2005 semi-implicit cousin. With HyDIS
and its mixed dynamic and equilbrium approachsélective setting to equilibrium of species within
non-equilibrium bins and its use of the pseudoditeom approach, the fully dynamic APD is formally
dissimilar. Third, the APD is the better match tglH5 and its numerical formalism: (1) it is already

use in combination with an as large as possiblesiep for species in bins that are simulated
dynamically, a comparison between the hybrid aedly dynamical runs may thus serve to
demonstrate that HyDIiS chooses the internal timpesithout loss ofelative accuracy, and (2) the

APD actually tends to be more precise than Isodeiged that the internal timestep is set to an
appropriate value. Isode solves for all speciebiwdll size bins concurrently, while the APD salve

for all size bins however separately for each ggeevhich might appear to be a clear advantage for
Isode. However, Isode keeps the parameters corditang the entire overall timestey, while the

APD updates them after each internal timestepor a chemical process that involves relatively
constant parameters Isode definitely is the betitfisolver, but for dissolution and its stiffnessusing

fast changing parameters, as given by the watdengrthe activity coefficients and surface pressiir
might not be. Quite on the contrary, it will intnack an amount of imprecision that will not be rigadi
guantifiable. It is thus hard to tell whether thee wf Isode is more accurate via the acccurate
simultaneous solution of a system of stiff ODE’saotually less accurate via the variability of the
parameters. The only ways we can think of to owekethis uncertainty would be to (1) compare runs
with activity coefficients and water content hetthstant, which might not be the best choice for the
purpose of solver verification, or (2) attempt éonhally resolve the higly non-linear propertiesiuod
parameters via their explicit inclusion as variapiehich would be using a sledgehammer to craaka n
at best or might turn out to be not feasible atstjoor (3) drastically reduce the overall timesaép

which Isode is used, to an order of magnitude ithatore or less similar to the one that is used
internally by the APD, which would be largely tami@unt to the use of the APD as a benchmark solver,
as demonstrated by Zaveri et al 2008. For all e$¢treasons we chose to use the Jacobson 1997
scheme, which is mathematically precise if therimktimestep is chosen appropriately. This webgid
simple inspection, as sketched within Figure lafenonodisperse aerosol and total species amounts of
1 ppt: 30 seconds induce oscillation, and 10 sexang precise to the extent that the simulation is
graphically indistinguishable from a run at a msbbrter timestep (therefore not shown). We have
added a paragraph to the text in order to desandemotivate our choice of the APD as the benchmark
solver.



9b) “The predicted equilibrium (after sufficient timgas and aerosol concentrations (including aerosol
pH) for the monodisperse test cases must alsompa@d to a benchmark thermodynamics model
such as AIM (available online) to evaluate the aacy of the thermodynamics treatment in the present
solver. For example, see the dynamic solver evialuaione in Zaveri et al. (2008). Such an evaluatio
against a benchmark solver is especially warraintéae light of the several discrepancies founthan
results of the dynamic solver shown in Figure E (¢8).”

The reviewer suggests that we use AIM as a benéhfoathe equilibrium solver. Interestingly thisas
possibility that we had considered before submisbiat ultimately had decided against it. From our
point of view, the scope of this publication is sotmuch whether the equilibrium that is determised
accurate thermodynamically (this was done by Tappinal 2009), but rather whether the solver is
numerically correct, which is demonstrated as fayipamic and hybrid runs converge towards full
equilibrium, thus validating each other mutuallys@ as pointed out by the reviewer, the online
version of AIM does not allow for a size discretizzerosol. We would thus have to add another
experiment with a monodisperse aerosol to an afrlesdjthy paper. We have added one sentence
detailing that the thermodynamic scheme was temgadst AIM by others.

10) “The main goal of the present work is to introdaceew hybrid solver that is computationally
efficient. But since any solver can be made efiicley compromising its accuracy, it becomes
necessary to evaluate computational efficiencyfas@ion of accuracy. The CPU costs presented for
the various dynamic solvers in Table 1 are otlittte without stating their accuracies against a
benchmark solver (see #9).”

The reviewer asserts that the CPU times are [&f lige in the absence of a reliable referencevas gi
by a benchmark solver. For the reasons given wai)nwe believe that the Jacobson 1997 APD, if
used appropriately, actually is a valuable benckrealver. No changes to the text apart those made i
the context of point 9a).

11) “As the authors have already acknowledged, the eoisgn of the computational cost of the
present solver with that of MOSAIC is fraught wittany issues: different model configurations and
chemical/physical complexities, computer hardwang @mputing architectures, etc. Also, the 185
CPU cost for MOSAIC guoted here includes micropdgistalculations (in addition to gas-particle
mass transfer and thermodynamics) whereas thes 2ven for the present hybrid solver appears to be
for gas-particle mass transfer and thermodynanaittsilations only. Furthermore, the CPU costs given
in Table 5 for cases 4-7 (aqueous particles oalyye from approx. 20-40s (depending on the case,
hardware, and compiler), which is more directly panable to the CPU cost presented here for the
hybrid solver. Having said that, the accuracy dfidiency of both solvers should be evaluated foe t
same set of problems on the same machine for tinpaxéson to be meaningful.”

The reviewer states that a comparison with MOSAItrms of CPU time as done within the
manuscript is of questionable relevance due tandilasity of both the computing facilities that are



used and the schemes themselves. We agree thateb@nce of the comparison is limited. However,

in this respect we do not believe that the compansould not carry meaningful information. The fact
that we overlooked that for MOSAIC the microphysacs included in their estimation of CPUtime
does not affect our conclusion that the expensalghme of the same order of magnitude, thus
demonstrating our due caution. We believe thatcouaclusion carries a useful piece of information to
the reader, considering that a more detailed asses$ss reserved to a global modelling framewokek th
is more comparable, which is not currently avadabl us. The reviewer might have suggested to carry
out the comparison with box model simulations iadteas done by Zaveri et al 2008. The relevance of
box model comparisons of computation time is dfeddd, as these may not be representative to the
parameter space that is encountered within a giobdklling environment. Likewise, cases 4-7 within
Zaveri 2008 might not be representative to the agatpnal expense that is encountered in relatipnsh
with fully liquid particles, as the small partidees, which should require a smaller timestepnate
assessed with the given monodisperse setups.sApaimt, we have to mention that reviewer #1 seems
to appreciate and does not criticize the way waldished the comparison of CPUtime, on the contrary
he would favour a similar comparison between theikited and the observed aerosol composition.
Within this partially conflicting situation we wadilike to leave it to the editor as to whether more
CPUtime comparisons are essential, and as to hese tshould be done. In the meantime, we have
further relativised our assessment within Sectimdsand also 6, in accordance with the reviewer’s
observations.

The following questions will be answered togetlasrrelated:

12)“Table 2: In GLOMAP sea-salt chloride is treatechas-volatile. Then how do H2S0O4 and HNO3
condense on sea salt aerosol without evaporatirid N@n-volatile treatment of HCI becomes
problematic especially for condensation of HNO3;ehese both HNO3 and HCI are semivolatile and
the extent of HNO3 patrtitioning crucially depenasHCl.”

and 13)‘How is HNO3 uptake on calcite containing dust judes treated in GLOMAP?”

The reviewer asks a question with respect to theesentation of the volatility of HCI in the contet

sea salt within Glomap, and the representationimaBtomap of gas/solid phase exchange with respect
to calcite. We are aware that these are importa@stepns for the simulation of the atmospheric s@lto
although of limited relevance in the context of gnesent publication (see (1)). HyDIS may accoant f
the chemical interaction of a maximum of 3 diss@vspecies. As such it may account for the
interaction of HNO3, NH3 and HCI, provided thatyttage comprised within the atmospheric chemistry
scheme of the hosting aerosol model. As mentiontgdrnwSection 5.2, we cannot treat HCI as a semi-
volatile in the present version of Tomcat-Glomaps/Solid phase exchange is not currently part of
Glomap and it is a process that is not treated yiyi$i this also applies to calcite. We have made
additions to Sections 5.2 and 6 that detail thestations.

Minor Comments

p. 2 I. 10: order of acid and base is changed.



Fig. 11: resolution of figure is improved.
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Size-resolved simulations of the aerosol inorganicomposition with
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Abstract. The dissolution of semi-volatile inorganic gaseshsas ammonia and nitric acid into the aeréigelidagueous |
phase has an important influence on the compositiggroscopic properties and size distribution tofi@gspheric aerosol
particles. The representation of dissolution inbglanodels is challenging due to inherent issuesiaferical stability and
computational expense. For this reason, simpldigdroaches are often taken, with many models trgalissolution as an
equilibrium process. In this paper we describertiw dissolution solver HyDiS-1.0 that was devekgpfor the global size-|
resolved simulation of aerosol inorganic compoaitibhe solver applies a hybrid approach, whichvadlsome particle size
inerementlasse to establish instantaneous gas-particle equilibriwhile others are treated time dependently For
dynamically). Numerical accuracy at a competitieenputational expense is achieved by using sevailaféd numerical
formalisms and decision criteria, such as for iheet and size-dependent choice between the equitiband dynamic
approaches. The new hybrid solver is shown to bgord to excellent agreement with a fully dynaiménchmarlksolver |
and to have numerical stability across a wide rafgrimerical stiffness conditions encountered inithe atmosphere. We
present first results of the solver’'s implementatioto a global aerosol microphysics and chemis@psport model. We
find that (1) the new solver predicts surface catregions of nitrate and ammonium in reasonablee@gent with
observations over Europe, the US and East Asiam@els that assume gas-particle equilibrium wit papture the
partitioning of nitric acid and ammonia into Aitkenode sized particles, and thus may be missingrgmortant pathway
whereby secondary particles may grow to radiatiwh @oud-interacting size; and (3) the new hyboler’'s computational

expense is modest, at around 10% of total computaitine in these simulations.
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1 Introduction

The inorganic composition dhe aqueous phase atimospheric aerosol particles is continuously sl exchange with

the gas phase. WhereasS, condenses irreversibly under tropospheric conuiticemi-volatile species such agOiH
HNOs;, HCI and NH may re-evaporate from the aerosmueousphase depending on the temperature and cheniical
composition of the atmosphere. Nebmbines withH,O waterin-the-aeroseHiguid-phase give NHOH, which along with
HNO; and HCI tends to dissociate in the aeramglieoulguid phase, with water taking the role of a solventisT
combination of condensation and partial dissoamisousually referred to as gas-particle conversiodissolution.

The dissolution of semi-volatile gases into theoaer phase has an ambiguous effect on aerosolcigagize. The
dissolution of NH within acidic HSQ, particles decreases their hygroscopicity, resglima decrease in water content and
particle size, while chemical interaction betweedissolving acid and a dissolving base, suchidsardHNO; and NH,

may result in a substantial increase in particte siue to the considerable amount of dissolvesditea and water that is

bound by it Variations in particle size and hygroscopicitjeaf aerosol-radiation and aerosol-cloud interactjowith
influences on climate processes such as atmosptiecidation and the water cycle. Because the cbahtiomposition of
particles varies substantially with size, the dffecf these semi-volatile gases are non-unifornosgcthe particle size
distribution. Dissolution affects atmospheric chstmi via its influence on atmospheric compositiord aalso impacts
aerosol heterogeneous chemistry via the aerosfhcgurand the pH of the aerodakwidagueousphase. Finally, the
dissolution-mediated modification of the aerosdliative properties will also affect the photolyseactions within the
atmosphere.The potential of dissolved inorganicisge especially NHHand HNQ, to act upon these climatologically
relevant factors is high, as they are a major éorestt of the atmospheric aerosol, especially ituped areas (e.g. Adams et
al., 1999, Feng and Penner, 2007, Metzger andVeitie2007, Pringle et al., 2010, Morgan et al1®0

The global simulation of the aerosol inorgaagueoushemistry is computationally expensive due to thamlexity of the
process and the numerical stiffness property ofrétated differential equations. The so-far adompgroaches may be
divided into equilibrium approaches (e.g. EQUISOLMcobson et al., 1996, Jacobson, 1999b; ISORROWRIAes at al.,
1998, Fountoukis and Nenes, 2007; EQSAM, Metzgat.e2002a, Metzger and Lelieveld, 2008d-selectively dynamic
so-called hybrid approaches (HDYN, Capaldo et 200Q see also, Trump et al., 201%8nd fully dynamic approaches
(MOSAIC, Zaveri et al.,, 2008). The motivation forudldbrium approaches is that the stiffness of thstem leads to

numerical instability that may involve prohibitiecemputational expense when integrated in time. idydgpproaches seek to

reduce the computational expense by assuming tthatdraction of the aerosol size distributionnisequilibrium with the
gas phase. This fractian equilibriumis usually the smaller end of teeedistribution, which would require the shortest

integration time step if treated kinetically. Themmaining fraction of theizedistribution is treated dynamically because the

larger particles are not in equilibrium with thesgehase, as shown by theoretical studies (WexkiSamfeld, 1990; Meng
and Seinfeld, 1996) and model investigations tlehahstrate a much better agreement with obsengafmg. Hu et al.,
2008).
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The obvious advantage of a fully dynamic approactisi accuracy, provided that the mathematicainsiss properties of

dissolution are tackled through the choice of aprapriate numerical integration scheme. Althoudly fdynamic solvers

may prove to be computationally efficient, due tmnerical and system dynamical constraints to tloécehof the time step,

their computational efficiency cannot be increabegond a certain threshold, unless they vield imipeeand/or unstable

results (Zaveri et al., 2008). Hybrid schemes Haaen criticised, as they may not be able to fudsotve the dynamics of

the cuncurrent dissolution of several species thtdract chemically due to their partial equilibriuvassumption. In

particular, due to competition effects smaller jgdgs may, in some conditions, not be at equiliforitn the presence of

larger _non-equilbrium particles (Wexler and Seidfell992). The equilibrium assumption may thus ldad a

misrepresentation of the redistributing flux of seqwlatile species within a size discretized aelrdsoough the gas phasg

(Zaveri et al., 2008). Although this latter misrepentation appears to be inherent to any partialiegum assumption, the

extent and the frequency of occurrence of the tiesuinaccuracy remains unclear. Inherent limitasido the hybrid

approach may prove to be overcome satisfactorilygfchoice of the fraction of the size spectruat th assumed to be in

equilibrium is carefully made. Also, these limitais need to be balanced against the fact thatradhsproach may enabléd

a_more accurate representation of other systemnuigah properties, such as the species’ chemicaraction. The

computational efficiency is another fundamentaleaspf a global modelling scheme, and it is thaeefmportant that its

time stepping is flexible and not limited in pripk.

—This studydescribes and evaluatdse new hybrid solveHyDiS version 1.0 fasf the dissolution ofsemi-volatile

inorganics into the aerosalqueouparticle phaseHybiS-version—1-Os-deseribed-in-detailThe solverusess-based-ora

hybridrew mechamermalism thatstrives tocombines computational efficiency wittan accurate representation of th

dynamical property of the proce§® achieve this, the solver makes use of existimgérical methods and concepts, su

as the semi-implicit and semi-analytical integratimethod for dissolution that was developed by Bsmo (1997), the

mixed time integration method (Zhang and Wexle&@®averi et al., 2008) or the analytical approfachihe estimation of

the equilibrium composition (Nenes et al., 1998me of them modified fundamentally. Other methodsreovel as they

have been developed specifically for the purpoddyifiS-1.0. All of these numerical methods are agplvithin different

branches of an overall formalism that is basedhensiystem dynamical and numerical properties gbtlision and assorted

with a set of specific decision criteria for thetdiction among dynamical regimes. The solver issnaomplete gas-particld

exchange solver, as it does not take into accdwexchange between the gas phase and the padiiclgphase, does no

consider neither the existence of mixed phaseqgbestnor the role of organicSection 2 describes the dynamical propert

of the simultaneous dissolution of several inorgasimpounds and the numerical constraints thesemtiie design of an
efficient hybrid solver. Section 3 explains the imatism of the solver in detail. Section 4 evalu#ttessolver against fully
dynamical model runs in a box model configuratibmally Section 5 presents first results from ampliementation of the

scheme into a 3-D chemistry transport model to destrate its computational efficieneynd numerical reliability
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2 Dynamical properties of dissolution
2.1 Non-linear properties

To understand what turns dissolution into a tedimurmerical problem, it is necessary to analysdyitemical properties in
detail. This section analyses these propertieggugia example of HN9and NH dissolving into an aqueous solution of
H,SQ,. The concurrent dissolution of a base and an itad an acidic solution is characterised by a pasifeedback
phenomenon involving the two dissolving speciedtidlly, the dissolution of HN@ is impeded via the strong aciiic
propertyof H,SQ,. Conversely, the continuous neutralisation of aidia solution by a dissolving base such as; MHll
eventually prevent the dissolution of further basiatter. However, in the presence of both a digsglacid and base, the
continuous neutralisation by the base may be éffdgtcounterbalanced by the dissolving acid, thiving way to further
dissolution of basic matter. The effective intei@ttbetween the two dissolving chemicals causesenigal stiffness, as
there is one variable, in this case the pH of thet®n, that is contrarily influenced by the twissblving species.

The transition from an initially binary solution #,SO, and BO to a solution in equilibrium with gas phase HNDd NH
may be divided into 3 stages (see Fig. 1):

1) Initial neutralisation of the particle. The daility of NHs is high, while the particle is too acidic for l@rgmounts of
HNO; to dissolve. In an atmosphere with significant ante of HNQ and NH there is a momentary contrast of their
equilibration times because particulate H\€nds to be in equilibrium with the atmospherelstiilH; partitions quickly
into theliguidagueouphase in the presence of a large pressure gradient

2) Efficient interaction between HN@nd NH. Both species are dissolving because the pH is aipugh for HN@and
still low enough for NH to dissolve. During this phase particle peétves-as-thefamtthatcontrols the dissolution of botq
species.

3) Asymptotic convergence towards equilibrium. Titeraction of HNQ and NH is reduced as each species is separately
close to equilibrium with theéguidagueougphase. |
Dynamically speaking the system is kinetically liedi during Stage 1 via the contrast of the partaléace and atmospheric
pressures of Nk Consequently, during this stage NBlthe driving species, while HN®nay be described as the following
species. In contrast, during Stage 2 the systaméamically limited. It is the stage of effectivdéraction between NHas a
base and HN®as an acid. The pressure contrast betweetighielaqueousand the gas phase of both N&hd HNQ is |
substantial enough for the interaction to be f&tge 3 is also chemically limited, however botlecégs are close to
equilibrium. In contrast to the preceding, it ig tftage of ineffective interaction between theia@dd the basic species, as
their effective dissolution is hampered by the lafkpressure contrast. As will be seen in the rsedtion, the specific
dynamical properties of each stage also entailifspecimerical issues.
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2.2 Numerical stiffness properties

A chemical system may be said to be numericalff igtits interacting variables show disparate dipuation times, such
that the time step of numerical integration habdmdapted to those variables that drive the syatahvary quickly (e.g.
Zaveri et al., 2008). Here, we choose to generdlizeconcept of numerical stiffness to the follogvad hocdefinition: A
system of one or more variables is numericallyf stifen its dynamical properties require an integratime step that is
small in comparison to the amount of time thaeiguired for its transition to equilibrium.

Following this definition each of the above stagesquilibration of the particleguidagueougphase with the gas phase mafay
be associated with a specific form of numericdfratss, as follows:

1) During Stage 1 the following species’ equililbmattime is much shorter than the one of the dgépecies. This property
points to the usual definition of numerical stiffiseexcept that the species with the shorter égation time is not driving
the system. A time step that is too large causasemtive over- and undershoots for the followipgcges, which may
result in oscillating model results. Furthermonagler some conditions the oscillations may grow ftone step to time step,
and may eventually produce non-physical values.

2) During Stage 2 the system is evolving rapidlyttie presence of moderate vapour pressure gradientsefficient
chemical interaction. A scheme of numerical intéigra that catches the interactive nature of thdesysmay still
misrepresent its dynamics when the time step igpr@priately large. Figure 1 shows a clear deviatibthe large time step
values from the small time step values during stégje, such that inaccurate model results maytaéneldl if the transition
time through this stage is sufficiently large redatto the integration time step of the model.

3) The numerical stiffness associated with Stagea$ be described as follows: Each species takemiduelly shows an

equilibration time that is short relative to theaiemtransition period. As explained for Stagerid shown by Fig.,this may

result in an oscillatory behaviour, with the inhareisk of non-physical values. As the chemicakrattion between the
dissolving species is considerable, the propef@itgscillation is substantial and more pronountexh within Stage 1, as
shown by Figure 1.

4) Finally, numerical stiffness may arise as fobovDuring Stage 3, the system is interacting chaltyicalbeit the
ligaidagueougphase is typically close to its equilibrium comigioa. However, effective chemical interaction nmego set
in early on in connection with low vapour pressgradients. The resulting situation is thus a hybgtiveen Stage 2 and 3.
We found this form of stiffness to occur in the ot of elevated HN@and NH concentrations that result in the formation
of ammonium nitrate particles. During the formatiprocess of ammonium nitrate the fraction of digsg species
remaining within the gas phase typically becomesg l@mv. However, in the presence of size-resolveidsol particles that
are in disequilibrium among each other, their ébration timescale will become very long, as thaikloration flux needs
to transit through the bottleneck of low gas phasecentrations, thus resulting in further numerstéiness. In Figure 1 the

concentrations of ammonia and nitric acid are tofor this variety of numerical stiffness to occihe artefacts obtained
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remind those associated with the numerical stiffrthat may occur during Phase 2. Whereas the ¥anidty of numerical

stiffness may arise on its own, the fourth varadtyays transitions slowly to the third one.

3 Solver description

The hybrid dissolution solver treats dissolutiotestvely as a dynamic or static process. Accorljingoth dynamic and
equilibrium formulations of dissolution were deyedal and implemented into an appropriate decisiaméwork. The
dynamic and equilibrium sub-solvers are specifi@thiw sections 3.1 and 3.2, respectively, wherbag formal linkage is
detailed within section 3.3. An alternative dynarsitheme is presented within section 3.4, whichwallthe bias in
equilibrium solutions in relationship with computatal efficiency considerations to be reduced. Bnaection 3.5
provides an overview on the entire mechanism, tigkhe formalism of the solver to the numericdfrstiss properties of
dissolution.

Namingptational conventios:

The reversible condensation and dissolution of sefdtile species into the aerosol aqueous phasenslated with the

HyDiS-1.0 dissolution solver. For reasons of coneroe, these species will henceforth be qualifiedissolvingspecies.

As given by the formalism of the solver the senlatite nature of some species is neglected at tiBpecies whose semit

volatile nature is momentarily neglected and nolatile species are bound together via their commoalification as

passivespecies.
In the following subscript letters i,j,k,n,t reledevariable to an aerosol sig@classi, a dissolving species j,rpn-dissdving

{=passive species k, at a particular integration time stegquilibration iteration number n, at a time tspectively.
Exceptionally they may be placed as superscripteraer to differentiate from various additional iedole attributes.

Exponents occur as numbers only.

3.1 Dynamic dissolution

The flux of dissolving moleculesonto a particle surface elemeatfis (e.g., Pruppacher and Klett, 1997):
on, D
d —L|=v.|—=vp|ds,
ot KT

whereD [m?s'] is the Brownian diffusion coefficient in the gasagk corrected for condensation in the dynamic regind

Eq. 1

for sticking efficiencyk [J K] is the Boltzmann constan, [K] is the absolute air temperature, anfPa] is the partial

pressure of the diffusing species.
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Assuming pseudo-equilibrium and constant tempeeafithin the volume of air within which diffusiorakes place, one

obtains after integration over particle surface:

% _4zN|c-Ps|.
ot KT

Eq. 2

wherec [m?] is the aerosdiguidaqueousphase number concentration of the dissolving sgétiolecule numbeper unit

volume ail, r [m] is the radius of the aerosol particlds[m?] is the aerosol particle number concentrat®im?] is the
gas phase number concentration of the dissolvimgiep, andys is the vapour pressure of the dissolving spedighea
particle surface.

Surface partial pressure may be related to the pugdncentration of dissolved molecules via thealted dimensionless

Henry coefficientH’, which for a mono-acid is defined as follows (Jzmm, 1999a):

H

. CKT _ I\iNAn}N KTH.
Ps  7ialH']
Eq. 3

wherem, [kg] is the aerosol water mass per partiblg[mol™] is the Avogadro constang,a [-] is the mean molal activity
coefficient of the dissolving monoaditiA, [H*] is the molal proton concentration in the aerdisplidaqueougphase and
[mol? kg? Pa] is the Henry constant of the dissolving mono-agien by:

A 2 L]
Ps

Eq. 4
Similar expressions may be derived for a dissoliage.

In the preceding expression, the partial dissamiafiroperty of the dissolving species is negleatéddch is an underlying

assumption for HyDiS-1.0. It will allow us to reduthe number of degrees of freedom of the congideremical system by

one unit for each dissolving species. In doing theoproperties, such as the species’ chemcialdotien, may be taken

into account more throroughly, as analytical solsi may be derived along with a critical reductoérihe degree of the

respective resolving equations. We have seen iprtbeeding section that the chemical interactidwéen acids and basep

plays an essential role to the numerical stiffeeperty of the system.

In contrast to the Henry constant, the dimensiehsnry coefficient does not express a physical ltswalue expresses
the ratio between the partial pressure of the tisdamnolecules if they were evaporated and theawacurface pressure.

These values are unequal due to chemical interaatitong the species that make up the aeligsatlagueougphase, and

7
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the resulting partial dissociation of the dissolyarcid or base. As such the dimensionless Henffficeat is not a constant,
but varies as a function of the pH and the meairigctoefficient. This feature will turn out to mportant wherkq. ZE¢-

2 is numerically integrated in time.

Within the framework of a discretised representatib aerosol particle sizes, dissolution of sevepaicies may take place

onto several aerosol sibiclasss simultaneously. If only one species is considaredithe chemical interaction of severFI

species is neglected, then an implicit semi-anadi/solution may be derived when the following derathat results from
the combination oEq. Z=¢-2 andEq. Eg-3 is considered: ‘

acé—t(t) = 47”i,t Di,tNi,t(Ctﬂi _Cl_(t)} .

H Ii,t

Eq. 5

Combining the semi-analytical solution of the pding equation (Jacobson, I/3&):

. 4zt D N
Gt H Ct+5t +( —-H it Ct+5t )ex —.éI

H" .

Eq. 6
with the mass balance equation:
Ct+ét + Z Ciia = Ctot
i
Eq. 7
yields forCi.s (Jacobson, 1994):
Arr. D, N
Ctot - ch GX{— I|’:| , o &]
i it
G = 4z, D, N
7l . .
1+ > H' | 1-exg — L&
i ’ H it

Eq. 8

Although the preceding set of equations is uncammttly stable, as shown by inspection #bw, ¢=H'; C andC=C,

/(1+2H'}), such that no unphysical values may occur, it khbe noted that the convergence to a static dmititn between

the aerosoliguidagueouphase and the gas phase is not unconditionallyredsthe solution given bdyq. 62¢-6 andEq.
8Eg-—8 is disconnected from the pH of the partiblyidaqueousphase, as the dimensionless Henry coefficienteld

8
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constant. In addition, the simultaneous dissolutibseveral species affects the mean activity mefft, which is also held

constant. The integration time step may thus nathlmsen arbitrarily otherwise oscillatory behaviouay occur.

The preceding semi-analytical solution is therefoest used under conditions of relatively quickations of the gas phase
concentrations and a relatively stable pH of theosa liguidagueousphase, as for instance in the presence of a I%rge
amount of sulphuric acid. In the event of a mondatissolving into a particle with a highly varialparticle pH and a
relatively stable gas phase concentration, theatlg semi-analytical solution may prove to yieldna stable results:

A 4B e, - 4))
A a(1+ B(ﬂ'l’ iz)exd(ﬂ'z - /11)5[)) '

Eq. 9
with:
ag, —4 ag, -4
B4 4,)=—"—+, B4 2,)=—"—+,
A, —ag, A —ag,
Ko7n Ko7i
a:azt!_!:fr’ azNi,tNAMw’ ki,t:4ﬂ.ri,tDi,tNi,t azﬁ;}’ a:Ni,tNAMw’ ki,t:47z.ri,tDi,tNi,t .
4,=-05-ac,, +/-,/025-ac;, +ak C A,=—-05-b+ /- 025.-b% + ac
Ot =[Z N At _Zrn(Bk,i,tj b=ac;,, c= ki,tC’ Ojy :[anA(,i,t _Zrn(Bk,i,tj
k k k k
Eq. 10
Eq. E4-9 is a semi-analytical solution to the generic défeial equatiordx/dt=-ax’-bx+c resulting from the combination
of Eq. Ze-2, Eq. £4-4 and the ion balance equation given by:

H =¢c, +Zk:nkAk,i,t _Zk:kak,i,t ;

Eq. 11

wherec; denotes the dissolving monoadit which Eq. 9 is solvedandA, [m®] and B, [m] stand foare passiveon

dissolving-{as—indicatedby-the—choice—of subscriptanionsA™ and cationsB™" in the aerosoliguidagueousphase
respectively

In_accordance with Eq. Mete-that-as—an—appreximatidhe dissolving monoacid is assumed to dissociatieety. The
liguidagueousphase of the atmospheric aerosol contains in gémevariable fraction of sulphuric acid whose @egof

dissociation should be taken into account whenutating particle pH. Within the preceding equat®H’ is presumed to be
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negligible relative to H Similarly to the negligence of the partial dissticia property of the dissolving specieFhts

assumption is an underlying simplification withhretframework of the hybrid solver described in fraper. A model B0

is thus to be associated with an actually neutrsd? In this contexEg. 82¢-6 may yield a negative concentration of H
both via an evaporating acid and a condensing lmsdhe variation of the pH is not taken into aotowithin the
normalised Henry coefficiemd’. In this context, which adds to the numericafstiés property’s requirements, the choice of

an appropriate time stejp is all the more essential.

Both the choice betweeRq. g6 andEqg. E¢-9, and the choice of an appropriate time step reqair appropriate
criterion that stands for a representative vanmtibthe gas anligaidagueougphase compositions and/or the typical amount
of time to reach that variation. In the framewofktloese equations, which neglect chemical intepastiamong several
species dissolving concurrently, the characterigigation or time scale of the aerosigbidaqueousphase is inherentl
specific to each dissolving species. Consequettitytime step that will ultimately be chosen musttexceed the one that is
characteristic of the species that for some sgeg#ason is chosen as the most relevant one. Huofispupper time step
limit to be used in conjunction with the above dipres should therefore fulfil the following conditi:

_ jat
étm =Kkgt.", K4<1,

Eq. 12

ks being the numerical time step criterion for distiolu in the dynamic mode. In this study we chaggsel.0. The
characteristic equilibration tintg of the aerosol particles contained in sizerementlassi with respect to a dissolving an11

supposedly non-interacting specianay be related to an approximate equilibrium caositfum, solving:

R R AR T EA IR
B

- o, HKT i
Y

Eq. 13

whereo is the molal proton concentration in the aerdisplidaqueougphase as given by tipassiveen-disselvingspecies.
Eq. 1Fg-13 gives the equilibrium proton concentration in Herosoliguidaqueousgphase following dissolution of th4
monoacidHA;. Note thats, is conserved, as the particle water mass, the raetvity coefficient of the dissolving species
and the degree of dissociation of sulphuric acid b required for the estimationgfare supposed to remain constant as an
approximation. The preceding equation is obtaine@miEq. &£¢—4 andEqg. 1EEg-11 are inserted into the aerosol size

inerementlassrelevant mass conservation equation of the dissplspecies:

10
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it _
o =Cj +C ¢
Eq. 14
The approximate equilibrium concentratiofg(i’t may then be obtained usifg. 1Eg-211.
Consideringeq. g5, the amount of time to reach that equilibrium mally exceeds:
it _ghit Ci,j,t_Ci,j,t‘
ti,j,t _ 1 eq it _ 1 . eq
C C
ANy mw{Cj . St j 470N D ma Cjtuicl’j’t
H THY
]t it
Eq. 15

As indicated byEq. 62¢-6, the equilibration time is determined by an asytiptvariation of the amount of dissolveP
molecules: when the solution is getting closerguildorium, the pressure gradient, which acts agily force, diminishes
by the same amount. It is our purpose to assesabdr individual species a characteristic timeruatiethat is representative
of the kinetic constraints to dissolution. This ¢itnterval clearly cannot be infinite. We have sabave that Stages 2 and 3
of the particldigaidagueouphase equilibration correspond to a period otéffe or ineffective chemical interaction that i|s
driving the evolution of the pressure gradient. Tdividual species’ kinetically limited equilibiiah time is illustrated by
the time interval of Stage 1. Its order of magnétusi generally not obtained as a function of thesgure gradient, which
may reflect the chemical interaction during Stager 3, but rather by thpotential of the gas phase or thiguidagueous |

phase to generate a condensation or evaporatios flaasas expressed in the above equation.

Eq. 1%¢-15 defines a characteristic time interval that magveseas maximum integration time step to the dynarJPic
dissolution solver. It reflects the physical natoféts purpose and has the additional advantadeiofy computationally
inexpensive. Among several sizecrementlasss, the smallest value needs to be chosen in oodewdid numerical
instability due to competition among the skiaclasss. Equilibration is eventually driven by chemicatdaraction during
Stages 2 and 3, but this phenomenon cannot sathimva time interval that is smaller than the oaguired for individual
species equilibration. For this reason it is pdedit choose the maximum value among the dissolspegies within one

sizeinerementlass and the overall integration time step reads:

& =min,(max (t111)), &, <At,
Eq. 16

wheresdt, is the internal numerical integration time stepsan by the dynamic solver, andis the relevant external time

step of the model the dissolution solver is embdddto.

11
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The related approximate equilibrium concentrat(B‘Jj]’qt and surface pressurqzrg’je’fq may serve to distinguish between gas

and liguidaqueousphase driven dissolution. Dissolution is assuneteliguidaqueousphase driven when the relativ
variation of the gas phase concentration is less 96 of the relative variatiorfrahe surface pressure:

jit jit it [t
\C C\ ,,t\pSeq s

gl ij.t

Ps

, kg1t =001,

Eq. 17

kg, being the distinction criterion between gas &gdidagueouphase driven dissolution in the dynamic mode.

When found to bdiguidagueousphase driven the semi-analytical scheme giveritdpyEg-9 andEq. 1Eg-10 for a
dissolving mono-acid is preferred ovén. Eg-—6 andEqg. &¢-8. The more numerically stable earlier solution iidyo
preferred when within one time increment the spesjgecific variability of particle pH is substadiifahigher than the
corresponding variability of the gas phase. fitpgidaqueouphase driven solution should be avoided whenevssible, as
it is computationally more expensive and does natvide a semi-analytical framework that accounts the

interdependence of the aerosol sierementlasss.

Dynamic dissolution as given li§g. 3=¢-5 requires the dimensionless Henry coefficidid.(Eg-3), which depends on
particle pH and the mean activity coefficient oé tissolving species. The time dependence of thetaaoefficient is
relatively low but the pH may span several ordénmagnitude within one time increment. The highiahaility of particle
pH reflects the numerical stiffness properties #irattypical of concurrent dissolution of chemigatiteracting species (see
above). According tdeq. 16Eg-16, the time step is chosen such that it should betashthan the typical time interval or
chemical interaction. However, in a global modednsport may perturb species concentrations in awealy as to upset the
equilibration tendencies of chemically interactsmgcies. Under this circumstance figeidagueouphase may be renderef
completely out of balance. The use of the approteénamalytical equilibrium pH as given by the roofsEq. 1FEg-13
proved to be an efficient fix to this transport-addiumerical instability issue. Instability occwisenever théguidagueous

174

phaseis predictetbndsto losemeoreprotons and in combination with a relatively large tinmetiement would tend to losg
morewithin-ene-time-inecremerthan itactuallycontains. This tendency may be easily checkeaimparing the chemically
driven change in protons by a dissolving base oevaporating acidq. 1FEg-13) with the amount of protons availablg.

The dynamic dissolution solver takes an impliciprgach towards particle pH, via the use of the exiprate equilibrium

pH, rather than an explicit approach, when thegoratemand exceeds half of the number of protorsepte

ijt it it _
(CH,eq_CH )>—/<pH Chy Koy = 05,

Eq. 18
Kkpn being the distinction criterion between implicitcaexplicit particle pH for dynamic dissolution.
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Within this section we have given semi-analyticaluons to dynamic gas phase ahguidaqueousphase-limited
dissolution and defined a criterion that allows stheegimes to be distinguished. Furthermore we fderéved a
characteristic equilibration time that may be usedietermine an appropriate integration time stefs based on the
observation that single species equilibration timetrictly shorter than equilibration resultingrn chemical interaction
among several species. The overall integrationistdprived as the smallest size-specific valueseh within the ensemble
of the largest species-specific value within eade sgerementlass Finally we have defined a criterion to distindui
between the use of the momentary and estimatetitegquin pH with the gas phase driven solutionsyoainic dissolution.
With these criteria and characterisitc time intéritais ensured that dynamic solver chooses a 8taep that is as large as
possible while numerical stability remains ensuiiill, under particular circumstances the numéstiffiness is such that
the time step requirements would constrict companat efficiency. For this reason the dynamic sokan only develop its

full potential in association with an efficient égorium solver.

3.2 Equilibrium dissolution

This section describes a new numerical formalismtfie@ equilibration of the aerosol particle compiosi with the gas
phase. The underlying principle of the solver isi$e semi-analytical solutions that take into anttlie interactive nature
of the problem as much as possible. The solvercheainad hocproperties. The number of dissolving species #nat
linked through chemical interaction cannot excéedd. The number of particle simerementlasss should not exceed th
typical framework of a modal representation of #mrosol size distribution, that is 3-4 sizErementlasss. These
properties come as a limit to its flexibility, hoves, they help optimize the accuracy and the coatprtal expense of the

scheme considerably.

In analogy to the dynamic solver, distinction isdmabetween a regime of gas phase-limited equildowadnd a regime
limited by chemical interaction. In terms of theugitprium solver, gas phase-limited equilibraticoriesponds to an initial
stage of approximate equilibration with large vhoias to the dissolving species in both phases.fdimalism allows for a
succession of quick iterations delivering an appnate solution. Chemically limited interaction iartdled during a second
stage. It is both formally and numerically more @bex, and therefore computationally more expensiee equilibrium

solver is thus divided into two independent sulved that are linked by appropriate decision dater

3.2.1 Gas phase driven equilibration

The gas phase driven equilibration sub-solver wsegriational method. For each dissolving specpesticle size

inerementlasss are treated conjointly. Chemical interaction, ewatontent, sulphuric acid dissociation and agtiv't

coefficients are taken into account via simpleat@&ns. The resolving equation for single specissalution into one
aerosol sizénecrementlassis quadratic in [M (seeEg. 1FEg-13). Due to this quadratic dependence, there is atytical |

13



solution for multiple sizénerementlasss, so the quadratic dependence has to be appr@dmiéth a partial linearisation,
as follows.

The ion and mass balance equations, and Henry'sdad/variationally, for a dissolving acid:

=_Z&i,j,n

&i,j,n = &:4'”
Ho— (ci,j,n_1+§ci i, n)(ci'n_1 +5C:4n) _ Vi N
: (Ca+C,) T [ KTNZNZME,
5 Eq. 19

The previous expressions for the Henry's law anal ittn balance may be combined using the followingadrisation

assumption:

i,n-1 2 i,n-1 i,j,n

(Cljn1+c )&,j,n+5q,j,n~5q,j,n'(cljn1+C +5C|nv )'
Eq. 20

10 vyielding:
i,n-1
e _ HJr'J + HJrIJCJnl _ C|jn1CH
ij.n i,n-1 i,j.n j.n i,n-1 i,j.n i,n-1 i,j,n’
Cljn1+C +5C|nv Cljn1+C +5C|nv C|Jn1+c +5C|nv

Eq. 21

wheredc;,, is the invariant variation of the dissolving sgecin thdiguidaqueougphase following its equilibration with :;1
constant gas phase.

15 Consistentlygcin, may be assessed solving the square equationingsfitm Eq. 13619 for 6C;=0. Eq. 2IE¢-—21 may
then be inserted into the mass balance expressigg. d ¥Eq-19 leading to a solution of the typ€;; 2(1+a;)=2b;.

For a dissolving base an equivalent expressidagto2 Eg-—21 is reached by analogy fq. 1¥E6-19. However, here the
non-linear relationship between the gas andlitheédaqueousphase at equilibrium does not arise via the sectaytee
reIationshipcSCj:f(zScjz) but rather fromdC;=f(1/Jc;). Under this circumstance linearisation is obtainéen the variation of

20 the gas phase counterpart in the denominator dbtlogving expression is neglected:
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5 = _Ci,j,n—l +H jri,j (Cj,n—l +&:j,nk:.in_l
. 1+Hr (C,.+&,,) '
Eq. 22
with:
H, = Cuin1 * i ro= Kiizo 78
J r -(Ci'n_l+§Ci'nXC. L 5C )1 ij kT
hIATH H Jin-1 j.n VH
Eq. 23

Via the combination oEq. 2ZEg-22 with the mass balance equation (Eee 1Eg-19) the variation of the gas phase duelto
a dissolving base may then be obtained in siméahibn.

The variational approximations developed in thidisa resemble analytic solutions to the equilitamabf a non-chemically
interactive species dissolving into a size-resoleabsol. Due to their approximate character thesthods require iteration
for each dissolving species notwithstanding thatytlassume certain variables to be constant andecteghemical

interaction among the dissolving species.

3.2.2 Chemically driven equilibration

Gas phase-limited dissolution is driven by theipapressure gradient between the particle suidackthe gas phase, and is
relatively independent of the non-linearities daieliemical interaction among several dissolvingigse The application of

a computationally efficient variational solver thatbased on iterations proves to be advantagendsr uhis circumstance.
The same does not apply to chemically limited dig&m for which numerical instability may easilgaur via the pH, and
the number of iterations required may turn outdovéry elevated due to numerical stiffness. Anedjtsolutions (Nenes et
al., 1998) offer the advantage of being uncondéilynstable and computationally inexpensive. In tlomtext of the
concurrent dissolution of several species intoza sliscretized aerosol they nevertheless have aledeawbacks. (1) For
two or three dissolving species the equilibratiérih@ aerosoliguidaqueousgphase requires the analytical solution of fn
equation of the third and the fourth degree, resgy (see below). The high degree of precisioattis necessitated by
equations of such an elevated degree may not lilyredtained for numerically stiff systemSimilarly, the number of

dissolving species whose chemical interaction meyutly taken into account may not exceed threenasanalytical

solution is readily available to an equation beydhd fourth degree(2) In the presence of a non-linear system| a

comprehensive analytical solution may not be oleidiisee above), entailing the need for iteratieattment, if the
equilibrium compoasition is to be determined withigh degree of confidence. (3) It is not possibledlve analytically for
chemically interacting species withéeveral aerosol sizecrementlasss (see previous section), which adds to the nefec1 fo
iterative treatment.
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In the following, the derivation of the resolvinguation of equilibrium pH is described for the exdenof several acidic
species. Similar equations may be derived for amylination of dissolving bases and acids. Actieihgfficients, particle

liquid water content and the degree of dissociatibeulphuric acid areot predicted by the analyical scheme as they pre

includedreatedas parametersnstant{for one dissolving species, the dissociationutplsuric acid is taken into accounit
analytically, however, see below). The variables therefore the gas phase diggidagueougphase concentrations of the
dissolving species within one sibaclassand the particle pH within thdiinclass We are thus dealing with a system of
2n+1 equationsn being the number of dissolving species. The gaugrequations are equivalentskx. 1¥Eg-19, these
read generically:

XY XY,

(1) Aj = (1) Aj = T

J

Y.
J
() th°t=Yj+V.j+;yk’j @ Y=Y +y, +D V.

7T,
I#i

(3) Xi:iyi,j—‘_zai,k (3) Xi:iyi,j+zai,k

Eq. 24

wherea stands fotheacertainnumber-ohon-disselvirg passivaonic species contained in the partigtpidaqueouphase
such as sulphate, bisulphate, ahd balanced amount of cations and anionshasivecationsresultrg from sea salt

dissociationEq. 242¢-24(1) stand for the Henry's law (CEq. ££¢-4), equations (2) for the mass balances Exf. ZE6-7)
and (3) for the ion balance (cEg. 1E¢-31). The sea salt ions may be grouped together asatitiayot contribute to the

variability of the pH during equilibration.

The resolving equation for particle equilibrium fgbbtained wheteq. 24£6-24(1) are solved fol; and then inserted intg
EquationsEq. 242). These in turn are then solved yprwhich are then inserted into the ion balance eguna®ne obtains

then a polynomial fok; (=H") whose degree is equivalent to the number of Wisgpspecies plus on@€n+1). When the
above system is solved for anyYjfor y;; without solving forx; before, the resolving equation is of degdem+2. This
stresses the primordial importance of particle pHchemical equilibration as it acts as a linkagwiag the concurrently
dissolving species. It is possible to include suhph acid dissociation in the above system (witnatant activity
coefficients only). Under that circumstance therdegof the resolving equation fog is d=n+2. In order to limit
computational expense and to limit the degree efrsolving equation to foud<5) in the presence of three dissolving
species, sulphuric acid dissociation was not instuch the analytical equilibrium solver describesten except when the

solver equilibrates for only one dissolving species
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3.2.3 Equilibrium solver implementation

The implementation of the preceding formalismsharaically and gas phase driven equilibration intmédied equilibrium
solver requires an effective criterion of distinctibetween these two regimes. The variational fosmaallows for quick
equilibration within the size-discretized aerostdhen equilibrium is almost reached in terms of ithdividual species’
pressure gradient, the system becomes driven logichkinteraction, and the efficiency of the forimsed decreases rapidly.

For this reason an appropriate distinction critetietween chemical and gas phase driven equildor i

c . -C

j,n j,n-1

j,n-1
Eq. 25

The minimum value for gas phase driven equilibrabosen in this study ig ~0.1. When equilibration is initiated in the
gas phase driven mode,, decreases with each iteration. Once the thresBaldached, equilibration is switched to the
chemically driven mode, upon whiehgincreases again as chemical interaction will eiggigher exchange fluxes. In order
to avoid oscillations between the chemical andghs phase mode, a switch back from chemically opese driven

equilibration is formally excluded.

The equilibrium solver follows an iterative schenBamth the gas phase driven and the chemically drieguilibration
mechanism do not account for the variability of thetivity coefficients, the particle water conteatd, in most
circumstances, the degree of dissociation of sulptacid. Within the chemical sub-solver, equilitioa for these variables

is carried out on amternal level of iterations. The maximum number of intdriterations was set to 5, as a number that
reconciles the need for numerical stability andlittnétation of computational expense. The chemicdtiven scheme solves

equilibrium for all dissolving species within onarficle sizanerementlass For this reason agxternallevel of iterations is
required that accounts for equilibrations amongdizeinerementlasss. Its maximum number was set to 20, which was
found to be sufficient under the numerically stifhditions that are typical to chemically drivesstilution. In general there
is an inclination for the smaller particle sizerementlasss to have a lower condensation sink than the laoges. For this

reason, the larger sizecrementlasss eventually tend to act as process drivers althahgir equilibration requires more

time. The chemically driven equilibrium schemeates consequently in the reverse size order. Thplyase driven scheme
solves for all aerosol sizecrementlasss simultaneously. Limited chemical interaction aiected in the variability of
certain variables like the activity coefficientsdatihe water content may be jointly tackled withinammon iteration level.
The iteration level of the gas phase driven schisntlieerefore formally identical to the externaldewef chemically driven

equilibration, and the associated total numbetevtions is also limited to 20.

Chemically driven equilibration at the internalrégon level is dominated by the variation of ptbrRhis reason a

representative criterion of convergence at thislles:
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i,n-1

i,n
i _ ‘CH —Cy

convint — in-1

Cy

K

Eq. 26
A sufficient degree of equilibration is assumedéareached at the internal level wheg, in<0.1. At the external level the
degree of convergence is estimated with the foligwdriterion:

‘C C

i i,j,n - i,j,n-1
convext —
C

K
i,j,n-1

Eq. 27

0y

-3 .
Convext)< 10™. Under the circumstance of several

In this study convergence is assumed to be reauwlnash ma)<K

competitive aerosol sizacrementlasss and pronounced chemical interaction, the quaatitiissolvable matter in the ga
phase may become very limited (see above). Thétiregunnumerical stiffness sharply increases the @amamf external

iterations necessary for equilibration under thenattally driven scheme. A criterion to diagnosesthumerically stiff

m ( i )n—l_m ( i )n
KCOnV,eXI KCOnV,eXI

K = .

convstiff m(( i )n—l
m Kconv,ext

equilibration situation is:

Eq. 28

When xonv stiff IS found to be inferior to 0.1, then convergenowag sizenerementlasss is assumed to be inhibited
slow transition of the dissolving species throufke gjas phase and the external convergence critBgor2 Eg-—27 is
increasedrom 10° to 10°. An increase of the convergence criterion redticegrecision of the equilibrium solver, and in
consequence appears to affect the accuracy ofytiredtsolver as a whole. Dynamically speakinguits out that this need
not be the case. Knowing that this type of numérstidfness comes with a sharp elongation of tlamsition period to
equilibrium, some of the siZzecrementlasss that the solver attempts to equilibrate will nesich equilibrium within the
overall time step of the model. This circumstand# be taken into account, as their composition| vaé corrected

separately according to the concept of pseudoitramswhich is described in the following section.

3.3 Hybrid solver implementation

The formal combination of the dynamic and equilibni solvers requires the definition of an approgridgcision criterion
for distinction between these two regimes. The ctdn of computation time is the compelling reagamthe preference of

a hybrid formalism over a fully dynamic one, whisuld obviously be the more accurate one. Accordirgg. 16616,
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the time step of the dynamic solver tends to belnmore limited by individual sizeerementlasss, among which the|
smallest value is chosen, than by the individuaces in terms of their characteristic equilibratitme. It is therefore
advantageous to assume a maximum number oirsigementlasss to be in equilibrium. Among the sirerementlasss
considered not to be equilibrium, some species stilybe set to equilibrium. Although this lattehaice would not allow
for an increase of the time step of dynamic didsmiy as the maximum characteristic time intergattiosen for each size
inerementlass it would still have a positive influence on nuneat stability if it targets the most numericallyfisspecies.

From its underlying principle, this approach maydoasidered to be a minimalistic version of a mixiete integration

method (Zhang and Wexler, 2006; Zaveri et al., 2088 the choice to simulate the temporal evoluibsome species

explicitly while others would be supposed to edmdie instantaneously is based on the considerafidheir specific

characteristic time interval.

The characteristic time interval for dynamic dissign is tailored to the numerical stability reagrtents of the dynamic
dissolution solver. It differs from the actual dduiation time, as it does not take into accourgrafcal interaction, and
appears to be quite specific, as it does not cendite actual partial pressure gradient. It wilivnloe argued why the
decision criterion between the equilibrium and tymamic regime may follow a similar approach. Fitkte pressure
gradient is only a momentary snapshot of the stturatate the particle is in. Chemical interactamually determines the
equilibration time in many if not most cases. Ty, during most of the process of equilibratiosteong gradient will be
conserved in time. The gradient will only becomeallen once the solution is close to equilibriumc@&el, pronounced
chemical interaction requires small time stepstdlits related numerical stiffness. It should ttiarme be avoided as much as
possible, and the corresponding sizerementlasss should be put to equilibrium. Their compositioowd have to be|

corrected by other means in order to ensure tleasaltver is as accurate as possible.
The ideal criterion of choice between the dynamid the equilibrium solver should therefore:

1) Determine the sizamerementlasss that are clearly in equilibrium due to their attaquilibration time being mucri

shorter than the overall time increment of the nhode
2) Determine the dissolving species that are gleéaréquilibrium among the remaining sierementlasss.

3) ldentify circumstances of pronounced chemicakriction whose dynamical treatment would entabhpoitive

computational expense.

The distinction criterion may therefore be statedodlows:
i _ i,]j
Kieq = a-t.’,

Eq. 29
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wherea is anad hoc proportionality constant. Then, a sufficient cdiwh for the particle in sizéinclassi to be in

equilibrium with respect to the specjesould be:

(’1<At,

i
Kte
Eq. 30

where4t is the overall time step of the model the dissotusolver is imbedded into. The proportionalitgta a within EqQ.

29E¢—29 has a double physical and numerical meaning, basitalystandsforrepresentshe amewextent of chemical

interactionbeyond individual species equilibratitthatshoulds-ehesen-tde Bken into accouneateddynamically and the

maximum number of internal time steps that oneilsng to accept considering a balance between the computatignal

efficiency and accuracy requirements of the sollrethis studya=2.0, such that the number bfternaltime stepsvould

bas limited to two at this point. The complete fornsati of the solver will further complicate this picu

A complementary choice criterion between the dymaamd equilibrium solver is introduced as folloWghen an aerosol
size inerementlassis put into the equilibrium mode, its influence tme mass balance of the dissolving specieq is
disconnected from the ones kept in the dynamic midde to their formal separation a choice must bdeon the order in
which dynamic and equilibrium dissolution are c#éted. In this study the dynamic solver is caret first on grounds of
the tendency that the corresponding sizeaments have the larger condensation sink. Furthernfiamm a dynamical point|

of view, it is plausible that faster reacting peles adapt to slower ones rather than the otheran@ynd. In consequence,

the influence of the equilibrium sizecrementlasss on the mass balance should be kept as low ableoss given by:

Eq. 31

wherexneqis the distinction criterion between the dynanmd &quilibrium mode by reason of mass balance denaiions.

In this study mass balance conditions are suppioskee fulfilled wherkme<0.1.

A sizeinerementlassis put into equilibrium mode when it fulfils bothe mass balance and the equilibration time catgri
with respect to all the dissolving species it cordaThe mass balance criterion may thus lead toenease of the number
of time steps required by the dynamic solver, asessizeinerementlasss that may be found to be dynamically close|to
equilibrium may not be found so in terms of theags. As the mass balance criterion does not catmical interaction
either, as it also follows the gas phase drivenr@gagh, the sizencrementlasss that are numerically stiff are still

effectively filtered out, and the overall compudatal efficiency is preserved.

Decision on which species are placed into the #gjilim regime within a sizérerementlassthat is otherwise treateq

dynamically follows an analogous approach. Howedere to numerical stability considerations, theil@mation time
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criterion is applied exclusively under this circdarece, and only those species may be put in equitibthat do not act as
chemical driver within the sizieerementlassunder consideration. The chemical driver to digsoh is defined to be the|
species that shows the longest equilibration tif@. computational efficiency, equilibrium specie® dreated non-

iteratively using the analytical solutions that ddeen derived for chemically driven equilibrat{see above).

Sizeinerementlasss in the dynamic mode are rechecked after eachi@téime step against the remaining fraction ef tr
overall time step. In consequence, the equilibratime criterion is adapted sequentially to thea@ing integration time
interval viakeq<4t-ot, wheredt stands for the cumulative amount of time thatleen integrated over so-far. Through this
procedure, the maximum number of time steps requisethe dynamic solver may still increase by ofteraeach time
increment. In practice, however, the probabilitytfis to happen several times is very low as treg&cteristic equilibration
timet. is formulated in a way that it is relatively invanit (see above). The number of time steps reqbiyetie dynamic

solver thus typically does not exceed three inah&ence of mass balance constraints.

If an aerosol sizererementlassis put into the equilibrium mode, it is kept onldhéor treatment by the equilibrium solvef
until the dynamic solver has finished. It mightreesppropriate to redirect these saraclasss to time-resolved dissolution
on the basis of regular rechecks of their dynanstatute after each time increment of the dynawiies. However, such a
procedure would be inconsistent, as thiaselasss previously chosen to be in the dynamic mode wbalde evolved in

time in the meantime. On the other hand, it is ipesgo return equilibrium species within a sieerementlassto the

dynamic mode, as in this circumstance dynamic audibrium dissolution have been carried out siraniously.

3.4 Pseudo-transition correction

On grounds of the above criterion (3) for distinotbetween the dynamic and the equilibrium modm iserementlasss |
that are numerically stiff are set to equilibriumgtwithstanding their actual dynamical state. Ideorto correct for the
consequent bias the following formalism is adopteat. every dissolving species the equilibrationdtiim estimatedafter

each external iteration increment of the chemiabtsolver. The equilibration time considered hereadt equivalent to the
characteristic time interval for dynamic dissoluatig but rather stands for the actual species spewifidlibration time in a
framework of effective chemical interaction thamarked by low pressure gradierEs). Z=¢-2 mayprovides an estimation |

of the actual equilibration timig,

L. L. Ci’j’n—c .
LN ghin 1%aq "M
S —tiin —p. (471D N, ey
_Ms

T

Eq. 32
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wherex is the distinction criterion for numerically stgfzeinerementlasse in thepseudo-transition modgsee below),
andab is a proportionality constant that takes into actdhe variability of the pressure gradient durdggilibration. In this
study, we choosab=1.0 as a first approximation. This value may be roygidtified as follows: (1) under circumstances pf
chemically driven equilibration, the pressure geaditends to be relatively constant, and (2) aageramount of the
temporal variability of the pressure gradient ieeatly being taken into account due the fact ihat updated after each
external iteration, thus allowing for competitioetlveen sizéncrementlasss.

If the equilibration time is found to exceed thee@ll time stepdt for more than one of the dissolving species, ttien
species showing the largest excess is chosen aslévant driver. For the driving species the failog linear correction is
made:

Eq. 33

The non-driving species are then equilibrated tortewly estimated value of the driving species lith full chemically
driven equilibrium sub-solver including internagriations. This process is re-initialised at eaderaal iteration of the
chemical sub-solver, such that it becomes formadist of the equilibration process, and is repeatdd full convergence.
Size incrementlasss whose time-resolved transition to equilibriummsmicked with the abova posteriori correction

method are henceforth said to be in the pseudaitiam mode.

3.5 Overview

In the previous sections we have described the noatenechanisms that make up the new inorganigotlion solver.
Due to its hybrid nature, the solver is dividedbiatdynamic and an equilibrium sub-solver. The ldmriiim solver allows
for an additional pseudo-transition correctiondeinerementlasss that are not treated with a fully dynamic appholag
reason of computational efficiency.

The equilibrium solver is partially based on an lgti@al approach, which was shown to be computatignefficient by
previous modelling experience (e.g., Nenes etlaP8). The analytical approach is chosen whendssoldition is found to
be chemically driven via effective interaction betspecies contained in the aerdgplidaqueougphase. In this study, théf
analytical approach is followed as rigorously asside, as the equilibrium particle pH is computedthe concurrent
dissolution of several species. The degree ofd¢belving equation is equal to the number of disaglgpecies plus one (the
latter standing for H OH is neglected in the ion balance equation), thugilig the number of dissolving species that may
be taken into account to three.
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The dynamic solver is principally based on the sandlytical approach followed by Jacobson (199R4djas the advantage
of solving simultaneously for an unlimited numbdr particle sizeirerementlasss, thus providing for their mutua
competition for condensable matter in the gas phdseever, this formalism cannot account for theroftal interaction

between the species. Dissolution may be very doesequilibrium for certain particular species, whit may be not for

certain other species, which actually serve asrdyigpecies (c.f. numerical stiffness categoryFLythermore, dissolution
may also be numerically stiff for the driving speivia the variability of particle pH (stiffnesstegory 2). Therefore a
species-selective equilibrium assumption is madkapredictive (=implicit) formalism fdiquidagueougphase pH is used|

respectively.

The basic functioning of the hybrid solver is dépicby the flow chart shown in Figure 2. To begithwa characteristic
time interval is estimated for each particle sizerementlassin the model. A sizénerementlassis found to be in|
equilibrium when its characteristic time intervairiesponds to less than half the integration titep ©f the aerosol
microphysical model the solver is embedded inta @hen its equilibration requires less than 10%hef total available
matter for each of the dissolving species. Theattaristic time interval reflects the amount ofdithat would be required
for the equilibration of a sizeerementlasswith respect to a particular dissolving speciésist neglecting additional
equilibration time requirements due to chemicaétiattion. This definition ensures that sizerementlasss that show
numerical stiffness according to categories 3 andrd mostly treated by the equilibrium solver. Rbpse size
inerementlasss that are treated dynamically, time integratiopasformed at a time step that is as large as lpesshile

numerical stability is still ensured. The time steghosen according to the requirements of theiserementlassthat is

closest to equilibrium. In case more than one tatep is required, each of the dynamic madeementlasss is retested
whether they can be put into the equilibrium modéer typically 1-3 dynamic time steps the compiosit of the

equilibrium inerementlasss is calculated. In choosing to calculate equilibricomposition after the dynamic calculatign

finished, two goals are pursued. First, equilibrigime incrementlasss tend to consume less matter than dynarmic
inerementlasss, as they are ideally close to equilibrium, anddeesmaller. This circumstance is of some relevar|ce
because their mass balance is decoupled from thenug sizererementlasss, thus carrying the risk of artefacts due to

misrepresentation of mutual competition for condéahes matter. Second, it is ensured that thoseisezementlasss that

come close to equilibrium during integration maill s put into the equilibrium mode, such thattbotumerical stability

and computational efficiency can be ensured.

Figure 3 depicts the formalism of the dynamic soives for one internal time step. First, each sm@ementlassis tested |
for whether certain species may be assumed to bquiibrium. This test is carried out in accordamdgth the above time
criterion for distinction between equilibrium angindamicinerementlasss. Species that are found to be in the dynaric
regime are subdivided further according to whetthair equilibration is driven either by the gas ghar chemical
interaction within thdiguidagueougphase, and, in the former case, according todhiahility of particle pH. As such, ga
phase limited species are integrated in time wattoison’s semi-analytical method (Jacobson, 199d4le lguidagueous
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phase limited species are integrated with an aalytmethod that provides for their larger numdristffness. The
analytical method solves for one species in oneisementlass while the Jacobson method solves for one spatiak
size inerementlasss. The particle pH associated with the Jacobsorhadetorresponds either to its momentary value
(=diagnostic approach), or, if found to be beyontkegain variability threshold, to its individugbecies equilibrium value
(=prognostic approach). In order to insure accugmditioning among the sizimerementlasss, time integration is
performed in parallel irrespective of the schemat thas been chosen. Finally, for the dissolvingiggethat have been
diagnosed to be in equilibrium in some or all of therementlasss, the composition of the dynanircrementlasss is |

updated according to the analytical approach ghatlopted in the equilibrium solver (see below).

The formalism of the equilibrium sub-solver is suarimed within Figure 4. Using a specific criterighg equilibrium
solver differentiates formally between so-calleérdical and gas phase equilibration. In the firseagquilibration is driven
by chemical interaction among species dissolvinguttianeously. The chemical sub-solver assessesdhdibrium
composition of one siz@erementlasswith respect to all dissolving species using theva-described analytical approacl|1,
and iterates at an internal level for water content activity coefficient variation, which canno¢ laccounted for
analytically, and at an external level for interactamong the sizéncrementlasss. For sizeineremeiiclasss whose |
equilibration is kinetically driven by the variati@f the dissolving species’ concentration in the ghase, a specific solver
was designed that is based on a variational mefhtogl kinetic sub-solver presents the advantageiofjocomputationally
efficient, and solves individually for each dissoly species and simultaneously for all equilibrisizeincrementlasss. If

at least one sizmerementlassis found to be kinetically limited for at leasteonissolving species then the kinetic sup-
solver is used beforehand. The kinetic solver perfaterations with updated gas phase and surfassyres, water content
and activity coefficients until further equilibrati is found to be entirely chemically limited. Censtively, full
equilibration is achieved with the chemical subrenl Sizenerementlasss that are dynamically, however not chemical‘y,
close to equilibrium (numerical stiffness categeri@ and 4) are mostly tackled by the analyticalvesol Especially
inerementlassse that show numerical stiffness according to catedaurn out to have an actual equilibration tithat is |
far longer than the individual species’ equiliboatitime. At each external iteration of the chemgler, the composition
of these sizeineremaiclasss is re-evaluated according to an estimation ofrtlaetual equilibration time. Sizeg
inerementlasss thus corrected are said to be in pseudo-transiial remain formally part of the equilibration gess. The
chemical sub-solver allows for a certain numberexternal iterations only. Ideally the chemical casifion of the
equilibrium and pseudo-transitionerementlasss converges prior to attaining the maximum numiféteoations, upon
which the composition of the equilibriumerementlasss is updated accordingly and the solver is exited.
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4 Box Modelling Evaluation
4.1 Box model setup

The hybrid solver was implemented in the box magesion of the modal aerosol microphysics schem®BAP (Mann

et al., 2010). The microphysical processes arawiliched off during the validation, providing forstable unperturbed
aerosol population that is divided into 4 hydriilk modes (nucleation, Aitken, accumulation andrsea The particle
phase in these modes is purely liquid, consistiragaeous HSQ, SQ%, NO;s, CI, NH,", and N&. H' is calculated via the
ion balance, taking into account the partial diegtan of sulphuric acid, whilst nitric acid anddrgchloric acid are
assumed to be entirely dissociated.” @Hheglected all throughout the scheme. Gas pHi§®, HCI and NH may dissolve
into and evaporate from thiguidagueougphase, with activity coefficients, surface pressuand water content assessed Via
the Partial Derivative Fitted Taylor Expansion (POE) aerosol thermodynamics scheme (Topping e2809). PD-FITE
was built on the concept used in the multicomporienior expansion method (MTEM) model of Zaveriaét (2005) in
which activity coefficients of inorganic solutesaxpressed as a function of water activity ofgbletion. Unlike MTEM,
PD-FITE was designed to remove the need for ddfismphate poor and sulphate rich domains. In xfdithe order of
polynomials that represent interactions betweeratyirpairs of solutes was allowed to vary to inceeasmputational
efficiency whilst retaining an appropriate levelagicuracy. Fit to simulations from terosol Diameter Dependent Model
(ADDEM, seemedel{Topping et al., 2005a,bits theuseof PD-FiTEwithin a dynamical framework was demonstrated for

agueous inorganic electolytes in Topping et al0o@@nd extended for inorganic-organic mixture¥apping et al. (2012)
using theMicrophysical Aerosol Numerical model Incorporati@gemistry MANIC, seeaeroselmedellowe et al., 2009).
H,SO, is not currently considered as a dissolving sgewi¢hin HyDiS-1.0. In principle, it may treated tiye solver as a

chemically interacting semi-volatile species, pded that the total number of dissolving species du# exceed 3, that itg

suface pressure would be delivered by the thermamdim scheme, and that slight adaptations to thenicka equilibrium

solver are made. Alternatively,80, could be treated by the solver as a non-interac@mi-volatile species, or as a nop-

volatile species via a formal association of disgoh and condensation (Jacobson, 2002). Currei$80, is considered to

be non-volatile, and its condensation is simulatétin a separate routine (Spracklen et al., 2005).

In order to test the new solver, two series of med@eriments were carried out, one with particléhin the 4 modes
initialised as binary mixtures of, B0, and HO, and the othewith the finest 2 modes initialised to contaisS@, and HO

and the 2 coarser modes (accumulation and coamis@)ly containing just sea salt and® The chemical composition of
sea salt was adopted from Millero et al. (20085&dard Mean Ocean Water (SMOW), with all catiassumed to be
Na’. Accordingly, the adapted composition of seaisaNaCl-bNa,SO,, with a=0.9504 andh=0.0496. Within Series 1 only
HNO; and NH are allowed to dissolve, whereas in Series 2 H@&Y nlissolve additionally, thus providing for a more
complex system with degassing HCI from the largedes that can then dissolve also into the smalt&tes1 The particle
number concentrations are 1000 t(nucleation), 250 ci (Aitken), 100 cri? (accumulation), and 0.1 ¢i(coarse) the
initial dry particle radii are 1, 25, 100 and 10@@nometres respectivellfive-day simulations are carried out at stand*rd
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pressure and temperature conditions with an impdaathal temperature cycle of +-5K and relative ldlity set to 80%.

The particle number concentrations and the passgieeies are held constant for the dissolving spégcieonverge towards

forced dynamic equilibrium.

Within each series, experiments were carried otht imiitial ambient volume mixing ratios of the dibsng species of 1, 10
and 100 ppb such that the model evolution acrassige of numerical stiffness conditions may be ss&sk Surface total
HNOs; and NH mixing ratios (over the gas and particle phase)atammost 10 ppb in polluted regions and typicatiyund 1
ppb or less over remote oceans (Adams et al., 19985 phase HCI ranges typically from 0.001 to (ipb over the
Southern Hemisphere oceans (Erickson, 1999), aledsthan 10 ppb under polluted continental camuit(e.g., Eldering,
1991; Nemitz, 2004). The concentration ranges fol, NlH; and HNQ were not primarily chosen as being representafive

any particular region or environment but rathethwitimerical stability testing considerations in chin

In the next subsection we examine the results feanh of these series, comparing between runs djtth€ full capability
of the hybrid solver including the dynamic and diguum sub-solvers, with pseudo-transition cori@ettenabled within the
latter (HYBR ), (2) the hybrid solver excluding tdgnamic sub-solver (PSEUDO ), and (3) the hybales under full
equilibrium conditions, that is excluding both thgamic sub-solver and the pseudo-transition coore¢EQUIL). Finally,
we also show results from a benchmark run thay falsolves the modes’ transition to equilibriumhatheembedded fully
dynamic schensynamic-sukselver-only(TRANS). Our choice of this scheme as benchmark may be atetivas follows.
A dynamic scheme may serve as a benchmark iffitisuthe following conditions: (1) it is precis€?) it is sufficiently

distinct from the scheme it is tested against, @)dt fits the system it is supposed to solve. Bgramic scheme we us¢

here was originally developed by Jacobson (1997jollows a semi-implicit approach (see Eq. 5 to. By, that was

specifically developed for its computational efficcy, its unconditional stability and its relatingbustness to numerical

stiffness. Later on, Jacobson (2005) presentedra simple variant that does not adopt a partialyéical approach. This

version is known to exhibit less of a numericaldemcy to infringe the mass balance equation, tocob@outationally less

expensive, and to be slightly less reliable formapeaking (Jacobson, 2005). We chose the earéiesion for its

mathematical accuracy and its related higher capamideal with numerical stiffness. Both variaat® mathematically

accurate, as for a time stép—0 they tend to the exact solution. The mathemafcatision of the scheme has begn

investigated for its later variant by Zaveri et (@008) against a stiff solver of ordinary diffetiah equations, and found td

deliver comparable results, provided that the tatep of integration that the scheme is used wittufciently small. This

is the feature that we have investigated withiruFegl, as a the time step that is too large temgsaduce oscillations. With

a small enough time step the transition and eqiilib regimes will be accurately resolved, as thseiltewill be graphically
indistinguishable from the one obtained at a tinep ghat is even smaller. Unlike MOSAIC, HyDiS-Rfopts a hybrid

approach, with a further simplification to appletRSEUDO approximation in cases where the dynaetiawour of certain

species does not need to be simulated explicitihotigh the dynamic benchmark solver is embeddéhinvithe solver,

HyDiS-1.0 thus adopts a formal approach that issiclrably distinct. Although the scheme is simptfisubstantially, it
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may be shown that the choice of a larger time dtms not necessarily result in a sizeable loss@iracy. Finally, the

embedded dynamic scheme fits the complex systersewdral chemically interacting species dissolvintpia size-

discretized aerosol, as it solves for all size s#asconcurrently and allows updating all relevaartameters after each

internal time step. In conclusion, the Jacobso®71%emi-implicit scheme fulfills all conditions pyovide for a fast and

precise benchmark if the internal time step is ehagppropriately. This might be easily achievethbpection, as sketched

within Figure 1. Similarly, we found the time stepfsl and 0.01 seconds to deliver accurate refurta size-discretised
aerosol at 1 and 10 ppb, respectively. At 100ppterthis-cireumstanceumerical stiffnesat-100-pphs pronounced to a|
degree thathe Jacobson (1997) scheme cannot hadiisolution into the smaller modesnnet-be-handlednless a
prohibitively short time step is chosen. For treason, walo not benchmark this run against the TRARS-show-results
for-the-1-and-10-ppb-runs-this configuration.The degree of precision of the HYBR and the PSEUD is shown by

their comparision with the benchmark TRANS runthese should yield similar results if numericalbgarate. The formal

accuracy of the HYBR, PSEUDO, EQUIL and TRANS ruesmutually verified as they converge towards samil

equilibrium values whenever they should do so bijuei of their system dynamical properties. The farmccuracy of

embedded fully dynamic scheme is also verified ioypfe 1, as the ambient and surface pressuregdafiisolving species

equalize at equilibrium. We do not benchmark HyRi8-against a reference thermodynamic scheme henmethpoint to

Topping et al. (2009) for an assessment of theedegf accuracy that may be obtained with PD-FITE.

4.2 Box model results

Fig. 5 compares the size-resolvegtl,-ardNO; and NH,_predicted by the new solver under the 1 piy-anrdHNO; and
NHa_initialised TRANS, HYBR, PSEUDO and EQUIL configtiens for binary sulphuric acid particles (experitheeries

1). Contents within the nucleation mode are notwhas they are negligible. For the coarse modedéigeee of saturation

with respect to gas phase Nahd HNQ is also given. Much more than to the time stejs, talue is related to the choice
whether the temporal evolution of non-equilibriunodas is assessed with the dynamic sub-solver ¢r thié pseudo-
transition approximation. As will turn out, the Ippun without sea-salt is the only one which thigegotreats the coarse
mode dissolution fully dynamically. For the otherh$brid experiments, dissolution into the coarsedencs calculated
applying (either partially or fully) the pseudodtisition approximation, illustrating the operatiohtle hybrid solver in

conditions of numerical stiffness.

At 1 ppb without sea salt, ammonia is the drivipgdaes, dissolving quickly into tHegidagueousphase and partially1
neutralising the sulphuric acid. As a consequetieeparticle pH (not shown) increases initiallydvefreducing again later
once the dissolution of the weaker nitric acidtstém occurBy virtue of the temperature dependence of the YHeomnstant,

nNitric acid dissolves more readily at lower temperat{Kim et al., 1993; Nenes et al. 1998p its content is maximal i

the hguidagueousphase at night. By contraghe solubility of ammonia is not primarily deterraah by the temperatur

variability of the Henry constant, but rather be trariability of the particle pH.fBr these 1ppb runs, ammonium has little
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diurnal variation as the sulphuric acid is not elts being fully neutralised and the comparabhhhigriability of nitrate is
compensated by the degree of dissociation of suiptacid. Efficient chemical interaction does net s under these

conditions, with particulate ammonium around 2 osdd magnitude higher than that of nitrate.

Results obtained with the dynamic configuratiores @nsiderably different than when equilibriumgsamed. Treating the
partitioning dynamically accounts for the much lentimescale for the nitric acid to dissolve irtte toarser particles with
the dynamic runs predicting much more nighttimealptto the smaller particle modes, with a subsdagglew transfer to
the coarse mode as both ammonium and nitrate eat&pduring the day. By contrast, using an equilitripartitioning
approach completely misses this uptake to the firagticles, with a dramatically reduced nitrateteo in all three sub-
micron modes. After five days the bias obtainedwlite equilibrium assumption is still of the ordé50% for ammonium
(Fig. 5b.1-3) and of the order of 20% and 50% for nitr@. 5a.1-3during daytime and nighttime, respectively. Notatt
all biases are relative to the benchmark TRANS fitre pronounced non-equilibrium conditions are ate@ by the degree
of saturation of the coarse mofi€gs. 5.4) While HNG; is close to equilibrium during the entire simuthfgeriod for all |
three dynamic runs, the driving NHarely reaches 10% saturation after five days. Simailation of the coarse mode is
fully dynamic with the HYBR configuration so the IBR run is barely distinguishable from the TRANS inrFig. 5. Runs
performed at 0.1 ppb (not shown) are similar, vifie solver also operating well under conditiondimited chemical
interaction and numerical stiffness. Similarly, tRSEUDO configuration shows a high degree of aogyras the
ammonium mixing ratios are very close to those i HYBR and TRANS configurations, thus demonsttthe

appropriateness of its underlying assumptions undeterately polluted conditions.

Fig. 6 shows the evolution of simulated size-restlparticle composition for the experiment with ABmas phasbiH3

andHNO;3 and NH dissolving into sulphuric acid particles in the 4des. At 10 ppb full chemical interaction setswero
the course of the simulation, with effective nelisegion of sulphuric acid, mixing ratios afmenivm—anditrate and

ammoniumof the same order of magnitude, and surface vapaasures close to saturation. While ammoniaastil as the
initial driver of dissolution, the gas phase apphms pseudo-equilibrium within one day (not showhys confering a
relatively high degree of numerical stiffness te fystem. In these conditions, the fully dynamicfiguration adopts short
time steps while the hybrid algorithm prevalentlyakes the equilibrium sub-solver due to CPU timesiderations. This
approximation introduces a hias (at most ~20%) th&ohybrid solver, with the HYBR run (blue) novstiinguishable from
the TRANS run (purple) in Figure 6. However, itéatively uncommon for nitric acid and ammonia mgratios to reach
10 ppb in the troposphere, even in the most palweeas, and our results confirm the hybrid solgereliable in

numerically challenging conditions. For the PSEURM, the temporal evolution of the ammonium contrithe coarse
mode is constantly mimicked via an approximationtsfequilibration time, and a larger bias (~30%)apparent. The
equilibration time is estimated for each specieividually, and does not take into account theierokical interaction. In
consequence the equilibration time is over-estithaite10 ppb, the flux of dissolving ammonia is seoim&t too low and

concentrations within the coarse mode are incrgasio slowly. Similarly to the behaviour seen apb, the errors incurred
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with the EQUIL configuration are considerable atuard 50% low-bias for fine-mode ammonium and nérat night and

~20-30% high bias for coarse mode nitrate and anumodepending on time of the day.

At 100 ppb dissolution is fully steered by chemicd€raction as nitrate and ammonium contents anest equal (Fig. 7).
Equilibrium particle pH increases to around 2.2t gtmown) and less than 5% of nitric acid and amm@oemain in the gas
phase, resulting in a high variability in both pelet pH and surface vapour pressure (not showng. rEsulting extreme
numerical stiffness induces a slight artificialfdin the equilibrium regimde.qg., Fig. 7a.1l)as the equilibrium sub-solvet
struggles to establish chemical equilibrium amdrgyrhodes. Furthermore, the numerical stiffnesdteesua predominant
invocation of the pseudo-transition approximatiathwhe HYBR configuration. Whereas the HYBR runreatly chooses
NHs; as driver of chemical interaction, as is testitigtthe degree of saturation of the coarse nibigs. 7.4) and PSEUDO|
quickly switches to HN@as a result of its simplified dynamical assumpgidmoth the HYBR and the PSEUDO runs yield
very similar results, thus underlining the secogydaievance of the degree of saturation for thémedton of particle
composition under conditions of pronounced chemidaraction. While the accumulation mode rapidigehes a relatively
stable composition, both the Aitken and the coamsele show a much slower equilibration, which carekglained as
follows. Initially the pressure gradients are extety high due to the high ambient concentratiorssth®e equilibration time
of the accumulation mode is much lower than theafrtke coarse mode, and its condenstion sink rarger than the one
of the Aitken mode, it may compete effectively undenditions of chemical interaction to reach eguillm with the gas
phase in less than an hour. The equilibration ®fAlken mode then takes much longer, as it stegyduring the first day
to compete with the slowly equilibrating coarse mdor the matter released by the accumulation méfter 5 days, the
amount of dissolved matter in the coarse modeilisoserestimated by the EQUIL configuration byactfor of 8, whilst
uptake to the Aitken and the accumulation modeaisdal low by a factor of 4. In conditions of ammuaninitrate formation
equilibrium assumptions are thus susceptible tdyce a significant bias across the entire parspietrum whenever most
of the dissolving species is in the aerosol phasktiaere is a substantial contrast in the equilibnatime of the aerosol size

incrementlasss.

Fig. 8 compares Series 2 resultsdesmenianitric acid ammoniaand hydrochloric acid at 1 ppb dissolving intcexternal
mixture of sulphuric acid (nucleation and Aitken aes) and sea-salt particles (accumulation and ecaes). The
EQUIL configuration reveals a somewhat counteriitaiproperty, as the initial compositions of tree@mulation and the
coarse mode are equal, and their equilibrium coitipps are not. It appears that particles mematizeorigin of chloride,
whether sea salt or dissolved hydrochloric acidilene relative quantities of dissolved matter emeal at equilibrium, as
is testified by an equal proton concentration gbragimately pH=3.4 (not shown), the relative amounts of clderias |
given by sea salt and hydrochloric acid, diffettesse quantities depend on the respective condemsank of the modes.
The Aitken and the nucleation mode show a specdiposition, as is testified by their equilibriurdl pf approx. 0.75,
which reflects their non-volatile sulphuric acidntent. In the TRANS run, the coarse mode takesrat@idays to reach

equilibrium composition as nitric acid dissolvesvdly into theliguidagueousphase and hydrochloric acid degases. 11he
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amount of hydrochloric acid in the accumulation matcreases as it adapts to the surplus releasttt lmparse mode (the
inverse applies to nitric acid). This 2-day timdsdar chemical equilibration of the sea salt paes is faster than the very
slow equilibration of coarse sulphuric acid pagsekith-the-semivolatile-gasesat 1 ppb (Fig 5.3). The relatively high |
content of both nitrate and ammonium in sea saltighes at equilibrium indicates a much more effectchemical
interaction under numerically stiff conditions. $hiircumstance is also demonstrated by the siryilafthe HYBR and the
PSEUDO results in Fig. 8. Except for a very shoitial period, the pseudo-transition approximatisrconstantly chosen
with the HYBR configuration, as is testified by okgely equal degrees of saturation of the coarsdatigs. 8.4) Nitrate |
serves as a driver, to which chloride and ammonauenequilibrated. Under moderately polluted coodii the pseudo-
transition approximation produces fair results hwatsmall bias in coarse mode nitrate and chlafdegound 20 and 10%,
respectively, due to some degree of misrepresentatdf the competition between these two, while the

equilibratiorestimationof ammoniumproves to yielé fairly accurateesults in a context of short equilibration tinadsng

with low ammonia solubility at low particle pMVith the TRANS configuration, the degree of satian of the coarse mod

exhibits a pronounced daily cyc[€igs. 8.4) In contrast, except for nitrate, the pseudo-titaoms approximation assume
saturated conditions for the non-driving specielse Tow related biases reveal anew the secondargriamce of the
pressure gradient for a reliable simulation of ijgltcomposition under conditions of pronouncednaital interaction. The
bias obtained with the equilibrium assumption iscmuarger for chloride and nitrate (up to a factbrtwo), while

ammonium is again in reasonable agreemid@. and HNQ act as competitors, while Nihows a low solubility that is

conditioned by the particle pH, which in turn isatevely unaffected by the exchange process betileeiwo acids.

Fig. 9 shows the results for sulphate and seaasatisols (Series 2) with the dissolving gases apdi) Under these
conditions, the previously observed chemical intoa under numerically stiff conditions is pronaed further, with very
slow equilibration, and nitrate and ammonium cotgenuch higher than in the 1ppb runs. In the pafschemical

interaction the sea salt particles become acid{fied shown). Within the dynamic configurationsg tiurnal temperature

variation prevents the modes from ever reaching emtary equilibrium as is testified by the degree of saturation ef th

coarse mode (Figs. 9.4)ecause the forcing exerted by temperature isrfélsan the equilibration of the coarse mode and

the latter is in competition with the smaller madEer this reason,nais-seenin analogy tothe 10 ppb dissolution int
sulphate aerosol (Fig. 6), the TRANS run exhibitaich more pronounced diurnal variability of thewaulation and the
Aitken modegFigs. 9.1-2) which compensates for the relative inertia ofdbmposition of the coarse moffégs. 9.3) As

in the preceeding 1 ppb sea sdlig 8), the HYBRconfigurationun yields similar resulis-eguivalentto the PSEUDO
configuratiomrun because the hybrid solver constantly choosesdbido-transition approximation to avoid small tisteps

in the context of numerical stiffness. For the sas®son, the degree of saturation of the coarsemoeds not exhibit the
pronounced daily cycle it does with the TRANS cgafation for the non-driving speciéBigs. 9.4) At 10 ppb dissolution
into sulphateFig—6) the equilibration time of the coarse mode waseasténated in the PSEUDO r¢magenta-linejith

respect to the driving ammonia, resulting in anaredtimation of both ammonium and nitrateagenta versus blue line ir|1
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Figs. 6.3) The opposite applies here, with fine mode amnmnand nitrate slightly high biased in the PSEUD@d(a|
HYBRID) runs compared to the fully dynamic simutati In the presence of sea salt aerosol, nitrid cchosen by the
solver as the unique driver to dissolution, and dlyjeeous phaperticle concentrations of ammonia and chloride e1re
equilibrated to it. During the first day the sohagpears to quite well catch the dynamics of thelibgation of the coarse
mode. Past this point, however, the amount ofraiteé dissolving species is overestimated in theseaaode, thus leading
to an underestimation of the contents in the Aitkad the accumulation modes. It appears then thrat acid does not act
as the sole driver, but that hydrochloric acid feguas a secondary driver. The instantaneous leiguitin of hydrochloric

acid to the nitrate content of the coarse modaénpseudo-transition regime leads to its overesiimawhich via chemical

interaction leads likewise to an overestimatioriha content of ammonium, amth competition to opposite effects in th

smaller modeso—on The resulting bias of the hybrid solver is at masund 25% for chloride in the Aitken an
accumulation mode, and up to 40% for chloride endbarse mode. Thiespectivébiases for ammonium and nitrate are less,

and in the gas phase all three dissolving spegieeavell throughout the simulation (not shown).

Figure 10 depicts the 100 ppb run within Seriesith sea saltSimilarly to the 100 ppb sulphate particles, BE@UIL
configuration shows a slight drift due to the ewrteenumerical stiffness at these very high mixingosawhich is most

174

apparent for the Aitken mod&he pronounced chemical interaction propertyxiilgted by the fact that the particle

ammonium content is almost twice that of chlorided anitrate, such thaho more thanapproximately 1% of total
NHzammeniafammenitmemains in the gas phageot shown) Sea salt particles are acidified as pH=2.3, apprately
(not shown). In analogy to the 1 ppb and the 10 npkh the HYBR and PSEUDO runs are almost identeslthe hybrid

solver avoids small time steps with the choicehef pseudo-transition approximation. Similarly t®Jfpb sulphate the

Aitken mode exhibits a longer initial equilibratitime than the accumulation mods a result of its competition with th

coarse modiueto-its-tower-condensation-sink-gnehich is exacerbated by its contrasting initicidec property. At a later
stage both the céeents within the accumulation and the Aitken modere@se concurrently as mater@ntinues to

1%

partitions into the coarse mode via the gas phase. The carppltern of the evolution of Aitken mode compasitresults
from a combination of its higher sensitivity to ethmodes and the extreme conditions of humeridtihests, to which
circumstance the concurrent numerical instabilftthe degree of saturation of the coarse mode masesas an indication
(see Figs 10.4). Although-when both make use of the pseudo-transition approxonatthe HYBR and the PSEUD(

configurations need not produce rigourously simiégults. In contrast, the results obtained byHWBR run may depend to

a certain degree on the internal time step, aswhieh to the pseudo-transition approximation meguo after a partial
integration over the overall time step. Althougle trariability of theliquidagueousphase concentrations of ammonium
remindss-similartothe one of 1 ppb sulphate aerosol (Fil), $he equilibration of the latter is mechanistigantirely

different for it is steered by the sldvansitiorgisselutionof ammoniarom the smaller modédgato the coarse modga the

gas phaseThereby it is not chemically but dynamically lbexd, as is also reflected by the comparably low(ipbt shown)
Within Fig. 10, both100-ppbsea salt anéven—more-sd00-ppbsulphateparticleserosolexhibit a very slow, however
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chemically limited, equilibratioref-the-coarse-medat a relaitvely higlsimitar pH (not shown) As with the 10 ppb run
(Fig. 9), the 100 ppb sea salt run shows fasteitieation of the coarse mod€&igs. 10.3than into sulphuric acid particle
(Figs. 10.1)due to more effective chemical interaction. Stitle disparities between the dynamic configuratiand full

equilibrium are considerable, with discrepancietheforder of 50% for the smaller modes, and ofotter of 25% for the

coarse mode.

Computational times for the entire simulated tireeqd of 5 days are compared in Table 1 for therboxlel test case$he

computational expense of HyDiS-1.0 is expreSsdgles-aregiven as percentageof the time consumption of ttetandard

GLOMAP-mode aerosol microphyiscal scheme, which moses most notably routines for nucleation, comsdéon,

coagulation, cloud and precipitation scavengindjmsentation and dry deposition, mode merging antdaxalation (see
Mann et al., 2010). All standard GLOMAP microphgdiprocesses were switched efftire-microphgical-box—model,
which-was-not-switched-dior the dissolution tests above. Table 1 shows filrathe test cases the time consumption of the

dissolution scheme amounts to a fraction ofdtamdard GLOMAP-modaerosol microphysad schemsonly. Essentially,

the computational time increases with the ambiententration of the dissolving species along witimerical stiffness.
The hybrid runs appear to require more computatitme than the equilibrium runs while pseudo-titios appears to be
relatively independent of ambient conditions. Tuengents tend to break down the correlation betweenerical stiffness
and computational expense. First, the equilibriatres diagnoses slow convergence and limits thebamte-rumbenof
iterations accordingly. For this reason, the 10 ggdbsalt run requires more computation time thafl00 ppb run. Second,
the hybrid solver comprises an equilibration magerion when distinguishing between equilibriumdaslynamic modes
(see above). When applied, this criterion may keed to relatively small time steps, which requanelatively high amount
of computation time. The hybrid 1 ppb sea salt Hlustrates this circumstance, as strong competitietween the

accumulation and the coarse mode for nitric adighires both modes to be treated dynamically.

5 First Global Modelling Results
5.1 Introduction

In this section, we describe the implementatiohlyDiS-1.0 in the 3D global offline chemistry tramspmodel TOMCAT
(Chipperfield, 2006) as an extension of the GLOMABde aerosol microphysics module (Mann et al., 2010

The aims of this section are to (1) demonstratetthmnew solvereliably deliversphysicallyredisticsonableresults in the

framework of a global 3-D model, (2) assess therexto which the equilibrium and hybrid configuoats of the solvemay
lead to different size-resolved partitioning ofrate and ammonium, and (3) to demonstrate the pbxers competitive

computational expense.
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5.2 Global Model Implementation and Experimental Stip

We use the “coupled-chemistry” version of the TOMGGLOMAP global aerosol microphysics model, as usefchmidt
et al. (2010), which uses the same sulphur cheyréstiin Mann et al. (2010) in combination with arlime tropospheric
chemistry scheme, allowing for interactions betwgaseous sulphur species and oxidants (see Brefiddr, 2010). The
TOMCAT tropospheric chemistry module provides ghage nitric acid and ammonia concentrations, withrtew solver

then predicting their partitioning into the ammamiand nitrate components of each size made coupled TOMCAT-

GLOMAP chemistry module does not currently comptigdrochloric acid. The wet oxidation of $@ assessed within

GLOMAP. H,SQ, is considered to be non-volatile, whether it orages from condensation or wet oxidation, it may 1

evaporate from the aqueous phase. HyDiS-1.0 siesitae influence of $$0, on the solubility of semi-volatile species vi

the particle pH and the activity coefficients, las tatter and the partial dissociation propertids80, are assessed with th

embedded thermodynamic scheme PDFITE (see above).

Whereas in the box model simulations from sectipardy the 4 hygroscopic modes were activated, herese the full 7-
mode GLOMAP configuration that includes three inbté modes containing hydrophobic carbonaceousiantparticles.
The model no longer tracks a “sea-salt” componérdtead separately tracking sodium and chloridesegsn the
accumulation and coarse mode, as well as nitraleaarmonium in each soluble mode, requiring an aufdit 10 aerosol
tracers to be transported compared to the origioafiguration seeFig.ure 11a and Fig. 11b for a comparison between
configuration of GLOMAP-mode with and without HyDIS0).

The representations of the main aerosol processamahanged (as described in Mann et al., 20b&)pdsing nucleation,

D05

11

he

condensation, coagulation, cloud chemical procgssioud and precipitation scavengirsgdimentation, dry deposition anP

wet removal. The model set-up routines were adajatdd consistent with the chemical species takémaccount by the
dissolution scheme (see Table 2). Liquid water @ohis calculated according to Topping et al. (3088d particle density
is assessed with a new routine that takes intouatqoarticle composition following the dissolutiofiinorganics. As in

Mann et al. (2010), sea salt is emitted into th@rbghiytic accumulation and coarse modes but the compastii sea salt

is modified assuming mole fractions of 0.023L512 and 0.464 for sulphate, sodium and chlorieipectively (see above)|

Ammonia emissions are from Bouwman et al. (1997 w0,, BC and POM emissions included from anthropoge

(Dentener et al. 2006) and biomass burning (valWef et al., 2003) source§he dissolution solver is used to simulate t

exchange of nitric acid and ammonium between thseagal the particleguidaqueougphase. Within this study, exchangg

of hydrochloric acidand those that involve a solid phase may not éetéd due to a lack of formal representatid

Heterogeneous processes aag-wellasthe formation of secondary organics are not takea account as these are

switched off None of these processes is required with respéhetprincipal goal of the present global simwiasi, which is

hic
he
bS

n.
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In section 5.3 we present results from a 1-yeaukition of the new model after 3 months spin-upe Bimulations were
carried out at T42 horizontal resolution (~2.8x&8&yrees longitude/latitude) with 31 vertical levefs a hybrid sigma
pressure coordinate.

The main transport time step for the model is 30utds, with the TOMCAT chemistry and GLOMAP aerasatrophysics
each solved on a 15 minute time step. As desciigeSipracklen et al. (2005) and used in Mann e28110), GLOMAP
also includes a shorter “competition time step3ahinutes used when the condensation and nuateat®integrated in a
process-split fashionHyDiS-1.isseldtion is implemented separately from these routinbeing It is the last proces

routine to be invoked within the GLOMAP aerosol raband isintegrated with an overall time step of 15 minutes

The uptake coefficient of nitric acid and ammonia set to 0.2 and 0.1, respectively. The uptakéicieat of nitric acid is
known to be strongly temperature dependent (VareDet al., 1990). The uptake coefficient of ammampipears to depend
significantly on both pH and temperature (Shi et H99). In the ternary430,, NHs;, H,O system, it also appears to be an
explicit function of the degree of neutralisatidnHy SO, by NH; (Swartz et al., 1999). The update coefficientsthts an

integral part of the interactive properties of aefochemistry, and the values we chose may onlyesas a first
approximation to a question that is treated in shigly. In the context of this study, the uptakefficient plays a role in the
distinction between equilibrium and dynamic modes,well as in the choice of the integration tinepstf the dynamic
solver, as it determines the equilibration timer Fois reason, a low uptake coefficient will tenal increase the
computational expense of the solver along with micaestiffness and the number of time steps reglir

The findings of Section 5.3 have to be relativiagdinst the absence of solid phase processes indtiel. The formation of

crystallized ammonium nitrate and/or crystal commusiof ammonium and sulphate is accompanied bgvhporation of

ammonia and nitric_acid that is in _excess (see, &detzger and Lelieveld, 2007). Global model stsdsuggest that

crystallized ammonium nitrate is mainly encountareder the cold and dry conditions of the Antarstiathern hemisphere

winter, whereas the formation of ammonium sulpipatetiicles under polluted and relatively dry corais over the mid and

low lattitude continents is mostly accompanied lby tomplete evaporation of particle nitrate Magtral., 2004). In the

boundary layer, about 70% of all particle nitratsviound to evaporate as it is in excess, whileeh®ining fraction would

be about half and half in the aqueous and in theé pbase. In line with these results, the evaponatf ammonia was found

to be limited to less than 10% on global averade Widespread incidence of solid and mixed phasedton shows that

the liquid aerosol assumption is a rough simplifma This is particularly true for nitrate overetisontinents and the high

latitudes. While not required for the verificatiohthe reliability and performance of the solvédre taccurate simulation o

non-equilibrium effects requires an accurate repregion of all gas-particle phase exchange prese¥8henever solid or

mixed phase particles occur, the present resulistheefore only serve as a preliminary indicationthe importance of

these effects.
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5.3 Results

Figure 12 shows the surface Northern Hemisphetteilaliion of annual-mean model particulate nitratel ammonium
mass concentrations compared against observations the CASTNET/IMPROVE, EMEP and EANET measurement
networks (compiled by Pringle et al. (2010) for tear 2002). Model results are obtained with thigridyconfiguration of
the dissolution solver. The solver delivetsysicallyrealistic amounts of particle ammonium and nitidtdally across both

polluted and less polluted regignhus demonstrating its numerical reliability withihre parameter space of the atmosphere.

Simulated nitrate has a substantial low bias inttNémmerica howeverThis inaccuracy need not be related to the mogel

assumptions and simplifications, as there are dikely causesThe amount of nitric acid dissolving into the peldgiphase

is highly dependent on particle pH, and thus thktykbo accurately predict particulate nitratesach sulphate-rich regions
is dependent also on the amount of sulphuric amidus ammonia (e.g., Xu and Penner, 2012). Whepaonyg the model
values to the observations, one also needs todemtie representativeness of the monitoring sitelation to the model
resolution.

Figures 13 and 14 compasee-resolvedluly 2003 nitrate and ammonia conterdspectively asaith the left-hand and
right-hand panelshowirem results with the hybrid and equilibrium configuoat respectively. Values are shown as|a
molecular fraction of the sum of NaSQ?, HSQ,, NH,", NO;” and Cl in the Aitken, accumulation and coarse mode
liguidagueougphase excluding water and non-soluble speciespBase NBHand HNQ are also shown as volume mixing

ratiog with equilibrium gas phase contents shown as éfetive change from values with the hybrid confagion. The

pseudo-transition configuration was also assedsadever results are not shown, as they are verilagino the values
obtained in the hybrid configuration. In the hybrich considerable amounts of nitrate occur in titkel mode both over
the Arctic and Antarctic. The dissolution of nitacid (Fig. 13)is highly temperature dependent and as such relatad
pronounced seasonal cycle (e.g., Metzger et ad2l20Pringle et al., 2010). Although the Arctia@&atively warm in July
and ammonia/ammonium concentrations are fairly(oithe order of 0.01 to 0.1 ppb), it may still feeé to neutralize the
sulphate contained in the Aitken mode sufficienslych that in conjunction with the relatively hig#ative humidity over
the Arctic Sea nitrate comprises up to 90% of sslyiresent in particles at these sizes. The hgbhar seems to catch the
dynamics of dissolution with respect to a discegti@erosol as it predicts thditemuch—merenitrate fraction is most
importanpartitionedinto the Aitken modgFig. 13a.1)}the-effect-being-particularly-evidentin-the-Aectin marine and
remote regions sea salt is often present in thenagiation mode, and is therefore much more prort@galissolution of
nitric acid. However, theompetingAitken mode is faster to equilibrate such that tiiteate content of theempeting
accumulation mode remains constrained to typidalg tharl20% (Fig. 13a.2) Themodel suggests that tiphenomenon

would bés moseven-much-mereronounced in the Antarctic, where the accumutatimde is dominated by sulphaide

model cannot reproduce the evaporation of excdss @aicid in a context of crystallisation of ammmnuam nitrate at this

point, and it thus seems likely that the simulatichte within the Aitken mode is overestimatedhat expense of the larger
particles.
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The importance of the dynamics for the fractiomatas nitrate is demonstrated by the comparison i equilibrium

results. The equilibrium configuration results irsignificantly different partitioning, ashe nitrate fraction in the Aitken
mode is reduced due to efficient competition thiodlge coarse mod@-ig. 13b.1 versus Fig. 13b.3Jhe accumulation
mode(Fig. 13b.2)is squeezed between the Aitken and the coarse riddidie its nitrate conteribereases-significanth-in
the-Antaretictseemingly vanishes in the Arctit increases significantly in the Antarctidowever, it remains unclear t(

what extent the model is able to reproduce thetsffdat occur in this region.

The fractionation of ammoniuliirig. 14)appears to be much less dynamically driven, asigeamounts of ammonium arg

present in the Aitken, accumulation and coarse nmo@spective of the configuration of the hybridven. Rather, the
partitioning of ammonium seems to be primarily drivby the ratio of particle sulphate to sea sadt sacondarily by the
total atmospheric ammonia contelnt.continental regions, ammonium typically accouistsmore than 50% of the Aitke
mode, with thenotable exception ofAntarctica—&d North Africa whichisare characterised by low ambient ammonja

concentrationsT his finding should be relatively robust with respt® the prominent formation of ammonium sulphater

the continents, as the evaporative losses of exagsronium appear to be limited overdh marine regions, the

accumulation and coarse modes are mostly domigteea salt, notwithstanding that ammonia conceatr&are higher in
the Northern Hemisphere.

The role of the sulphate to sea salt ratio is afgmarent when comparing the global distributiogas phase nitric acahd
ammoniaconcentrations between the simulations with #epsilibrivm—andhybrid and equilibriumconfigurations of the
solver (Fig. 13a.4 versus Fig. 13b.4, and Fig.14a.4 weFsg. 14b.4, respectivelypignificant differences are apparent at

high latitudes, for whiclit is suggested thaignificant nitric acid fractionsiould berepresent in théguidagueouphase,

and also more clearly in marine regions where gasiare mostly dominated by sea salt. Over théh®owu Ocean, although
total nitric acid is very low, it dissolves readilyto the abundant sea salt particles. The equilibrconfiguration shows
much lower gas phase nitric acid concentrationgnmther 90% in this regio8imilarly, fFhe sensitivity of ammonia to théf
dynamical regime resolved by the hybrid solver ighkst in those areas in which it is scarce, wbllanges in its size-
resolved partitioning are felt to a lesser degvée.chemical interaction with nitrate, the ambieahcentration of ammonia
over the Southern Ocedn predicted to be lower by 10-25% than predictgdh®e equilibrium approaekecreases—b

approximately-1@25% in—he—equilibrivm—regime At the high latitudesof the Northern Hemispherdnigher particle

ammonium leads to a decrease of the ambient caatiemt of ammonia of typically more than 50% in theuilibrium

regime-wi

Figures 15 and 16 show the January 2004 contemtirate and ammonium respectively, again left-hand right-hand

columns showing simulations with the hybrid andiloium configurations of the solveilhese results should remai

relatively unaffected if the crystallization of aromium nitrate was taken into account, as model lsittmns suggest that i

is not a widespread occurrence during the NortEmisphere winter (Martin et al., 2004)tal nitric acid and ammoni

are high enough over Northern Hemisphere continfentsitrate aerosol to form within the Aitken aadcumulation modes

even deep into the mid-latitudes during wintertilo@ temperature conditions, each comprising ~40-50%otal solute
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mole fraction over large parts of Siberia and Canddhe fraction of ammonium tends to decline wittréasing latitudes
its-total-concentratiomlong with its decreasing total atmospheric cotregion, whereas nitrate remains substantial du4 to
more effective partitioning at lower temperaturBise Aitken mode competes efficiently for availabigate and ammonium
with the accumulation and the coarse mode, withimctation fractions tending to be significantly kEmvand substantially
lower fractions in the coarse mode, especiallyrfitrate. Consistently, a very pronounced seasowyae dor nitrate is

revealed by comparing the January and July globdhee mapgFig. 13 versus 15)Iin contrast, the seasonal cycle of

ammonium is less pronounc@eig. 14 versus 16)ts dissolution appears to be less temperatyserdient, as it is the resul

of the superposition d¢he temperature and the vegetation cycle.

The comparison of January equilibrium and hybrisutes predictshowssimilar effects as those seen for July. When the
equilibrium assumption is made, more nitrate partg into coarse particles with the Aitken modeatd fraction reduced
from typically 40-50% in continental regions to 80%, with similar figures occurring in the accuntida-mode. Likewise, |
the equilibrium assumption also leads to discrejgsnic the gas phase concentrations of nitric acid ammonia. Nitric
acid is most affected in areas that show eitherttial concentration in combination with sea saithigh liguidaqueous
phase concentrations in combination with a shifit$nfractionation(Fig. 15a.4) Ambient nitric acid concentrations ar
consistently lower in the equilibrium regime, bpitgally 25-90%, except for limited areas in Sibesiaere ambient nitric
acid is predicted to increag€ig. 15b.4) The effect of the equilibrium assumption on ambiammonia appears to bfz
similarly related to its overall abundance, andgered by chemical interaction with dissolved ni&cid in relationship to

low temperatures and/or sea galig. 16a.4 versus Fig 16b.4)ver the Arcticthe equilibrium assumption reduces the Igw

predicted ammonia in the hybrid configuration byrenthan another 99% viaie increased dissolution of nitric adgidthe

5.4 Computational expense

In this sub-section we assess the computationaresepof the dissolution solver in the global modeinparing the hybrid,
pseudo-transition and equilibrium configuration aocontrol run with dissolution disable¢seeTable 3indicates the

seasonally resolved computational expense for eddhe solver configurations as a relative to cobitrThe hybrid

configuration is most expensive in southern hengsighwinter and spring, which likely reflects inased occurrence of
shorter time steps, matching with increases in @B&t seen for the pseudo-transition configurationcontrast, the
equilibrium configuration is fastest at this timeyear, being much slower in northern hemispheriatev, due to larger
numbers of stiff grid boxes during the formatiomdfate aerosol. On yearly average, the hybridiganation of the solver
is only marginally more expensive than the equiilifir configuration but as seen in section 5.3 gimese accurate results.
The pseudo-transition configuration comes with nthan double the amount of extra computation tiktehe same time
its seasonal dependence is much less pronouncedeXtha amount of computational expense of the duséansition

configuration is most certainly related to the Ergamount of multi-modal equilibration iterationsquired by this
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configuration, as the estimation of the compositafnthe pseudo-transition modes is fully embedded the iterative
equilibration process among aerosol sirementlasss (see above).

The absolute computation time required by the tleoedigurations is indicated in the final columniatble 3. In analogy to
the approach taken by Zaveri et al. (2008), we gmeshis time interval as normalised per grid cekrosol size
inerementlassand time step. The present calculations werearhwut on the phase 2a configuration of the UKomedi
supercomputing resource “High End Computing Teaks®esource” (HECToR)with 8 AMD Opteron Quad Core 2.
GHz nodes (32 CPUs). Although weave-multiplied by the CPU number we realise that corapiah time is not
proportional to the number of CPUs, nor is it irsady proportional to the number of simerementlasss. Nevertheless,
the calculation may allow a useful way to roughtynpare to the cost of other published solvers. diiesent solver was
written in a way that the number of internal tinbeps required by the dynamic sub-solver does nohally exceed two or
three, considering thateremaiclasss requiring a higher number of internal time stapes typically in equilibrium with
respect to the overall time step. In doing s #rsured that the internal time step of the sabrs to increase in parallel
with the overall time step. Other solvers might faltow this approach, thus adding to the complexit comparing
computational expense.

Zaveri et al. (2008) obtained an average computatiexpense of about 125 on a single INTEL Xeon single-core 3 GHz
CPU (without providing any further information albvdhe system that was used), while the expendeeafiéw solver in the
hybrid regime is less than 2fs. However, the reader should note that MOSAIC absmlvesliguid-solid phase
processesuilibria, used 8 sizbinclasss rather than 4, that their time step was 5 minteer than 15, that the number of

CPUs was one rather than 32, and thatfigure given by Zaveri et al. (2008) includes tomputational expense of the

aerosol microphysi@s isenFor this reason, al

more appropriate comparison between the MOSAIC tardHyDiS-1.0 computational expense might be olthias the

figure of 20us is doubled for the computational expense of tieraphysics within GLOMAP to be taken into account

conservativelyAlthough, the above mentioned normalisation magrfisome of the effects of thelimitationselements

which may also be counterbalancing to some exieappears that the schemes are very dissimilarti@deader should
only take these figures as an indication that tileess’ computational expense seems to roughlyflibeosame order of

magnitude.

6 Conclusion

Within this paper we have presented the new dissalisolver HyDiS-1.0. The formalism of the sohatows a maximum

of three chemically interdependent species to biestonjointly, and combines an aerosol size seleaquilibrium and
dynamic approach. Depending on tailored decisidrréa size classesodesthat are diagnosed to be in non-equilibrium e1re
treated fully dynamically, species selectively dyneally or corrected with an ad hoc approximatehmodtthat relies on the

estimation of the equilibration time with respeztat pre-defined driving specids. particular, a certain number of specif1c
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numerical schemes were developed, such as an weléipte stepping method that largely sets the 8mp as a function o

the overal time step of the model, and equilibrestvers for chemically and gas-phase driven dissmiuhat are based o

a species interactive analytical and a variatigmalciple, respectively.

The numerical stability and accuracy of the newesolwas investigated through box model experimeimsorder to
maximise the numerical stiffness property, the immdel experiments were partially performed beydredrealistic range of
atmospheric concentrations of dissolving speciall. dguilibrium runs have been found to exhibitligtt numerical drift
under the latter conditions of extreme numericdinstss. Results obtained with two dissolving specghow a very high
level of accuracy in the hybrid configuration tathxtent that they are barely distinguishable ffolly dynamic results.
Similarly, with three dissolving species, the leeglaccuracy is high under the most prevalent apimesc conditions,
except for the most polluted ones, for which a negligible amount of bias is discernible. The hisgelated to a
competition effect between more than one drivingcss to dissolution, for which situation we hawt yet found a more
accurate formalism that associates numerical #ialiith computational efficiency under stiff conidins. In its hybrid
configuration the solver allows reproducing a dertaumber of remarkable dynamical phenomena, sadiaav transition
to equilibrium due to inter-modal competition atvlgas phase concentrations or chemical interaetidrigh concentration
of dissolving species, or dynamical equilibrium andxternal forcing conditions imposed via an amtbiemperature cycle.
First results from an implementation of the solvea global modelling environment of an aerosol ahdmistry transport
model have confirmed its computational efficieraoyd its formal and numerical reliabilitfhe additional expense o
computation time is of the order of 10% only intbtihe hybrid and equilibrium configuratiswhich-comparesfavourabl
to—a—preexisting—hybrid-sechemeDespite some important model limitation§he results obtained are to the least |in

reasonable agreement with an inventory of measuredeta under polluted conditions, and underlirerdievance of the

dynamic property of the dissolution of inorganicesigs for the accurate representation of aeroswiposition. The
validation of the solver against global measurendata sets and the evaluation of non-equilibriufecef to aerosol

composition will be addressed in greater detaihimifollow-on publicationsWith respect to the existing model limitations,

more development will be required for the aerosolganic composition to be simulated more accwatel

7 Code availability

The code for the dissolution solver, as used iInTT@MCAT-GLOMAP simulations, can be made availaldedviewers
upon request via the GLOMAP code repository as taaied at the University of Leeds by Dr. Kirsty riyie
(K.Pringle@leeds.ac.uk) and Dr. Steven Pickerisgsfp@leeds.ac.uk).
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Figure 1: Ambient (='atm’) and particleaeresel surface (='part’) partial pressures given as molecular number concentration
equivalents of (a) NH; and (b) HNO; as a function of time, in a typical example of howchemical interaction may lead to
oscillations and thus limit the numerical integraton time step. For both species, initial ambient caentrations are equivalent to 1
ppb. Species are dissolving into a monodisperse aspl at standard temperature and pressure conditios) relative_humidity is
80%, dry particle size is r=5(wm, their concentration is 100 cri¥. Initially, the aerosol liguig-agueousphase contains no dissolved
species.The temporal evolution of the partial pressures isimulated with the Jacobson (1997) scheme, integeat at fixed time
steps of 10 and 30 seconds, respectivelihe 3 characteristic stages of the equilibration ofhe particle liguid-agueousphase with
the gas phase aréndicatedapparent (I-1ll, see text). Phase 1 is equivalent to the initial 200 s of fadissolution of NH; at almost
constant surface pressure. Phase 2 corresponds tetnext 200 s during which surface pressure of NHncreases along with pH,
thus leading to the dissolution of HNQ. Phase 3 corresponds to the oscillating period ding which the system is close to
equilibrium as chemical interaction has become inééctive. Note that for both NH; and HNO; the atmospheric concentrations are

sensibly equal at bothtimestegtime steps. For the gas phase, the data obtained at a timéep of 10 s (green) may thus not be|
distinguished from the one obtained at the largerite step (cyan).
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Figure 2: Formalism of HyDiS-1.0 in its hybrid confguration.
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1 ppb (series 1, see text)The solver is run in the fully dynamic (=TRANS), hyrid dynamic_and equilibrium (=HYBR),
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and ammoniais also shown. A diurnal temperature cycle of T=2815+5 K is imposed.
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Figure 8: :ppb-runrs-Box modelling evaluation of HyDiS-1.0 with HSO, / sea salt aerosol and initial mixing ratios of H®4(q),
NH () and HCI(q) of 1 pplwith-H-,SO,-and-sea-salt-aeresdlseries 2, see text)he solver is run in the fully dynamic (=TRANS),
hybrid dynamic and equilibrium (=HYBR), equilibrium with pseudo-dynamic correction (=PSEUDQO) and fullequilibrium

configurations. Atmospheric volume mixing ratios ofammenium; nitrate_(a), ammonium (b)and chloride (c) in the agueouseresel
phase as a function of time for theadleeation; Aitken_(1) mode (=HS0O,), and the accumulation (2) and the coarse(3) mode(=sea
salt), respectively. For the coarse mode, the degree sdturation (4) with-respeetto_nitric acid, ammonia andhydrochloric nitrie-
acid is also shown. Note that due tthe-presence-okea salt, total chloride is larger than 1 ppb. A dirnal temperature cycle of
T=298.1545 K is imposed.
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(a) GLOMAP-mode confiquration for dissolution
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(b) GLOMAP-mode standard configuration

Figure 11: Diagram illustrating the specieompeonent containedreseolved in each size mode for the HyDiS-1.0 extended
configuration of GLOMAP-mode (top) compared to thatfor the standard GLOMAP-mode (bottom), as describd in Mann et al.

5 (2010).
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Figure 12: Comparison of 3-D CTM modelling resultsobtained with HyDiS-1.0 in the hybrid configuration (1) against
observations(3), also compared directly on top of each other2f, for total aerosol nitrate (atep); and ammonium (bettem) at
5 ground level,allbeth in pg/m* and annually averaged for the year 2002.
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Figure 13: Top to bottom, July 2003 ground level nirate fraction (-) in the Aitken (1), accumulation (2) and coarse(3) mode, and
nitric acid gas phase(4) mixing ratio (ppt), obtained with the hybrid (a, on theleft-eelumn) and the equilibrium (b, on theright)
configuration of HyDiS-1.0. The equilibrium gas phae mixing ratio is shown relative to the hybrid realts.
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Figure 14: Same as Figure 13 for ammoniunfl-3) and ammonia(4).
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Figure 15: Same as Figure 13 for January 2004.
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Figure 16: Same as Figure 14 for January 2004.
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Table 1: Box-model computation time required by HyDS-1.0, given as fraction of the computation time sed by the GLOMAP
aerosol microphysical scheme.

Sulphate Aerosol Sea Salt Aerosol
Hybrid Pseudo Equil Hybrid Pseudo Equil
1 ppb 0.31 0.29 0.16 0.74 0.40 0.30
10 ppb 0.72 0.47 0.33 0.47 0.45 0.36
100 ppb 0.81 0.47 0.20 0.59 0.50 0.35

Table 2: Phase transition properties of aerosol coponents in HyDiS-1.0 extended GLOMAP:

Component Interactive®  Condensable Volatile®
Sulphate Yes Yes No
Sodium® Yes No No

Chloride® Yes No No
Ammonium Yes Yes Yes
Nitrate Yes Yes Yes

Black carbon No No No
Organic carbon No No No
Dust No No No

#Chemical interaction of liguid-agueousphase species according to Topping et al. (2009)
®Both volatile and condensable species are assesséith the new dissolution scheme.
10 ‘Sea salt is assumed to be a mixture of NaCl and N&@4 (see text).

YNon-volatile as gas phase chemistry of HCl is nowailable.

Table 3: 3-D CTM computation time requirements of H/DiS-1.0.

% CPU TIME® CPU TIME® (us)
APR  JUL OCT JAN AVG AVG
Hybrid 8.1 128  11.9 9.7 10.6 19
Pseudo 238 274 297 260 267 47
15 Equil 8.7 6.7 131 102 9.7 17

8Given as percentage of the total CPU time of the B-CTM without HyDiS-1.0.

®Absolute CPU time per grid cell, aerosol sizeaerementclassand time step (see text).
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