Response to reviewer #2 comments

We thank the anonymous reviewer #2 for their review

We feel strongly the reviewer overstates the sgvefithe issues he identifies. It seems to us fieaty
if not all of the reviewer’'s major comments areatet to weaknesses in the clarity of the manuscript
We have revised the manuscript to address thisggadditional explanation where appropriate.

There are 3 elements the reviewer identifies astteg meaning major revisions would be required
before publication in GMD:

(D) “(...) (T)he box model tests and global modeling tsspresented do not clearly demonstrate the
accuracy of the solver against a benchmark methddadl to properly evaluate its efficiency (for a
chosen level of accuracy) or directly compare thypireviously published solvers.”

We assert strongly that our use of the fully dyraimiplementation of the Jacobson (1997) scheme as a
benchmark to test the hybrid dissolution solvemrely justified. The potential of the embeddetlt/f
dynamic scheme to serve as a benchmark is docudnientiee literature (Zaveri et al., 2008). Simyarl

this manuscript builds on the previous testinghefthermodynamic scheme against AIM (Topping et

al., 2009), and there should be no need to reddtre.

(2) “The new solver is also incomplete because it prtsappears to ignore gas-particle mass transfer
to solid particles, which may be present underfelative humidity conditions.”

Our paper describes a hybrid solver to calculagedibsolution of inorganic gases into the aerosol
agueous phase. We agree that we should perhapsthadéee more clearly that aerosol solid phase
processes are not included. However, the purpoegiaper is to describe and evaluate the newersolv
in the box model, and assess its numerical ratiahihd computational efficiency within the framenko

of a global model. We content strongly that thegpap consistent and adequate as being directed
towards these aspects.

(3) “The manuscript is lengthy and a bit confusingamious places due to imprecise notations and
terminologies.”

We acknowledge that the paper is long, but whetingrit, we considered carefully to what extent it
should be shortened. We concluded that the leva¢til provided is important and will help to eresu
reproducibility of results and to rigorously deberthe solver. We note that reviewer 1 states tatt
parts seem essential and show the logical steps &fevelopment, over sensitivity studies in a box
model to application in a global model.”

We also are puzzled that the reviewer regardssheofi‘size bin’ and ‘size increment’, ‘dissolvinghd
‘non-dissolving’, the way Eq. 9 is introduced amdagparent typing error in Eq. 15 as major issues,



while the large amount of effort that was put itie explanation of the solver appears not to fimg a
credit.

Finally, some of the reviewer’s concerns, like tbafusion around Figure 1, could have been easily
addressed via a question to the authors.

Within the following we will address the pointsthbe reviewer in the order given within his/her
comment.

Major comments:

1) “The new hybrid solver described here treat dyndand equilibrium) gas-particle partitioning of
HNO3, HCI, and NH3 for aqueous particles only. Trhplicit oversimplifying assumption is that all
aerosol particles are always fully deliquescedlatktive humidities. This assumption may notchat
low relative humidities (below about 35-40%) whdigsolved salts can effloresce to form a solid
phase. The solver also ignores heterogeneous uptdk€dO3 on dust particles containing calcite,
which is an important sink for nitrate. The propbselver is therefore incomplete and premature for
implementation in a global atmospheric transportiehoThese are major weaknesses that must be
rectified before the present work can be considé&egublication.”

The reviewer observes that the heterogeneous didgpbase processes are not treated by the solver,
and maintains that its implementation within a glainodel is premature. We agree that solid phase
processes are not included and that these play@ortant role for the aerosol inorganc composition.
The revised manuscript now makes it much cleasrttiese processes are not included and gives
reference for papers which include them and ashesseffects.

Also, we would like to stress that the paper iadjeset out to describe and evaluate a new sfdver
the reversible dissolution of inorganic species ifiie aerosol liquid phase. As stated within Sectio
5.1, the solver is implemented into a global madelerify that it is able to give realistic resuits the

full parameter space encountered in a global 3Dne/-aerosol transport model, to demonstrate the
importance of the non-equilibrium property of dission, and to evaluate its computational efficienc

All of these do not require a complete mechanismenbsol/gas exchange. Given the explanations of
Section 5.1, we had assumed that the discussitie @flobal modelling results within Section 5.3
would be understood from this perspective.

We have made additions to the conclusion and Sebtihat emphasize the limitations of the global
simulations in the context of their scope.

2) “Page 2, Lines 24-25he literature review of dynamic partitioning solvés inadequate as there is
lot more work done than what'’s discussed heredttitian to Capaldo et al. (2000) and Zaveri et al.
(2008), the following papers describe differentragghes to dynamically solving partitioning of



HNOS3, HCI, and NH3, which need to be properly disad. Also, MOSAIC is incorrectly classified
under the hybrid approach as it always performg flynamic mass transfer for all size bins.”

The reviewer has drawn our attention to the faat the discussion of the literature requires
improvement. We have expanded the discussion obasie of the additional references that were
provided, as Jacobson (1997), (2002) and (200X)iacessed within Section 4.1 in the context of the
motivation for the choice of the benchmark scheane, Zhang and Wexler (2006) and Wexler and
Seinfeld (1992) in the Introduction. We preferreddiscuss Wexler and Seinfeld (1992) rather than
(1991), because the earlier appears to be the ralerant one.

3) “Figure 1. There are quite a few things that | damderstand in this example/figure:

a) This example is shown before the different sshage introduced in section 3, so it is not clehich
solver was used to illustrate this example. Ple&sdy. Also what relative humidity was used?

b) According to the text on page 3 and the figuagtion, the initial particles are pure H2SO4 with
radius 50um and the number concentration 100 cm-3? If thi®isect, then nearly all of the NH3 will
be absorbed into the particles in less than 1QssiBce the gas-phase NH3 does not change
appreciably with time, | am assuming the initiadites is 0.05um (not 50um).

c) Assuming the radius is 0.Q&n, why does it take NH3 about 200 s before it ketindissolve
appreciably into H2SO4 particles? My calculationwsh that NH4/SO4 molar ratio reaches approx. 0.8
at 200 s.

d) Why does substantial amount of HNO3 gas dissaN42S04 particles during the first 200 s when
NH3 hasn't yet neutralized the acidity to some et@e

e) Why are there no oscillations for the time sief0 s?

f) Please clearly define in the caption the shomntrs for terms used in the legend: “part” and “atm”
g) Are the units on the Y-axis [molecule m-3(afgj both gas- and particle-phase species
concentrations?

h) Why do the gas- and particle-phase concentmtidbecome equal (blue line and green line) after
400 s for both NH3 and HNO3?”

The reviewer points to Figure 1 and asks for atation. First, the reviewer diagnosed correcthtth
the initial size of the particles is not 50 micrdmes but rather 50 nanometres. Second, a greabfleal
the confusion might have arisen due to what seerbg fa lack of sufficient clarity on what is exgctl
shown within Figure 1. The graph does not compiaeegs phase molecule number concentration
against the gas phase equivalent concentratiorolfcules in the liqud phase but rather against the
partial pressure at particle surface, which is esped as a molecule number concentration equivalent
via the perfect gas law (as given by the termgtiglarsurface concentration’ and ‘pressure’ in the
figure caption). For this reason, the accuracyefdynamic formalism is actually demonstrated lgy th
figure, as the particle surface pressures tenda@as phase partial pressures in the processtehsy
equilibration.

These explanations should clarify the reviewer'm{sab), c), d), g) and h).



Concerning question a), the graphs were productdtihé same fully dynamic approach that is used
later on as a benchmark to demonstrate the accaofdbg hybrid solver, that is the Jacobson 1997
scheme used at fixed time step (see below).

This relates then to the reviewer’s point e): Thesécond run does not oscillate because close to
equilibrium the Jacobson scheme proves to be muiflg stable when the time step is in accordance
with the dynamical properties of the simulated esystind its characteristic equlibration time intérva
The oscillation is the result of an initial overshalose to equilibrium, followed by consecutive of
under- and overshoots. Both equilibrium regimes,dieady state and the artificial oscillation resgim
are stable, meaning that if the system was suttiyigerturbed at equilibrium, it could quite wié
that the system would oscillate at a time stepOogdconds, just as it could remain at steady atede
time step of 30 seconds if brought sufficientlysedo it.

As to point f), we have added an explantion oftpand ‘atm’ to the figure caption. Short additions
were made to the figure caption (and within Sec8dar point e) that should correct and clarify the
issues raised by the reviewer.

4) “What is the difference between “size bin” and &siacrement”? If they mean the same thing, then
please stick with “size bin.” Otherwise, pleasadiedefine a “size increment.” ”

The difference between size bin and incremenbisecto none, we have used them as synonyms. We
scrapped both ‘increment’ and ‘bin’, and repladeeht with the term ‘class’, for the reason that™En
frequently used in the literature context in refieeeto a ‘bin’ in opposition to a ‘modal’ model,
although this distinction might not be totally ¢leend appropriate either.

5) “Page 5, Line 16: What are the “dissolving” andririssolving (=passive)” species considered in
this work? It’s not clear what a “non-dissolvingiexies even means. This terminology becomes
especially confusing on page 8, lines 10-15, whemonoacid is treated as “dissolving” but the asion
and cations are treated as “nondissolving” in Bq.This equation is supposed to give H+ ion
concentration from the difference between aniomscations, so | don't understand why the additional
term “c_i" is even included here.”

We changed the terminology, as ‘non-dissolvingdgapped for ‘passive’ to remain, which is now
introduced by formal definition along with ‘dissoig’. The monoacid within Eq. 11 is the only specie
whose semi-volatile and time-depending nature iisicered at this point: it is the dissolving specie
while all others are passive. We feel this changerminology and the adaptations to the textfglari
the issue.

6) “The derivation of Eq. 9 is also very confusingsEi please clearly define the terms a, b, andthef
generic differential equation dx/dt = ax"2 —bx ben show the solution using the same notations.”



We partially followed the reviewer’s request, aetbrmulated the expression of Equation 9, as we now
state parameters a, b and c. However, it is nabrebly possible to formulate the solution as an
explicit function of these parameters. This isrb@son why parametexsand B had been introduced in
the first place. Note that there was a typing ewibhnin Eqg. 9, which is corrected as the parambtisr
squared now inside the square root function.

7) “Will the numerator in Eq. 15 always be positivePadt/happens if a species in a given bin has a
tendency to evaporate during a time step (e.g., BiNiplacing HCI from sea salt)?”

It has to be ensured that the numerator of Equdtiois always positive. Within the solver this is
ensured via the use of the absolute value funcliba.fact that it was missing here is due to antypi
error, which we corrected.

8) “How does the dynamic solver handle simultaneoussmiansfer of H2SO4, HNO3, HCI, and NH3
to a size distributed aerosol? It seems mass &a0EH2S04 is not included in the derivation of th
dynamic solver equations. Also, none of the box @htest cases include gas phase H2S04 that
condenses along with HNO3, HCI, and NH3.”

H2S04 is not currently treated by HyDIS as ( 13 assumed to be non-volatile and (2) the
condensation of non-volatiles is formally considete be a separate process. In principle it coald b
treated as a semi-volatile species by the soNeuiid appropriate and termodynamic data is made
available, and provided that some slight adaptatiorthe chemical equilibrium solver are made,
considering that the maximum number of chemicallly interacting species that may be accounted for
by the solver may not exceed 3. Non-volatile spgeare treated within the combined condensation and
nucleation routine of the microphysics scheme. KyiSithe last routine to be invoked by the aerosol
model. Concurrent condensation of H2SO4 and digealef HNO3 and NH3 is not shown within the
box modelling experiments as we put priority onwging the transition of the system towards forced
dynamic equilibrium. We have made changes withicti8e 4 and Section 5.2 for improved clarity

with respect to these circumstances.

Question 9 is split in two:

9a)“While the present box model tests are useful owshg the benefits of the hybrid solver over the
equilibrium approach, they do not demonstrate toeiracy of the new dynamic solver introduced here.
To evaluate accuracy, it is necessary to compareyhamic solver for monodisperse aerosol (similar
to the example shown in Figure 1) and 4 size lassafready shown in series 1 and 2) against a
benchmark dynamic solver (e.g., LSODE) with steicor tolerances for a range of initial gas
concentrations (of H2S0O4, HNO3, HCI, and NH3) aebaol sizes, concentrations, and
compositions.”

The reviewer assumes that the credibility of thechenark solver that we use is not given and that an
established stiff solver of ordinary differentigjuations, like Isode, should be used instead. We
acknowledge that the reviewer’s suggestion isfiadtin the context of insufficient explanationadr



methodology and the lack of clarity that surrounéegire 1. However, although Zaveri et al 2008 used
Isode as a benchmark, this is no absolute proofttisathe better choice in any case. We actually
believe that the Jacobson 1997 Analytical PreditioDissolution (APD) we use as a benchmark is
more appropriate, for the reasons that we will moggand upon. A solver may serve as a benchmark, if
it is (1) mathematically precise, (2) formally @ifént from the one it is compared against, and (3)
compatible with the numerical formalism it is embed in. First, although it has a propension for
oscillations at larger timesteps, the Jacobson 2497 is mathematically sound, as by inspectiorafor
internal timestept — 0 its numerical integration method tends to théhematically correct solution.

Its capacity to deliver precise results is illustthby Zaveri et al 2008 (though for the Jacobguib2
semi-implicit version of the APD, which is formaliymilar to a large degree), as Isode and the APD
tend to give similar results. Second, for Zaverldhe use of the fully dynamic 1997 exponentiBDA

as a benchmark was not appropriate as formallgkms®e to its 2005 semi-implicit cousin. With HyDIS
and its mixed dynamic and equilbrium approachsélective setting to equilibrium of species within
non-equilibrium bins and its use of the pseudoditeom approach, the fully dynamic APD is formally
dissimilar. Third, the APD is the better match tglH5 and its numerical formalism: (1) it is already

use in combination with an as large as possiblesiep for species in bins that are simulated
dynamically, a comparison between the hybrid aedly dynamical runs may thus serve to
demonstrate that HyDIiS chooses the internal timpesithout loss ofelative accuracy, and (2) the

APD actually tends to be more precise than Isodeiged that the internal timestep is set to an
appropriate value. Isode solves for all speciebiwdll size bins concurrently, while the APD salve

for all size bins however separately for each ggeevhich might appear to be a clear advantage for
Isode. However, Isode keeps the parameters corditang the entire overall timestey, while the

APD updates them after each internal timestepor a chemical process that involves relatively
constant parameters Isode definitely is the betitfisolver, but for dissolution and its stiffnessusing

fast changing parameters, as given by the watdengrthe activity coefficients and surface pressiir
might not be. Quite on the contrary, it will intnack an amount of imprecision that will not be rigadi
guantifiable. It is thus hard to tell whether thee wf Isode is more accurate via the acccurate
simultaneous solution of a system of stiff ODE’saotually less accurate via the variability of the
parameters. The only ways we can think of to owekethis uncertainty would be to (1) compare runs
with activity coefficients and water content hetthstant, which might not be the best choice for the
purpose of solver verification, or (2) attempt éonhally resolve the higly non-linear propertiesiuod
parameters via their explicit inclusion as variapiehich would be using a sledgehammer to craaka n
at best or might turn out to be not feasible atstjoor (3) drastically reduce the overall timesaép

which Isode is used, to an order of magnitude ithatore or less similar to the one that is used
internally by the APD, which would be largely tami@unt to the use of the APD as a benchmark solver,
as demonstrated by Zaveri et al 2008. For all e$¢treasons we chose to use the Jacobson 1997
scheme, which is mathematically precise if therimktimestep is chosen appropriately. This webgid
simple inspection, as sketched within Figure lafenonodisperse aerosol and total species amounts of
1 ppt: 30 seconds induce oscillation, and 10 sexang precise to the extent that the simulation is
graphically indistinguishable from a run at a msbbrter timestep (therefore not shown). We have
added a paragraph to the text in order to desandemotivate our choice of the APD as the benchmark
solver.



9b) “The predicted equilibrium (after sufficient timgas and aerosol concentrations (including aerosol
pH) for the monodisperse test cases must alsompa@d to a benchmark thermodynamics model
such as AIM (available online) to evaluate the aacy of the thermodynamics treatment in the present
solver. For example, see the dynamic solver evialuaione in Zaveri et al. (2008). Such an evaluatio
against a benchmark solver is especially warraintéae light of the several discrepancies founthan
results of the dynamic solver shown in Figure E (¢8).”

The reviewer suggests that we use AIM as a benéhfoathe equilibrium solver. Interestingly thisas
possibility that we had considered before submisbiat ultimately had decided against it. From our
point of view, the scope of this publication is sotmuch whether the equilibrium that is determised
accurate thermodynamically (this was done by Tappinal 2009), but rather whether the solver is
numerically correct, which is demonstrated as fayipamic and hybrid runs converge towards full
equilibrium, thus validating each other mutuallys@ as pointed out by the reviewer, the online
version of AIM does not allow for a size discretizzerosol. We would thus have to add another
experiment with a monodisperse aerosol to an afrlesdjthy paper. We have added one sentence
detailing that the thermodynamic scheme was temgadst AIM by others.

10) “The main goal of the present work is to introdaceew hybrid solver that is computationally
efficient. But since any solver can be made efiicley compromising its accuracy, it becomes
necessary to evaluate computational efficiencyfas@ion of accuracy. The CPU costs presented for
the various dynamic solvers in Table 1 are otlittte without stating their accuracies against a
benchmark solver (see #9).”

The reviewer asserts that the CPU times are [&f lige in the absence of a reliable referencevas gi
by a benchmark solver. For the reasons given wai)nwe believe that the Jacobson 1997 APD, if
used appropriately, actually is a valuable benckrealver. No changes to the text apart those made i
the context of point 9a).

11) “As the authors have already acknowledged, the eoisgn of the computational cost of the
present solver with that of MOSAIC is fraught wittany issues: different model configurations and
chemical/physical complexities, computer hardwang @mputing architectures, etc. Also, the 185
CPU cost for MOSAIC guoted here includes micropdgistalculations (in addition to gas-particle
mass transfer and thermodynamics) whereas thes 2ven for the present hybrid solver appears to be
for gas-particle mass transfer and thermodynanaittsilations only. Furthermore, the CPU costs given
in Table 5 for cases 4-7 (aqueous particles oalyye from approx. 20-40s (depending on the case,
hardware, and compiler), which is more directly panable to the CPU cost presented here for the
hybrid solver. Having said that, the accuracy dfidiency of both solvers should be evaluated foe t
same set of problems on the same machine for tinpaxéson to be meaningful.”

The reviewer states that a comparison with MOSAItrms of CPU time as done within the
manuscript is of questionable relevance due tandilasity of both the computing facilities that are



used and the schemes themselves. We agree thateb@nce of the comparison is limited. However,

in this respect we do not believe that the compansould not carry meaningful information. The fact
that we overlooked that for MOSAIC the microphysacs included in their estimation of CPUtime
does not affect our conclusion that the expensalghme of the same order of magnitude, thus
demonstrating our due caution. We believe thatcouaclusion carries a useful piece of information to
the reader, considering that a more detailed asses$ss reserved to a global modelling framewokek th
is more comparable, which is not currently avadabl us. The reviewer might have suggested to carry
out the comparison with box model simulations iadteas done by Zaveri et al 2008. The relevance of
box model comparisons of computation time is dfeddd, as these may not be representative to the
parameter space that is encountered within a giobdklling environment. Likewise, cases 4-7 within
Zaveri 2008 might not be representative to the agatpnal expense that is encountered in relatipnsh
with fully liquid particles, as the small partidees, which should require a smaller timestepnate
assessed with the given monodisperse setups.sApaimt, we have to mention that reviewer #1 seems
to appreciate and does not criticize the way waldished the comparison of CPUtime, on the contrary
he would favour a similar comparison between theikited and the observed aerosol composition.
Within this partially conflicting situation we wadilike to leave it to the editor as to whether more
CPUtime comparisons are essential, and as to hese tshould be done. In the meantime, we have
further relativised our assessment within Sectimdsand also 6, in accordance with the reviewer’s
observations.

The following questions will be answered togetlasrrelated:

12)“Table 2: In GLOMAP sea-salt chloride is treatechas-volatile. Then how do H2S0O4 and HNO3
condense on sea salt aerosol without evaporatirid N@n-volatile treatment of HCI becomes
problematic especially for condensation of HNO3;ehese both HNO3 and HCI are semivolatile and
the extent of HNO3 patrtitioning crucially depenasHCl.”

and 13)‘How is HNO3 uptake on calcite containing dust judes treated in GLOMAP?”

The reviewer asks a question with respect to theesentation of the volatility of HCI in the contet

sea salt within Glomap, and the representationimaBtomap of gas/solid phase exchange with respect
to calcite. We are aware that these are importa@stepns for the simulation of the atmospheric s@lto
although of limited relevance in the context of gnesent publication (see (1)). HyDIS may accoant f
the chemical interaction of a maximum of 3 diss@vspecies. As such it may account for the
interaction of HNO3, NH3 and HCI, provided thatyttage comprised within the atmospheric chemistry
scheme of the hosting aerosol model. As mentiontgdrnwSection 5.2, we cannot treat HCI as a semi-
volatile in the present version of Tomcat-Glomaps/Solid phase exchange is not currently part of
Glomap and it is a process that is not treated yiyi$i this also applies to calcite. We have made
additions to Sections 5.2 and 6 that detail thestations.

Minor Comments

p. 2 I. 10: order of acid and base is changed.



Fig. 11: resolution of figure is improved.



