Response to reviewer #1 comments

We thank the anonymous reviewer #1 for their re\aed note that they have identified that “the new
solver can capture the dynamical, time-dependeatifes of nitrate partitioning that are not propést
equilibrium assumption”.

We take their point about the paper being “somewdragthy”. However, when writing the paper we
considered carefully whether or not we could shothe paper, and concluded that the level of detall
provided is important and will help to ensure ¢laand rigour.

In our response here we address each of the poade by the reviewer in the order that is given in
his/her review:

Major Comments

1) Throughout the manuscript, the particle phasefésned to as ‘liquid phase’. Many recent studies
have suggested that there might be multiple ligindses (aqueous/organic) in an aerosol particle.
Therefore, | suggest changing ‘liquid’ to ‘aqueoinsthe text.

We agree entirely and have changed the terminology.

2) Eq. 4 and p. 8, I. 15: Usually the effective Hearigw constant H* for acids includes the acid
dissociation constant Ka, i.e. H* = H (1+ Ka/[HHYI Does the fact that you assume H2S04 as being
completely dissociated lead from Eql to Eg-4? Waouwdr approach be applicable using Eql for acids
that are not completely dissociated?

The total dissociation of acids assumption anchégdigence of OH in the ion balance introduce a
simplification into the formalism that allows usftcus on other important phenomena, such as the
numerical stiffness property of the system andréfeted computational efficiency. The partial
dissociation of acids and the presence of OH eddloae additional degree of freedom to the system,
that increases the degree/order of any relevaotvieg/differential equation accordingly. For insta,
within the dynamical solver, neglecting OH reduEes 8 to a second order differential equation mathe
than third order, and also matches the similar @ggr taken in the thermodynamic scheme PD-FiTE.
Most importantly, within the chemical equilibriuralger, and in relationship with its analytic appcba
the simplification allowed us to take the cheminggraction of the dissolving species into accoifnt.

the partial dissociation of the dissolving speeaierd H2S0O4, and OH were taken into account, the
resolving equation for one dissolving base or adild be of the 8 degree. If only the partial
dissociation of H2S0O4 is taken into account, wiigctione in the circumstance of one dissolving
species, the resolving equation is still of tfied@gree. As one of the underlying reason for the
numerical stiffness is chemical interaction, ihécessary to restrict the degree of the resohgugton

to a value that is manageable. We have added itheiiod) paragraph underneath equation 4 to explain
these circumstances more appropriately.



“In the preceding expression, the partial dissomatproperty of the dissolving species is neglected
which is an underlying assumption for HyDiS-1.0Qwilt allow us to reduce the number of degrees of
freedom of the considered chemical system by obéoureach dissolving species. In doing so other
properties, such as the species’ chemcial inteoactmay be taken into account more throroughly, as
analytical solutions may be derived along with dical reduction of the degree of the respective
resolving equations. We have seen in the precestintjon that the chemical interaction between acids
and bases plays an essential role to the numestifdihess property of the system.”

3) Currently, the number of interacting species istdichto three. Will it possible to rigorously exten
the solver to more compounds, given the complexpomition of ambient atmospheric aerosol?

In line with the preceding point, the number ofdising species may not be consistently augmented
beyond this number, unless the chemical interactfahe dissolving species will necessarily be
accounted for less thoroughly within the chemicplilgrium solver. We have added the following
sentence for clarity.

“Similarly, the number of dissolving species whoBemical interaction may be fully taken into acdoun
may not exceed three, as no analytical soluticeaslily available to an equation beyond the fourth
degree.”

4) The discussion of the model results (both box dodad) in Sections 4.2 and 5.3., respectively, are
poorly connected to the figures. All figure pargisuld be labeled a, b, c, etc and the discushiould
be tied more closely to the individual panel sd ths easier to reader to follow.

In accordance with the suggestion made by thewevigve have numbered all panels of Figures 5-16
and linked them more thoroughly with the text.

5) It is not clear what the ‘entire microphysical bordel’ (e.g., p. 28, I. 32; and Table 1) includes.
How far is a comparison of the microphysical madebningful to the chemical model that includes the
new solver? Does using the new solver in the mitysipal model lead to redundancy?

We have reshaped the explanation of how the pexgerdomputational expense of HyDIS within the
box model runs is obtained. Also, we have mentidhedorocesses that are comprised within the
Glomap microphysical scheme and given more datailthe implementation of HyDiS within this
scheme.

6) The comparison to the efficiency of previous modgetsnly touched on briefly (end of Section 5.4).
Given the extensive length of the current manusaiigady, | am not asking for a detailed discusgsio
However, a brief statement of the ability of thed®mbby Zaveri et al. (2008) to reproduce the
dynamical features as opposed to equilibrium assangpshould be added. In general, how well did
the model by Zaveri et al., to observations?

The reviewer asks for an extension of the comparigdiyDiS to other gas/particle exchange schemes
with respect to the global aerosol compositiomrinciple, we agree with the reviewer about the
relevance of such a comparison. However, a congrat other schemes is not trivial and will require
a lengthy analysis. At this point a comparison wichg premature, as certain important processels, suc



as particle cristallization and the dissolutiorH?l, are not currently included in TOMCAT-GLOMAP,
and certain other processes, such as heterogecleemsstry and aerosol organic species, are nohtake
into account for the present preliminary simulagiolRor these reasons, we limited the analysisrnéei
solver computational efficiency and numerical taliy considerations, along with a preliminary
assessment of the relevance of nonequilibrium digsaas the one intended main plus of the solver
relative to equilibrium approaches.

Minor Comments

p. 2 I. 11:At most RH values, the amount of water exceedsitheunt of solute mass, e.g. (Liao and
Seinfeld, 2005). Do you mean here the increaseutice size due to solute mass and its associated
water?We mean both the increase of particle mass \i@esft interaction of nitrate+ammonium and
the amount of water that goes with it. The intacacof ammonium and nitrate may be efficient to the
point that the loss of the particle water masghareduction of hygroscopicity along with the aigt

of the aqueous phase does not exceed the gaimtmiganass via the chemical interaction of
ammonium, nitrate and water. Clarified.

p. 6 I. 3:Do you mean ‘ the concentration of the dissolvipgcies in the aerosol aqueous phase’?
Expression corrected for improved clarity.

p. 11 1. 17:This is unclear, in particular for the conditioresdribed here. 1) Make clear that the
aqueous s phase ‘is predicted to loose proton€ir®) would assume that under the acidic conditions
described here, there is a huge excess of prosamence is clarified.

p. 14 . 26:Are these parameters (activity coefficients, liqwiter content, and dissociation) held
constant throughout the simulation or during onetstep™he mentioned variables are not considered
as such by the analytical scheme. They are upa@atdad outer iteration level of the chemical
equilibrium solver, this is clarified further dovimthe text, however cannot be mentioned hereeas th
reader would not be able to follow at this point.

p. 16 I. 21:What is the extent to which the pH varies withia tteration? Are these extreme values or
are they realistic over the course of a time std@n aerosol might be exposed to ambient condRions
Extreme variations of the particle pH occur frediyein the course of the execution of the equilibni
solver, and they are not necessarily related tepianally rapid modifications of ambient conditson
The extreme variability of particle pH is the mobkaracteristic feature of the numerical stiffness
property of dissolution, and occurs under all gelfuconditions for c> 1ppb approximately, with the
diurnal cycle of temperature serving as one ofbkential sources of sufficient perturbation (used
the box model experiments) in the context of arralil/éme step of 15 or 30 minutes. In this context
the convergence of the pH variability to less tBahis an appropriate prerequisite for one outer
iteration that updates the parameters, and a subserpund of internal iterations with a renewed
massive variability of the pH. We refer to Sectifor further detail on the numerical stiffness
properties of chemically interacting species via pH



p. 17 I. 9:The wording is ambiguous, | think. The convergetriterion is stricter; however, the value
is DEcreased from 0.1 to 0.01. If | misunderstduas, tclarify. The convergence criterion is increased
from 0.001 to 0.01. The criterion for this choiseset to 0.1. Clarified.

p. 18 Eq. 29Does ‘a’ have a physical meaning? What is the raigeeaningful

values for this parameteihe proportionality constant has a qualitative pfajsneaning, as it stands
for the amount of chemical interaction that oneiling to take into account in terms of the
determination of the length of the internal timepsof the dynamic solver. Although it has this
gualitative physical meaning, it is hard to figne how this would physically translate into a
mathematical expression. Notwithstanding, thigladsue is of limited relevance, as the propoaiion
constant has another more relevant meaning, asdit@ons the number of internal time steps of the
dynamic solver. If a size class would require moternal time steps due to numerical constraints, i
would be assumed to be in equilibrium whetherith&ccurate or not. It is clear that the computetio
expense will be roughly proportional to this numb#&te have chosen ‘a’ for the number of internal
time steps to be limited to roughly 3. This numivas shown by the box model experiments to produce
reasonably accurate results, even under numerstédflgonditions of strong chemical interaction. |
should be noticed at this point that a larger di/gnae step might require an accordingly smaller
proportionality constant, unless the accuracy efrdsults might be critically diminished. The tests
modified for more clarity.

p. 19 I. 18:What are the physical/chemical parameters tharméte equilibration time of a dissolving
species? Is it e.g. solubility (Henry’s law congjar something else? Could threshold values bengiv
above/below which equilibration is achieved in shione, relatively to the model time ste®g virtue

of Eq. 15 the equilibration time is given by théaoaf the difference between the equilibrium ahd t
momentary atmospheric concentration of the dissglgpecies in the aqueous phase, and the potential
of the dissolved species to evaporate from parsigtéace or the potential of the dissolving spetaes
condense onto the particle surface, whichever paténthe largest. This quantity may be seen as a
normalized degree of saturation of the aqueousephasich correlates with the equilibration time. By
virtue of the proportionality factor ‘a’ and thefution of the distinction criterion between edilum
and dynamic simulation, the critical equilibratiome is defined relative to the overall time stéphe
model: a particle is considered to be in equilibri@iits equilibration takes less than half the ralle

time step of the model. Due to its multivariabl@eledence no individual threshold value may be given
that would determine a short equilibration time. k¥fer to the explanations around Eqg. 15 for
explanations within the manuscript on this question

p. 20 I. 13:Does ‘a’ here have the same meaning as in Eq.f2@2,Ichoose a
different symbol to avoid confusioithe notation of the second coefficient is chanige'th'.

p. 23 I. 23:Not clear what ‘its’ refers to her€orrected.

p. 23 . 22 and 24Spell our ADDEM, MANIC.Now spelled.



p. 24 |. 1:What are the patrticle sizes for the various modiés@e sizes now indicated.

p. 24 1. 311s the temperature dependence of HNO3 dissoluoy different than that of NH3? Can
you support this trend by numbers (T-dependenct#?y?The temperature dependence of the solubility
of HNO3 and NH3 is explained more thoroughly arfénences are added.

p. 26 |. 3ff.:Are there any simultaneous measurements of NH&ipaimg in gas and

particle phase that show similar trends of subssitn?The observed undersaturation concerns a two-
fold phenomenon, each related to a particular &incumerical stiffness. On the one hand, the agsieou
phase remains undersaturated as it tends to egtalibery slowly in the context of the slow trarit

the semi-volatiles through the gas phase. Thisrdigad phenomenon is now mentioned in the
Introduction (Zaveri et al., 2008). On the othendhathe surface pressure of one dissolving species
remains underneath the ambient pressure, depeoditite choice that is made by the solver as a
function of its configuration. This artificial phemenon is related to the extreme numerical stifrves
particle pH and chemical interaction that is end¢ered at 100 ppb, which appears to cause a relative
imprecision of the solver. This artifact has vettyel influence on the predicted concentrationshef
dissolved species, because these are several ofdeegnitude larger than the proton concentration.
We point to the explanations that are given withattion 4.2 around Figure 10.

p. 27 I. 14/15What is different in terms of (physico)chemical pecties of chloride

and nitrate vs ammonium that could explain thdfeént behaviorThe reason for the similarity of
ammonium under dynamic and equilibrium conditiorss/foe illustrated with the coarse mode. The
particle pH is too low for the solubility of ammartio be high, such that the equilibration time of
ammonium remains relatively low. Furthermore, aitrcid and hydrochloric acid are competitors, as
nitric acid drives out the latter and replaceatitq particle pH remains unaffected, which in temdis

to keep the solubility of ammonia low but constdrtte only factor that affects the solubility of
ammonia is its temperature dependance, which afadts in a quick almost instantaneous adaptation,
to the overall effect that the equilibrium and dyimaconcentrations of ammonium are almost equal.
We have added 2 sentences for explanation.

p. 27 . 31:Particle concentrations’ usually refers to massuwmber concentration
of particles. Do you mean ‘the concentration of amia and chloride in the aqueous
phase’Corrected.

p. 29 I. 20:What is included as sulphur chemistry? Both gasaapetous phase processes? When
sulphate is formed in the aqueous phase, doestitiloote to the species that are equilibrated betwe
the phases&n explanation is added to the text.

p. 32 . (1)5:Reword: “: : : the ambient concentration of ammamniar the Southern Ocean is predicted
to be lower by 10-25% than predicted by the equuilih approach” or similar in order to clarify that
you compare two model resultaserted.



p. 32 |. 28:s this very low nitric acid concentration in thecfic in agreement with

observationsThe question of the validation of the model predits against observations (and other
models) certainly is an important one. Adams e1&899) give a few data points for their simulated
mixing ratio of ammonia close to the western cadigtlaska during the Arctic summer. Their values of
2-5 ppt are similar to our estimations under thailibgium assumption. With the hybrid configuration
we obtain approx. 10 ppt. In their measurementsheffeast coast of Baffin Island during Summer
2014, Wentworth et al. (2016) find ammonia mixiagjas of around 30 ppt. With the hybrid
configuration we obtain a simulated mixing raticapprox. 10 ppt, with the equilbrium configuration
we obtain approx. 1/3 of this value. It thus seémas non-equilibrium dynamics play an importanerol
and that our simulations get the order of magnitiglg in the Arctic. Having said this, the obsatve
and the simulated variability of ammonia is largehbin time and space, such that these matches are
inconclusive. As detailed within our answer to @femajor comment, the validation of the model
results will be performed in much greater detafbifow-on publications, as the present largelyuees
on solver presentation and numerical validation.N&e modified the text to clarify the circumstance
that we compare two model results.

Fig. 1, captionl) Is the particle size the wet radius? At what RBJZould you mark the steps 1-3 in
the figure (e.g. by shading or vertical linet)2he dry radius is given, this circumstance & no
indicated along with the relative humidity of 8029,the regimes are now marked as requested.

Fig. 6, 7, 9 and 16hould have a somewhat more detailed caption. \dtwes the 10 ppb etc refer to?
The figure caption is reformulated and more detaitssadded to Figs. 5 and 8, respectively.

Fig. 11:Some of the text in the figure is very blurry, e:BlCI', ‘soluble nucl.’ In the
top panel and ‘OH, NO2’ (?) in the bottom paréie resolution of the figure is improved.

Fig. 12:In the caption only two panel (top and bottom) @escribed, but there are

three panels (top, middle, bottom) shown. Clanifgd anprove captionThe figure caption has been
partially reworded.

Technical comments: thank you for indicating thedleyorked in.

Additional Reference:

Wentworth, G. R., Murphy, J. G., and Croft, B.att Ammonia in the summertime Arctic marine
boundary layer: sources, sinks, and implicatiorisy@s. Chem. Phys., 16, 1937-1953, 2016.



