
 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

 10 

 11 

Constraining the strength of the terrestrial CO2 fertilization 12 

effect in the Canadian Earth System Model version 4.2 13 

(CanESM4.2) 14 

 15 
V. K. Arora and J. F. Scinocca. 16 

 17 
Canadian Centre for Climate Modelling and Analysis, Environment and Climate Change Canada,  18 

University of Victoria, Victoria, B.C., V8W 2Y2, Canada 19 
 20 

Deleted: On c 

Deleted: an  
Deleted: s 
Deleted: m 



Abstract 25 
 26 

Earth system models (ESMs) explicitly simulate the interactions between the physical climate 27 

system components and biogeochemical cycles. Physical and biogeochemical aspects of ESMs 28 

are routinely compared against their observation-based counterparts to assess model performance 29 

and to evaluate how this performance is affected by ongoing model development. Here, we assess 30 

the performance of version 4.2 of the Canadian Earth system model against four, land carbon 31 

cycle focused, observation-based determinants of the global carbon cycle and the historical global 32 

carbon budget over the 1850-2005 period. Our objective is to constrain the strength of the 33 

terrestrial CO2 fertilization effect which is known to be the most uncertain of all carbon cycle 34 

feedbacks. The observation-based determinants include 1) globally-averaged atmospheric CO2 35 

concentration, 2) cumulative atmosphere-land CO2 flux, 3) atmosphere-land CO2 flux for the 36 

decades of 1960s, 1970s, 1980s, 1990s and 2000s and 4) the amplitude of the globally-averaged 37 

annual CO2 cycle and its increase over the 1980 to 2005 period. The optimal simulation that 38 

satisfies constraints imposed by the first three determinants yields a net primary productivity 39 

(NPP) increase from ~58 Pg C/yr in 1850 to about ~74 Pg C/yr in 2005; an increase of ~27% over 40 

the 1850-2005 period. The simulated loss in the global soil carbon amount due to anthropogenic 41 

land use change over the historical period is also broadly consistent with empirical estimates. Yet, 42 

it remains possible that these determinants of the global carbon cycle are insufficient to 43 

adequately constrain the historical carbon budget, and consequently the strength of terrestrial CO2 44 

fertilization effect as it is represented in the model, given the large uncertainty associated with 45 

LUC emissions over the historical period.  46 

47 
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1. Introduction 48 

 49 

The evolution of the atmospheric CO2 concentration in response to anthropogenic fossil fuel CO2 50 

emissions is determined by the rate at which a fraction of these emissions is taken up by the land 51 

and ocean. Had the land and ocean not provided this “ecosystem service” since the start of the 52 

industrial era, and not removed about 50% of CO2 emissions from the atmosphere (Knorr, 2009), 53 

the present concentration of CO2 in the atmosphere would have been around 500 ppm, compared 54 

to its current value of around 400 ppm. Over land, temperate and boreal forests as well as forests 55 

in the tropical region are known to be sinks of atmospheric carbon (Ciais et al., 2013; Gourdji  et 56 

al., 2012; Schimel et al., 2015).  The sink in the tropical forests is, however, compensated by 57 

anthropogenic land use change emissions (Phillips and Lewis, 2014). Over ocean, the uptake of 58 

anthropogenic carbon is observed to be larger in the high latitudes than in the tropical and 59 

subtropical regions (Khatiwala et al., 2009). The manner in which the land and ocean will 60 

continue to provide this ecosystem service in future is of both scientific and policy relevance.  61 

 62 

Future projections of atmospheric CO2 concentration, [CO2], in response to continued 63 

anthropogenic CO2 emissions, or alternatively projections of CO2 emissions compatible with a 64 

given future [CO2] pathway, are based primarily on comprehensive Earth system models (ESMs) 65 

which include interactive land and ocean carbon cycle components (Jones et al., 2013). The land 66 

and ocean carbon cycle components in ESMs respond both to increases in [CO2] as well as the 67 

associated changes in climate. These carbon components also respond to changes in climate 68 

associated with other forcings including changes in concentration of non-CO2 greenhouse gases 69 

and aerosols, to nitrogen deposition and over land to anthropogenic land use change (LUC).  70 

 71 
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The response of land and ocean carbon cycle components to changes in [CO2] and the associated 72 

change in climate is most simply characterized in the framework of the 140-year long 1% per year 73 

increasing CO2 (1pctCO2) experiment, in which [CO2] increases at a rate of 1% per year from 74 

pre-industrial value of about 285 ppm until concentration quadruples to about 1140 ppm.  The 75 

1pctCO2 experiment has been recognized as a standard experiment by the coupled model 76 

intercomparison project (CMIP) which serves to quantify the response of several climate and 77 

Earth system metrics to increasing CO2. These metrics include the transient climate response 78 

(TCR) and the transient climate response to cumulative emissions (TCRE, Gillett et al., 2013). 79 

Arora et al. (2013) analyzed results from fully-, biogeochemically- and radiatively-coupled 80 

versions of the 1pctCO2 experiment from eight ESMs that participated in the phase five of the 81 

CMIP (CMIP5). They calculated the response of land and ocean carbon cycle components to 82 

changes in [CO2] and the associated change in climate expressed in terms of carbon-concentration 83 

and carbon-climate feedbacks, respectively. Arora et al. (2013) found that of all the carbon cycle 84 

feedbacks, the carbon-concentration feedback over land, which is primarily determined by the 85 

strength of the terrestrial CO2 fertilization effect, is the most uncertain across models. They found 86 

that while the uncertainty in the carbon-concentration feedback over land (expressed in terms of 87 

the standard deviation of the magnitude of the feedbacks) had somewhat reduced since the first 88 

coupled carbon cycle climate model intercomparison project (C4MIP) (Friedlingstein et al., 2006) 89 

its uncertainty remained the largest of all carbon cycle feedbacks. The comparison of the actual 90 

magnitudes of the carbon cycle feedbacks over land is, however, not straightforward between the 91 

Arora et al. (2013) and Friedlingstein et al. (2006) studies because they used different CO2 92 

scenarios. 93 

 94 
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The reason for this large uncertainty is that it is fairly difficult at present to constrain the strength 95 

of the terrestrial CO2 fertilization effect at the global scale. The net atmosphere-land CO2 flux 96 

since the start of the industrial era has not only been influenced by the changes in [CO2] but also 97 

the associated change in climate (due both to changes in [CO2] and other climate forcers), 98 

nitrogen deposition, and more importantly land use change - the contribution of which itself 99 

remains highly uncertain. Since it is difficult to estimate the observed magnitude of net 100 

atmosphere-land CO2 flux since the start of the industrial era attributable only to increase in 101 

[CO2] it is consequently difficult to estimate the strength of the terrestrial CO2 fertilization effect.  102 

 103 

Measurements at Free-Air CO2 Enrichment (FACE) sites in which vegetation is exposed to 104 

elevated levels of [CO2] help to assess some aspects of CO2 fertilization and how nutrients 105 

constraints regulate photosynthesis at elevated [CO2] (Medlyn et al., 1999; McGuire et al., 1995). 106 

However, FACE results cannot be easily extrapolated to the global scale and the response of 107 

vegetation corresponds to a step increase in [CO2] not the gradual increase which the real world 108 

vegetation is experiencing.  109 

 110 

As part of the ongoing evaluation of carbon cycle in ESMs, the model simulated aspects of the 111 

global carbon cycle are routinely evaluated against their observation-based counterparts. These 112 

evaluations also provide the opportunity to adjust physical processes that influence the strength of 113 

the terrestrial CO2 fertilization effect to provide the best comparison with observation-based 114 

aspects of the global carbon cycle. Here, we present results from such an evaluation for a new 115 

version of the Canadian Earth system model (CanESM4.2). An earlier version of the Canadian 116 

Earth system model (CanESM2, Arora et al., 2011) participated in the CMIP5 (Taylor et al. 2012) 117 
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and its results also contributed to the fifth assessment report (AR5) of the Intergovernmental 118 

Panel on Climate Change (IPCC). We evaluate the response of CanESM4.2, for three different 119 

strengths of the terrestrial CO2 fertilization effect, against four observation-based determinants of 120 

the global carbon cycle and the historical global carbon budget over the 1850-2005 period, with a 121 

focus on the land carbon cycle component. These determinants include 1) globally-averaged 122 

atmospheric CO2 concentration, 2) cumulative atmosphere-land CO2 flux, 3) atmosphere-land 123 

CO2 flux for the decades of 1960s, 1970s, 1980s, 1990s and 2000s, and 4) the amplitude of the 124 

globally-averaged annual CO2 cycle and its increase over the 1980 to 2005 period.  125 

 126 

The strength of the CO2 fertilization effect influences all four of these determinants of the global 127 

carbon cycle and the historical carbon budget. A stronger CO2 fertilization effect, of course, 128 

implies a larger carbon uptake by land and consequently a lower rate of increase of [CO2] in 129 

response to anthropogenic fossil fuel emissions. However, the strength of the CO2 fertilization 130 

effect also influences the amplitude of the annual [CO2] cycle which is primarily controlled by the 131 

northern hemisphere’s biospheric activity. The amplitude of the annual [CO2] cycle has been 132 

observed to increase over the past five decades suggesting a gradual increase in photosynthesis in 133 

association with a strengthening of the CO2 fertilization effect (Keeling et al., 1996 ; Randerson et 134 

al., 1997) and thus possibly can help to constrain the strength of the terrestrial CO2 fertilization 135 

effect in Earth system models.  136 

 137 

2. The coupled climate-carbon system and CanESM4.2 138 

 139 

2.1 The coupled climate-carbon system 140 

 141 
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The globally-averaged and vertically-integrated carbon budget for the combined atmosphere-142 

land-ocean system may be written as: 143 

 144 

F
OLAG E

dt
dH

dt
dH

dt
dH

dt
dH

=++=                                                (1) 145 

 146 
where the Global carbon pool OLAG HHHH ++=  is the sum of carbon in the Atmosphere, Land 147 

and Ocean components, respectively (Pg C), and EF is the rate of anthropogenic CO2 emissions 148 

(Pg C/yr) into the atmosphere. The equations for the atmosphere, land and ocean components are 149 

written as 150 
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 153 
where AOL FFF −=+ )(  are the fluxes (Pg C/yr) between the atmosphere and the underlying land 154 

and ocean, taken to be positive into the components. The net atmosphere-land CO2 flux 155 

LlL EFF −=  is composed of LUC emission rate LE  (Pg C/yr) as well as the remaining global 156 

“natural” CO2 flux lF  that is often referred to as the residual or missing land sink in the context of 157 

the historical carbon budget (Le Quéré et al., 2015). The emissions associated with LUC occur 158 

when natural vegetation, for example, is deforested and replaced by croplands resulting in net loss 159 

of carbon from land to the atmosphere (i.e. positive EL). Conversely, when croplands are 160 



 8 

abandoned and gradually replaced by forests then carbon is gained from atmosphere into the land 161 

(i.e. negative EL).  162 

 163 

Over land, the rate of change of carbon is reflected in the model’s three land pools (vegetation, V; 164 

soil, S; and litter or detritus, D)  165 
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where G is the gross primary productivity (Pg C/yr) which represents the rate of carbon uptake by 167 

vegetation through photosynthesis, and RA and RH are the autotrophic and heterotrophic 168 

respiratory fluxes (Pg C/yr) from living vegetation and dead litter and soil carbon pools, 169 

respectively. ARGN −=  is the net primary productivity (NPP) which represents the carbon 170 

uptake by vegetation after autotrophic respiratory costs have been taken into account. The 171 

heterotrophic respiration SHDHH RRR ,, += is composed of respiration from the litter and soil 172 

carbon pools. The rate of change in carbon in model’s litter (HD) and soil (HS) pools is written as 173 
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where RSLiiD ,,, = is the litter fall from the model’s Leaf, Stem and Root components into the 175 

model’s litter pool. SDC → is the transfer of humidified litter into the soil carbon pool calculated as 176 

a fraction of the litter respiration (RH,D) 177 

DHSD RC ,χ=→                                                                    (5) 178 
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and χ is the humification factor. 179 

 180 

Integrating (2) and (3) in time with )()()()(
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The cumulative change in the atmosphere, the ocean and the land carbon pools is written as 184 
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where E~  (Pg C) is the cumulative sum of the anthropogenic emissions from fossil fuel 186 

consumption and land use change. When emissions associated with LUC are zero, equation (7) 187 

becomes 188 

EEHHH FLOA
~~ ==∆+∆+∆                                                 (8) 189 

which indicates how cumulative emissions are parsed into changes in atmospheric carbon burden 190 

and carbon uptake by the ocean and land components. 191 

 192 

2.2 Canadian Earth System Model version 4.2 193 

 194 

2.2.1 Physical components 195 
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 196 

At the Canadian Centre for Climate Modelling and Analysis (CCCma), the earth system model, 197 

CanESM2, has undergone further development since its use for CMIP5.  This version of the 198 

model has been equivalently labelled CanESM4.0 in an effort to rationalize the ESM naming 199 

convention to better reflect the fact that this model version employs the 4th generation atmosphere 200 

component, CanAM4, (Von Salzen et al. 2013) and the 4th generation ocean component, CanOM4 201 

(Arora et al., 2011).  The version of the CCCma earth system model used for this study is 202 

CanESM4.2 and so, represents two full cycles of model development on all of its components. 203 

Similar to CanESM2, the physical ocean component of CanESM4.2 (CanOM4.2)  has 40 levels 204 

with approximately 10 m resolution in the upper ocean while the horizontal ocean resolution is 205 

approximately 1.41° (longitude) × 0.94° (latitude). The majority of development in CanESM4.2, 206 

relative to CanESM2, has occurred on its atmospheric component CanAM4.2.  CanAM4.2 is a 207 

spectral model employing T63 triangular truncation with physical tendencies calculated on a 128 208 

× 64 (~2.81º) horizontal linear grid with 49 layers in the vertical whose thicknesses increase 209 

monotonically with height to 1 hPa. Relative to CanAM4, CanAM4.2  includes a new version of 210 

the Canadian Land Surface Scheme, CLASS3.6,  which models the energy and water fluxes at the 211 

atmosphere-land boundary by tracking energy and water through the soil, snow, and vegetation 212 

canopy components (Verseghy, 2012). CLASS models the land surface energy and water balance 213 

and calculates liquid and frozen soil moisture, and soil temperature for three soil layers (with 214 

thicknesses 0.1, 0.25 and 3.75 m). The thickness of the third layer depends on the depth to 215 

bedrock (and is in many places less than 3.75 m) based on the Zobler (1986) soil data set. 216 

Changes to CLASS primarily include improvements to the simulation of snow at the land surface. 217 

These incorporate new formulations for vegetation interception of snow (Bartlett et al., 2006), for 218 
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unloading of snow from vegetation (Hedstrom and Pomeroy, 1998), for the albedo of snow-219 

covered canopies (Bartlett and Verseghy, 2015), for limiting snow density as a function of depth 220 

(Tabler et al., 1990; Brown et al., 2006), and for the thermal conductivity of snow (Sturm et al., 221 

1997). Water retention in snowpacks has also been incorporated. CanAM4.2 also includes an 222 

aerosol microphysics scheme (von Salzen, 2006; Ma et al., 2008; Peng et al., 2012), a higher 223 

vertical resolution in the upper troposphere, a reduced solar constant (1361W/m2) and an 224 

improved treatment of the solar continuum used in the radiative transfer. CanAM4.2 also 225 

considers natural and anthropogenic aerosols and their emissions, transport, gas-phase and 226 

aqueous-phase chemistry, and dry and wet deposition as summarized in Namazi et al. (2015) 227 

 228 

2.2.2 Land and ocean carbon cycle components 229 

 230 

The ocean and land carbon cycle components of CanESM4.2, are similar to CanESM2, and 231 

represented by the Canadian Model of Ocean Carbon (CMOC) (Christian et al., 2010) and the 232 

Canadian Terrestrial Ecosystem Model (CTEM) (Arora et al., 2009; Arora and Boer, 2010), 233 

respectively.  234 

 235 

LUC emissions in CTEM are modelled interactively on the basis of changes in land cover which 236 

are determined by changes in crop area. The historical land cover used in the simulations 237 

presented here is reconstructed using the linear approach of Arora and Boer (2010) and is the 238 

same as used for CMIP5 simulations; as the fraction of crop area in a grid cell changes, the 239 

fraction of non-crop plant functional types (PFTs) is adjusted linearly in proportion to their 240 

existing coverage. The historical changes in crop area are based on the data set provided for 241 
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CMIP5 simulations as explained in Arora and Boer (2014). When the fraction of crop area in a 242 

grid cell increases then the fractional coverage of other PFTs is reduced which results in 243 

deforested biomass. The deforested biomass is allocated to three components that are i) burned 244 

instantaneously and contribute to ii) short (paper) and iii) long (wood products) term pools (Arora 245 

and Boer, 2010).  The deforested biomass corresponding to paper and wood products is 246 

transferred to model’s litter and soil carbon pools, respectively. When the fraction of crop area 247 

decreases, the fractional coverage of non-crop PFTs increases and their vegetation biomass is 248 

spread over a larger area reducing vegetation density. Carbon is sequestered until a new 249 

equilibrium is reached providing a carbon sink associated with regrowth as the abandoned areas 250 

revert back to natural vegetation. 251 

 252 

The LUC emissions term ( LE ) in the equations (1) through (8) is not easily defined or calculated. 253 

Pongratz et al. (2014) discuss the multiple definitions and methods of calculating LE . When LE  254 

is calculated using models, it is most usually defined as the difference in LF  between simulations 255 

with and without LUC. This is also the basic definition used by Pongratz et al. (2014). 256 

Calculating LE  thus requires performing additional simulations without land use change in which 257 

land cover is held constant at its pre-industrial state. For a simulation without LUC equation (3) 258 

becomes 259 

lL
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and an estimate of LE , and its cumulative values LE~ , is obtained as 261 
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Over the historical period, globally, LF '  is expected to be higher than LF  (both considered 263 

positive downwards) due, at least, to two processes: 1) fraction of deforested biomass that is 264 

burned and which contributes to short and long term product pools all release carbon to the 265 

atmosphere, albeit at different time scales, 2) the area that is deforested and put under agricultural 266 

use loses soil carbon and cannot sequester carbon in response to increase [CO2] since crops are 267 

frequently harvested. As a result LE  is positive. 268 

 269 

Relative to CanESM2, the version of CTEM employed in CanESM4.2, CTEM4.2, includes 270 

changes to the humification factor (χ, see equations 4 and 5) which determines what fraction of 271 

the humidified litter is transferred from litter (HD) to the soil carbon pool (HS). The value of χ 272 

employed in CTEM4.2 has been changed for crop PFTs from 0.45 to 0.10, which decreases the 273 

transfer of the humidified litter to the soil carbon pool. As a result, a decrease in global soil 274 

carbon over the historical period is obtained as natural vegetation is replaced by croplands as is 275 

seen in empirical measurements (Wei et al., 2014). This change in humification factor was 276 

required despite the higher litter decomposition rates over croplands and is discussed in more 277 

detail later in the results section. In addition, in CTEM4.2 the sensitivity of photosynthesis to soil 278 

moisture is reduced for coupling to CLASS 3.6, especially for the broadleaf evergreen PFT 279 

(which exists mainly in the tropics) to somewhat account for deep roots, for example, in the 280 

Amazonian region (e.g. see da Rocha et al., 2004).  281 

 282 

CTEM has always included a parameterization of photosynthesis down-regulation, which 283 

represents acclimatization to elevated CO2 in the form of a decline in maximum photosynthetic 284 

rate. In the absence of explicit coupling of terrestrial carbon and nitrogen cycles this 285 
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parameterization yields a mechanism to reduce photosynthesis rates as [CO2] increases. The 286 

photosynthesis down-regulation parameterization is described in detail in Arora et al. (2009) and 287 

is based on earlier simpler models which expressed net or gross primary productivity (NPP or 288 

GPP) as a logarithmic function of atmospheric CO2 concentration (e.g. Cao et al., 2001; 289 

Alexandrov and Oikawa, 2002). 290 
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where GPP at any given time, G(t), is a function of its initial value G0, atmospheric CO2 292 

concentration at time t, C(t), and its initial value C0. The rate of increase of GPP is determined by 293 

the parameter pγ  (where p indicates the “potential” rate of increase of GPP with CO2). The ratio 294 

of GPP in two different versions of a model in which GPP increases at different rates ( pγ  and dγ ) 295 

is given by  296 

( )
( )0

0

/ln1
/ln1)(
CC
CCC

p

d

γ
γξ

+
+

=   ,                                                           (12) 297 

 298 

where t is omitted for clarity. When pd γγ < , the modelled potential gross photosynthesis rate 299 

(Gp), which is not constrained by nutrient limitation, can by multiplied by the scalar )(Cξ  300 

(equation 12) which yields the gross primary productivity (G) used in equation (3) that now 301 

increases in response to CO2 increases at a rate determined by the value of dγ  (the subscript d 302 

indicates down-regulation). 303 

pGCG )(ξ= .                                                             (13) 304 

 305 
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A lower value of dγ  than pγ  yields a value of )(Cξ  that is less than one. As the concentration of 306 

CO2, expressed as C in equation (12), increases above its pre-industrial level C0 (285 ppm), )(Cξ  307 

progressively decreases resulting in a gross primary productivity G, which is less than the its 308 

potential value Gp. Figure 1 shows the behaviour of )(Cξ  for pγ =0.95 and three values of dγ  309 

(0.25, 0.4 and 0.55) corresponding to three different strengths of the terrestrial CO2 fertilization 310 

effect. A value of dγ  = 0.25 was used for CanESM2 to best simulate the globally-averaged 311 

surface CO2 concentration and cumulative 1850-2005 atmosphere-land CO2 flux. CanESM2, 312 

however, wasn’t as rigourously evaluated as we have attempted here for CanESM4.2. Through 313 

the parameter dγ , the physical process of down-regulation has a direct influence on the strength 314 

of the terrestrial CO2 fertilization effect. In practice, different combinations of dγ  and pγ  are able 315 

to yield very similar values of )(Cξ . Arora et al. (2009) calculated the value of dγ  based on 316 

results from six studies, two of which were meta-analyses each based on 15 and 77 individual 317 

studies, that grow plants in ambient and elevated CO2 environment. Their results are equivalent to 318 

dγ =0.46 with a range from 0.22 to 0.63 for pγ =0.95. 319 

 320 

In Figure 1, while )(Cξ  decreases with an increase in atmospheric CO2, indicating progressive 321 

decline in photosynthesis due to nutrient limitation, the slope 
dC
dξ  also decreases. Although a 322 

second-order effect, this is a limitation of the current formulation of )(Cξ . A decreasing )(Cξ  as 323 

CO2 increases can eventually also lead to decrease in GPP although we have not seen this 324 

behaviour up to CO2 concentration of around 1000 ppm in simulations performed with CanESM2 325 

(see Arora and Boer, 2014). While dγ  is used to model down-regulation of photosynthesis it may 326 
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also be used as a measure of the strength of the CO2 fertilization effect. Lower values of dγ  327 

indicate higher down-regulation (see Figure 1) so higher values of dγ  imply higher strength of the 328 

CO2 fertilization effect. Finally, dγ  is specific to CTEM and as such the value of this parameter is 329 

irrelevant to other models. More relevant for comparison with other models is the simulated rate 330 

of increase of NPP over the historical period that a given value of dγ  yields. 331 

 332 

2.2.3 Treatment of CO2 in the atmosphere 333 

 334 

The land and ocean components of the carbon cycle in CanESM4.2 are operable for two 335 

experimental designs – 1) an emissions-driven mode, where the atmospheric CO2 concentration is 336 

a freely evolving 3D tracer in the model and 2) a concentrations-driven mode, where the 337 

atmospheric CO2 concentration is prescribed externally.   338 

 339 

In the emissions-driven mode the anthropogenic CO2 emissions (EF) are specified and since the 340 

interactive land and ocean carbon cycle components simulate the FL and FO terms, respectively, 341 

the model is able to simulate the evolution of [CO2] through the HA term, which represents the 342 

atmospheric carbon burden, in equation (2). This is referred to as the interactively simulated 343 

[CO2], or “free-CO2” configuration.  In this case, the model simulates the transport of CO2 in the 344 

atmosphere producing 3D structure, an annual cycle,  and inter-annual variability.  345 

 346 

In the concentrations-driven mode, the land and ocean CO2 fluxes, FL and FO, remain 347 

interactively determined so model results can be used to diagnose the EF term (based on equation 348 

2) that is compatible with a given [CO2] pathway at the global scale. The concentrations-driven 349 
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mode can be executed in two CanESM4.2 configurations. In the first configuration, a single scalar 350 

value of [CO2], which may be time evolving, is imposed at all geographical and vertical locations 351 

in the model.  This follows the CMIP5 prescription for concentrations-driven simulations and we 352 

refer to it here as, “specified-CO2” concentrations-driven mode. In the second configuration, a 353 

new approach for specifying CO2 concentration has been implemented in CanESM4.2.  In this 354 

new approach, only the globally averaged concentration of CO2 in the lowest model level is 355 

constrained by the prescribed value. The geographical and vertical distribution of CO2 in the 356 

atmosphere and its annual cycle in this second configuration is otherwise free to evolve in the 357 

same manner as in the emissions-driven, free-CO2, configuration.  A relaxation timescale of one 358 

day is employed in this new configuration and a fixed annual cycle, derived from the free-CO2 359 

preindustrial control simulation, is imposed on the reference value of [CO2]. The reference value 360 

of [CO2] may additionally be specified as time evolving. We refer to this configuration as the 361 

“relaxed-CO2” concentrations-driven mode. Aside from the relaxational constraint on the global-362 

mean surface value of [CO2], the atmospheric configuration for relaxed-CO2 is identical to that 363 

for free-CO2 with zero emissions.  As a consequence, the relaxed CO2 configuration allows the 364 

same nonlinearlity in the atmosphere-surface exchange of CO2 as the free CO2 configuration 365 

leading to nearly identical spatial distribution and seasonal cycle of atmosphere CO2 366 

concentrations. In this regard, the relaxed-CO2 configuration is physically more realistic than the 367 

specified-CO2 configuration.  368 

 369 

There are practical advantages to using the relaxed-CO2 configuration over the specified-CO2 370 

configuration for concentrations-driven simulations.  When spinning up land and ocean carbon 371 

pools in a preindustrial control simulation, the model is executed in concentrations driven mode 372 
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to bring these pools into equilibrium with a prescribed CO2 concentration. In earlier versions of 373 

the CanESM, a specified-CO2 configuration was used for this purpose.  Beginning with version 374 

4.1, the relaxed-CO2 configuration is used for this purpose because it produces little or no drift 375 

when used to initialize the free-CO2 preindustrial control simulations.  In fact, a relaxed-CO2 376 

preindustrial control simulation may be used as the control simulation for both emissions-driven 377 

and (relaxed-CO2) concentrations-driven experiments.  This is not the case when the specified-378 

CO2 is used as the configuration for concentration driven experiments. 379 

 380 

3. Experimental set up 381 

 382 

Three different kinds of experiments are performed for this study. The first is the standard 1% per 383 

year increasing CO2 experiment (1pctCO2) performed for three different strengths of the 384 

terrestrial CO2 fertilization effect. The 1pctCO2 is a concentration-driven experiment and we use 385 

the “relaxed-CO2” configuration to specify CO2 in the atmosphere. The second experiment is the 386 

CMIP5 1850-2005 historical experiment, referred to as esmhistorical following CMIP5 387 

terminology, which is performed with specified anthropogenic CO2 emissions (i.e. in emissions-388 

driven, or “free-CO2”, mode), where [CO2] is simulated interactively. Concentrations of non-CO2 389 

greenhouse gases and emissions of aerosols and their precursors are specified in the esmhistorical 390 

experiment following the CMIP5 protocol. The third experiment is same as the esmhistorical 391 

experiment but LUC is not permitted and the land cover remains at its 1850 value; referred to as 392 

the esmhistorical_noluc experiment. Two ensemble members are performed for each of the three 393 

versions of the esmhistorical and esmhistorical_noluc experiments corresponding to three 394 

different strengths of the terrestrial CO2 fertilization effect. The rationale for performing historical 395 
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simulations without LUC is to be able to quantify LUC emissions LE  using equation (10). Table 396 

1 summarizes all the simulations performed. 397 

 398 

The 1pctCO2 simulations with “relaxed” CO2 for three different strengths of the terrestrial CO2 399 

fertilization effect are initialized from a corresponding pre-industrial control simulation with CO2 400 

specified at ~285 ppm and all other forcings at their 1850 values. The esmhistorical and 401 

esmhistorical_noluc simulations are initialized from a pre-industrial control simulation with 402 

“free” CO2 and zero anthropogenic CO2 emissions. 403 

 404 

4. Results 405 

 406 

4.1. 1% per year increasing CO2 experiments 407 

 408 

Figure 2 shows the carbon budget components of equation (8); AH∆ , OH∆  and LH∆  i.e. the 409 

change in atmospheric carbon burden and cumulative atmosphere-ocean and atmosphere-land 410 

CO2 flux which together make up the cumulative diagnosed emissions ( E~ ) based on results from 411 

the fully-coupled 1pctCO2 experiment. Results are shown from eight CMIP5 models that 412 

participated in the Arora et al. (2013) study, including CanESM2 which used dγ =0.25, together 413 

with those from CanESM4.2 for three different strengths of the terrestrial CO2 fertilization effect. 414 

The cumulative atmosphere-land CO2 flux across models varies much more than the cumulative 415 

atmosphere-ocean CO2 flux across the CMIP5 models as already noted in Arora et al. (2013). The 416 

results for CanESM4.2 indicate that the influence of  dγ  (equation 12) on the strength of the 417 

model’s terrestrial CO2 fertilization effect allows CanESM4.2’s cumulative diagnosed emissions 418 

to essentially span the range of the other CMIP5 models. For the three different strengths of the 419 
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terrestrial CO2 fertilization effect, dγ  = 0.25, 0.4 and 0.55, the dγ  values of 0.4 and 0.55 yield 420 

cumulative atmosphere-land CO2 flux that is higher than all the CMIP5 models.  The basis for 421 

choosing these values of dγ  within the range 0.4±0.15 is that they span the observation-based 422 

estimates of various quantities reasonably well as shown later. 423 

 424 

The cumulative atmosphere-land CO2 flux LH∆ for CanESM4.2 for the simulation with dγ =0.25 425 

is higher than that for CanESM2 which also uses dγ =0.25, because of the changes made to soil 426 

moisture sensitivity of photosynthesis and because LH∆  also depends on the model climate. In 427 

particular, the CanESM2 bias of low precipitation over the Amazonian region has been reduced  428 

in CanESM4.2, as shown in Figure 3. The increased precipitation over the Amazonian region 429 

causes increased carbon uptake with increasing [CO2]. The improved precipitation bias of 430 

CanESM4.2 in this region is in part caused by the decreased sensitivity of photosynthesis to soil 431 

moisture in CTEM4.2, especially for broadleaf evergreen PFT, which helps to increase 432 

evapotranspiration and in turn increase precipitation over the region. 433 

 434 

4.2. Historical simulations with LUC 435 

 436 

The results presented in this section evaluate the model against four observation-based 437 

determinants of the global carbon cycle and the historical global carbon budget over the 1850-438 

2005 period mentioned earlier. Simulated atmosphere-ocean CO2 fluxes are also compared with 439 

observation-based estimates although, of course, they are not directly affected by the strength of 440 

the terrestrial CO2 fertilization effect. 441 

 442 

4.2.1. Components of land carbon budget 443 
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 444 

In Figure 4,  time series of instantaneous (FL panel a) and cumulative ( LF~  panel b)  atmosphere-445 

land CO2 flux over the period 1850-2005 are displayed for CanESM2 (which contributed results 446 

to CMIP5) and CanESM4.2 for the three different strengths of the terrestrial CO2 fertilization 447 

effect. The observation-based estimates of )( LlL EFF −=  in Figure 4a for the decades of 1960, 448 

1970, 1980, 1990 and 2000 are reproduced from Le Quéré et al. (2015) who derive the 449 

)( LlL EFF −=  term as residual of the carbon budget equation FOLlA EFEFdtdH +−−−= )(  450 

using observation-based estimates of change in atmospheric carbon budget ( dtdH A ), 451 

atmosphere-ocean CO2 flux (FO) and fossil fuel emissions (EF). The observation-based estimate 452 

of −11±47 Pg C in Figure 4b for LF~  over the period 1850-2005 is from Arora et al. (2011) (their 453 

Table 1).  454 

 455 

The primary difference between CanESM2 and CanESM4.2 simulations in Figure 4 is that LF~  for 456 

CanESM2 generally stays positive throughout the historical period, whereas for CanESM4.2 it 457 

first becomes negative (indicating that land is losing carbon) and then becomes positive 458 

(indicating that land is gaining carbon) towards the end of the 20th century, depending on the 459 

strength of the CO2 fertilization effect. The behaviour of LF~  for CanESM4.2 is considered to be 460 

more realistic. As the land responds to anthropogenic land use change, associated with an increase 461 

in crop area early in the historical period, it causes a decrease in vegetation and soil carbon (see 462 

Figure 5). Later in the 20th Century, the CO2 fertilization effect causes the land to become a sink 463 

for carbon resulting in both vegetation and soil carbon increases. This behavior is consistent with 464 

the mean model response of the 15 CMIP5 models analyzed by Hoffman et al. (2013) (their 465 
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Figure 2b). In contrast, CanESM2 shows a gradual increase in the global soil carbon amount 466 

(Figure 5a) over the historical period. In Figure 5, it can be seen that the effect of CO2 fertilization 467 

in the second half of the 20th century is delayed for soil carbon compared to that for vegetation.  468 

This is primarily because of the lag introduced by the turnover time of vegetation (i.e., increased 469 

NPP inputs have to go through vegetation pool first) and the longer turnover time scale of the soil 470 

carbon pool. The more reasonable response of soil carbon to anthropogenic land use change, in 471 

Figure 5a for CanESM4.2, is achieved by changing the humification factor from 0.45 (in 472 

CanESM2) to 0.10 (in CanESM4.2) in equation (5) which yields a reduction in global soil carbon 473 

amount in response to land use change up until the time that the effect of CO2 fertilization starts 474 

to take effect. In Figure 4a, CanESM4.2 is also able to simulate continuously increasing FL during 475 

the period 1960 to 2005, depending on the strength of the CO2 fertilization effect, while 476 

CanESM2 simulates near constant or decreasing FL from about 1990 onwards, as is also seen in 477 

Figure 4b for LF~ . This behaviour of FL is not consistent with observation-based estimates from 478 

Le Quéré et al. (2015) which show continued strengthening of the land carbon sink since 1960s.  479 

 480 

In Figure 4a, amongst the three versions of the CanESM4.2, the simulation with dγ = 0.4 (blue 481 

line) yields the best comparison with observation-based estimates of FL from Le Quéré et al. 482 

(2015), while the simulations with dγ = 0.25 (green line) and dγ = 0.55 (red line) yield FL values 483 

that are lower and higher, respectively, than observation-based estimates. In Figure 4b, the 484 

cumulative atmosphere-land CO2 flux LF~  over the 1850-2005 period from the simulations with 485 

dγ  = 0.25 and 0.4 (green and blue lines, respectively) lies within the uncertainty of observation-486 
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based estimates, while the simulation with dγ  = 0.55 (red line) yields LF~  value that is high 487 

relative to observation-based estimate. 488 

  489 

Figure 6 shows the change in and absolute values of NPP from CanESM2 and the simulations 490 

made with CanESM4.2 for three different strengths of the CO2 fertilization effect. Consistent with 491 

1pctCO2 simulations, the rate of increase of NPP in CanESM4.2 with dγ  = 0.25 is higher than 492 

that in CanESM2 which also uses dγ  = 0.25. This is because the underlying model climate is 493 

different in CanESM2 and CanESM4.2, as mentioned earlier, and the fact that photosynthesis 494 

sensitivity to soil moisture has also been reduced. The rates of increase of NPP for dγ  = 0.40 and 495 

0.50 are, of course, even higher. The CanESM4.2 simulation with dγ  = 0.40, which yields the 496 

best comparison with observation-based estimates of FL for the decade of 1960 through 2000 497 

(Figure 4a) as well as LF~ for the period 1850-2005 (Figure 4b), yields an increase in NPP of ~16 498 

Pg C/yr over the 1850-2005 period. A caveat here is that part of this increase is also caused by 499 

increase in the crop area over the historical period that is realized in the model regardless of the 500 

strength of the CO2 fertilization effect. In CTEM, the maximum photosynthetic capacity of crops 501 

is higher than for other PFTs to account for the fact that agricultural areas are generally fertilized. 502 

As a result, increase in crop area also increases global NPP. The increasing crop productivity has 503 

been suggested to contribute to the increase in amplitude of the annual [CO2] cycle since 1960s 504 

(Zeng et al., 2014). However, in the absence of an explicit representation of terrestrial N cycle 505 

(and thus fertilization of cropped areas) or a representation of increase in crop yield per unit area 506 

due to genetic modifications, the only processes in CTEM that contribute to changes in crop yield 507 

are the change in crop area itself and the increase in crop NPP due to the CO2 fertilization effect.  508 
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 509 

4.2.2. Globally-averaged [CO2]  510 

 511 

Figure 7 shows the simulated globally-averaged surface [CO2] from the emissions-driven 512 

esmhistorical simulation of CanESM2 and that of CanESM4.2 for three different strengths of the 513 

CO2 fertilization effect. The observation-based time series of [CO2] is illustrated by the heavy 514 

black line. The CanESM2 ( dγ =0.25) simulation yields a reasonable comparison with observation-515 

based [CO2]. Amongst the versions of CanESM4.2 with different strengths of the CO2 516 

fertilization effect, the version with dγ =0.40 yield the best comparison. The CanESM4.2 version 517 

with dγ =0.25 (weaker strength of the CO2 fertilization effect) and 0.55 (stronger CO2 fertilization 518 

effect) yield CO2 concentrations that are respectively higher and lower than the observational 519 

estimate from roughly mid-20th Century onward.  The reason CanESM4.2 ( dγ =0.40) requires a 520 

stronger CO2 fertilization effect than CanESM2 ( dγ =0.25) for simulating the observation-based 521 

increase in atmospheric CO2 burden over the historical period is the enhanced impact of LUC in 522 

CanESM4.2 due to its increased humification factor and the associated response of the global soil 523 

carbon pool, as discussed in the previous section. The differences in simulated [CO2] in Figure 7 524 

from CanESM4.2 are due only to differences in the strength of the CO2 fertilization effect.  525 

Although, of course, since in these simulations [CO2] is simulated interactively, the simulated 526 

atmosphere-land flux FL and [CO2] both respond to and affect each other.  527 

 528 

Both CanESM2 and CanESM4.2 underpredict [CO2] relative to observational estimates over the 529 

period 1850-1930, and are also unable to reproduce the near zero rate of increase of [CO2] around 530 

1940. Possible reasons for these discrepancies include 1) the possibility that carbon cycle before 531 
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1850 was not in true equilibrium and this aspect cannot be captured since the model is spun up to 532 

equilibrium for 1850 conditions, 2) the uncertainties associated with anthropogenic emissions for 533 

the late 19th and early 20th century that are used to drive the model, and 3) the uncertainties 534 

associated with pre Mauna-Loa [CO2] observations.  535 

 536 

4.2.3. Atmosphere-ocean CO2 flux 537 

 538 

Figures 8a and b, respectively, show time series of instantaneous (FO) and cumulative ( OF~ ) 539 

atmosphere-ocean CO2 fluxes over the period 1850-2005 for the set of emissions-driven 540 

simulations presented in Fig. 7. The strength of the terrestrial CO2 fertilization effect has little or 541 

no impact on the ocean biogeochemical processes.  The differences in values of FO and OF~  for 542 

the three versions CanESM4.2 are, therefore, primarily due to the differences in [CO2]. The 543 

observation-based estimates of OF  in Figure 8a for the decades of 1960, 1970, 1980, 1990 and 544 

2000 are from Le Quéré et al. (2015). The observation-based estimate of OF~  of 141±27 Pg C in 545 

Figure 8b for the period 1850-2005 is from Arora et al. (2011) (their Table 1).  546 

 547 

Both CanESM2 and the CanESM4.2 simulation for dγ =0.40 (which provides the best comparison 548 

with observation-based estimate for [CO2]; blue line in Figure 7) yield lower OF~  compared to 549 

observation-based values. The OF  value from CanESM2 and the CanESM4.2 simulation for 550 

dγ =0.40 are lower than the mean estimates from Le Quéré et al. (2015) for the decades of 1960s 551 

through 2000s, although still within their uncertainty range. The family of ESMs from CCCma, 552 

all of which have the same physical ocean model, including CanESM1 (Arora et al., 2009), 553 
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CanESM2 (Arora et al., 2011) and now CanESM4.2, yield lower than observed ocean carbon 554 

uptake over the historical period. Recent analyses of these model versions suggest that the 555 

primary reason for their low carbon uptake is a negative bias in near surface wind speeds over the 556 

Southern Ocean and an iron limitation in the same region which is too strong (personal 557 

communication, Dr. Neil Swart, Canadian Centre for Climate Modelling and Analysis). The 558 

CanESM4.2 simulation with dγ =0.25 (green line in Figure 8) yields a better comparison with 559 

observation-based estimates of OF  and OF~  but that is because of the higher simulated [CO2] in 560 

that simulation associated with lower carbon uptake by land. 561 

 562 

4.2.4. Amplitude of the annual CO2 cycle 563 

 564 

The annual CO2 cycle is influenced strongly by the terrestrial biospheric activity of the northern 565 

hemisphere (Keeling et al., 1996; Randerson et al., 1997). Higher than normal biospheric uptake 566 

of carbon during a northern hemisphere’s growing season, for example, will yield lower than 567 

normal [CO2] by the end of the growing season, around September when [CO2] is at its lowest 568 

level (see Figure 9a). Similarly, during the northern hemisphere’s dormant season, increased 569 

respiration from live vegetation and decomposition of dead carbon, including leaf litter, that may 570 

be associated with increased carbon uptake during the last growing season, will yield higher than 571 

normal [CO2] during April when [CO2] is at its highest level. Both processes increase the 572 

amplitude of the annual [CO2] cycle. Given this strong control, the rate of change of the 573 

amplitude of the annual [CO2] cycle can potentially help to constrain the strength of the terrestrial 574 

CO2 fertilization effect. 575 

 576 
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Figure 9a compares the annual cycle of the trend-adjusted globally-averaged near-surface 577 

monthly [CO2] anomalies from CanESM2 and the versions of CanESM4.2 for three different 578 

strengths of the CO2 fertilization effect with observation-based estimates for the 1991-2000 579 

period. Figure 9b shows the time series of the amplitude of the annual cycle of the trend adjusted 580 

globally-averaged near-surface monthly [CO2] anomalies (referred to as 2COΦ ) from CanESM2 581 

and CanEM4.2, as well as observation-based estimates going back to 1980s. While CO2 582 

measurements at Mauna Loa started in 1959, observation-based globally-averaged near-surface 583 

[CO2] values are only available since 1980s 584 

(ftp://aftp.cmdl.noaa.gov/products/trends/co2/co2_mm_gl.txt). In Figure 9b, consistent with the 585 

strengthening of the CO2 fertilization effect, associated with the increase in [CO2], the 586 

observation-based estimate of 2COΦ  shows an increase from 1980s to the present. Both CanESM2 587 

and versions of CanESM4.2 also show an increase in the amplitude of 2COΦ  over the period 588 

1850-2005. However, the absolute values of 2COΦ  are lower in CanESM2 than in CanESM4.2 589 

(Figure 9b). Of course, in the absence of an observation-based estimate of pre-industrial value of 590 

2COΦ  it is difficult to say which value is more correct. However, when considering the present 591 

day values of 2COΦ  the three versions of CanESM4.2 yield better comparison with observation-592 

based estimate as also shown in Figure 9a. The increase in the value of 2COΦ  from CanESM2 to 593 

CanESM4.2, which now yields better comparison with observation-based value of 2COΦ , is most 594 

likely caused by the change in the land surface scheme from CLASS 2.7 (that is implemented in 595 

CanESM2) to CLASS 3.6 (implemented in CanESM4.2), since the atmospheric component of the 596 

model hasn’t changed substantially. It is, however, difficult to attribute the cause of this 597 

improvement in the present day value of 2COΦ in CanESM4.2 to a particular aspect of the new 598 
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version of the land surface scheme. The annual [CO2] cycle is driven primarily by the response of 599 

the terrestrial biosphere to the annual cycle of temperature and the associated greening of the 600 

biosphere every summer in the northern hemisphere. However, the simulated amplitude of the 601 

annual cycle of near-surface temperature hasn’t changed substantially from CanESM2 to 602 

CanESM4.2 (not shown).   603 

 604 

In Figure 9b, the simulated values of 2COΦ  for the CanESM4.2 simulations with dγ =0.25, 0.40 605 

and 0.55 are 4.41, 4.69 and 4.85 ppm, respectively, averaged over the period 1991-2000, 606 

compared to observation-based value of 2COΦ  of 4.36 ppm. Here, CanESM4.2 simulation with 607 

dγ =0.25 yields the best comparison with observation-based value of 2COΦ . An increase in the 608 

strength of the CO2 fertilization effect increases the amplitude of the annual [CO2] cycle so a 609 

larger value of dγ  yields a larger value of 2COΦ . The increase in the amplitude of the annual 610 

[CO2] cycle comes both from lower [CO2] at the end of the growing season in September as well 611 

as higher [CO2] at the start of the northern hemisphere’s growing season in April (see Figure 9a), 612 

as mentioned earlier in this section.  613 

 614 

More important than the absolute value of 2COΦ  is its rate of increase over time which is a 615 

measure of the strength of the terrestrial CO2 fertilization effect. Figure 9b also shows the trend in 616 

2COΦ  over the 1980-2005 overlapping period for which for both the model and observation-based 617 

estimates of 2COΦ  are available. The magnitude of trend for observation-based estimate of 2COΦ  618 

is 0.142±0.08 ppm/10-years (mean ± standard deviation, xx σ± ), implying that over the 26 year 619 

1980-2005 period the amplitude of annual [CO2] cycle has increased by 0.37±0.21 ppm. The 620 
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calculated mean and standard deviation of the observation-based trend, however, does not take 621 

into account the uncertainty associated with the observation-based estimates of [CO2], 622 

consideration of which will increase the calculated standard deviation even more. The magnitudes 623 

of trend in 2COΦ  simulated by CanESM2 ( dγ =0.25) and CanESM4.2 (for dγ =0.25) are 624 

0.103±0.05 and 0.153±0.031, respectively, and statistically not different from the trend in the 625 

observation-based value of 2COΦ  implying an increase of 0.27±0.13 and 0.40±0.08 ppm, 626 

respectively, in 2COΦ  over the 1980-2005 period. The statistical difference is calculated on the 627 

basis of xx σ385.1±  range which corresponds to 83.4% confidence intervals; the estimates from 628 

two sources are statistically not different at the 95% confidence level if this range overlaps (Knol 629 

et al., 2011). The magnitudes of the trend in 2COΦ  over the 1980-2005 period for CanESM4.2 630 

simulations with dγ  = 0.4 and 0.55 (0.328±0.038 and 0.314±0.034 ppm/10-years, respectively) 631 

are, however, more than twice, and statistically different from the observation-based estimate 632 

(0.142±0.08 ppm/10-years).   633 

 634 

Overall, the CanESM4.2 simulation with dγ =0.25 yields the amplitude of the globally-average 635 

annual CO2 cycle and its rate of increase over the 1980-2005 period that compares best with 636 

observation-based estimates. 637 

  638 

4.3. Historical simulations without LUC 639 

 640 

Figure 10 and 11 show results from CanESM4.2 emissions-driven simulations for three different 641 

strengths of the CO2 fertilization effect that do not implement anthropogenic LUC over the 642 

historical period and compare them to their corresponding simulations with LUC.  643 
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 644 

Figure 10a compares the simulated [CO2]; as expected in the absence of anthropogenic LUC the 645 

simulated [CO2] is lower since LUC emissions do not contribute to increase in [CO2]. The 646 

difference in [CO2] at the end of the simulation, in year 2005, between simulations with and 647 

without LUC is 29.0, 23.6 and 19.0 ppm for dγ =0.25, 0.40 and 0.55. The simulations with the 648 

lowest strength of the CO2 fertilization effect ( dγ =0.25) yield the largest difference because these 649 

simulations also have the largest [CO2] amongst their set of simulations with and without LUC. 650 

The CO2 fertilization of the terrestrial biosphere implies that the effect of deforestation will be 651 

higher, because of reduced carbon uptake by deforested vegetation, if background [CO2] is 652 

higher.  653 

 654 

Figure 10b compares the simulated NPP from CanESM4.2 simulations with and without LUC. 655 

The increase in simulated NPP, regardless of the strength of the CO2 fertilization effect, is lower 656 

over the historical period in simulations without LUC for two apparent reasons. First, the rate of 657 

increase of [CO2] is itself lower and second, in the absence of LUC, there is no contribution from 658 

increasing crop area to NPP. Overall, the increase in NPP over the 1850-2005 period in 659 

simulations with LUC is a little more than twice that in simulations without LUC. Figure 10c and 660 

10d compare the changes in global vegetation biomass and soil carbon mass, over the historical 661 

period, from simulations with and without LUC. As expected, in the absence of LUC, global 662 

vegetation biomass and soil carbon mass more or less show a continuous increase, associated with 663 

the increase in NPP which itself is due to the increase in [CO2]. Consequently, in Figure 11a, the 664 

cumulative atmosphere-land CO2 flux LF~  in simulations without LUC also shows a more or less 665 

continuous increase over the historical period.  666 
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 667 

Finally, Figure 11b shows the diagnosed cumulative LUC emissions LE~  calculated as the 668 

difference between cumulative LF~ , following equation 10, from simulations with and without 669 

LUC. The diagnosed LE~ in this manner are equal to 95, 81 and 67 Pg C, over the 1850-2005 670 

period, for dγ =0.25, 0.40 and 0.55. The calculated diagnosed LE~  are highest for dγ =0.25 671 

associated with the highest background simulated [CO2] in these simulations, as mentioned 672 

earlier. For comparison, LUC emissions estimated by Houghton (2008) for the period 1850-2005, 673 

based on a book-keeping approach, are 156 Pg C but these estimates are generally believed to be 674 

±50% uncertain (see Figure 1 of Ramankutty et al. (2007)). LUC emissions, when calculated by 675 

differencing LF from simulations with and without LUC, also depend on the type of simulations 676 

performed - in particular, if simulations are driven with specified CO2 concentrations or specified 677 

CO2 emissions. Had our simulations been concentration-driven, in contrast to being emissions 678 

driven, then both with and without LUC simulations would have experienced the same specified  679 

observed CO2 concentration over the historical period and the simulated LUC emissions would 680 

have been higher. Arora and Boer (2010) found that diagnosed LUC emissions in the first version 681 

of the Canadian Earth System Model (CanESM1) increased from 71 Pg C (for emissions-driven 682 

simulations) to 124 Pg C (for concentration-driven simulations). Concentration-driven 683 

simulations, however, cannot be evaluated against observation-based amplitude of the annual CO2 684 

cycle and its increase over the historical period. These simulations either ignore the annual cycle 685 

of CO2 (our specified-CO2 case) or use a specified amplitude of the CO2 annual cycle (our 686 

relaxed-CO2 case).  687 

 688 

5.0. Discussion and conclusions 689 



 32 

 690 

This study evaluates the ability of four observation-based determinants of the global carbon cycle 691 

and the historical carbon budget to constrain the parameterization of photosynthesis down-692 

regulation, which directly determines the strength of the CO2 fertilization effect, over the 693 

historical period 1850-2005. The key parameter that controls the strength of the CO2 fertilization 694 

effect in CTEM, dγ , was varied in the latest version of CCCma’s earth system model CanESM4.2. 695 

Comparing simulated and observation-based estimates of 1) globally-averaged atmospheric CO2 696 

concentration, 2) cumulative atmosphere-land CO2 flux, and 3) atmosphere-land CO2 flux for the 697 

decades of 1960s, 1970s, 1980s, 1990s and 2000s, it is found that the CanESM4.2 version with 698 

dγ =0.40 yields the best comparison.  699 

 700 

The evaluation of CTEM within the framework of CanESM4.2 presented here is based on an 701 

emergent model property at the global scale and may be considered as a top-down approach of 702 

model evaluation. In contrast, the bottom-up approaches of model evaluation typically evaluate 703 

model results and processes against observations of primary atmosphere-land carbon and/or 704 

nitrogen fluxes and sizes of the vegetation, litter and soil carbon/nitrogen  pools (e.g. Zaehle et 705 

al., 2014). Indeed, CTEM has been evaluated at point (e.g. Arora and Boer, 2005; Melton et al., 706 

2015), regional (e.g. Peng et al., 2014; Garnaud et al., 2014) and global (e.g. Arora and Boer, 707 

2010; Melton and Arora, 2014) scales in a number of studies when driven with observation-based 708 

reanalysis data. Both top-down and bottom-up approaches of model evaluation are complimentary 709 

to each other and allow to evaluate different aspects of the model at different spatial and temporal 710 

scales. 711 

 712 
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For the top-down approach used here, CanESM4.2 simulates globally-averaged near-surface 713 

[CO2] of 400, 381 and 368 ppm for dγ =0.25, 0.40 and 0.55, respectively, compared to the 714 

observation-based estimate of 379 ppm for year 2005. The cumulative atmosphere-land CO2 flux 715 

of 18 Pg C for the period 1850-2005 for dγ =0.40 lies within the range of the observation-based 716 

estimate of -11±47 Pg C in Figure 4b, and so do the average atmosphere-land CO2 flux for the 717 

decades of 1960s through to 2000s in Figure 4a when compared to observation-based estimates 718 

from Le Quéré et al. (2015). dγ =0.25 and 0.55 yield average atmosphere-land CO2 flux for the 719 

decades of 1960s through to 2000s that are lower and higher, respectively, than the observation-720 

based estimates from Le Quéré et al. (2015). The only determinant against which dγ =0.40 does 721 

not yield the best comparison with observation-based estimates is the amplitude of the globally-722 

averaged annual CO2 cycle and its increase over the 1980 to 2005 period. For this determinant, 723 

dγ =0.25 seems to yield the best comparison (Figure 9). The value of dγ =0.40 that yields best 724 

overall comparison with observation-based determinants of the global carbon cycle and the 725 

historical carbon budget is also broadly consistent with Arora et al. (2009) who derived a value of 726 

dγ =0.46 based on results from FACE studies (as mentioned in Section 2.2.2). 727 

  728 

The caveat with the analyses presented here, or for any model for that matter, is that the strength 729 

of the terrestrial CO2 fertilization effect is dependent on the processes included in the model and 730 

the parameter values associated with them. The primary example of this is the adjustment to the 731 

humification factor in CTEM4.2, which leads to reduction in the global soil carbon amount as 732 

anthropogenic LUC becomes significant towards the mid-20th Century.  This response of soil 733 

carbon was not present in the model’s configuration of CTEM and historical simulations made 734 

with CanESM2. The representation of soil carbon loss, in response to anthropogenic LUC in 735 
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CanESM4.2, implies that a stronger CO2 fertilization effect (or weaker photosynthesis down-736 

regulation) should be required to reproduce realistic atmosphere-land CO2 flux over the historical 737 

period and this was found to be the case in Figure 4a. Despite this dependence on processes 738 

included in the model, the response of the land carbon cycle, over the historical period, to the two 739 

primary forcings of increased [CO2] and anthropogenic land use change must be sufficiently 740 

realistic in the model to satisfy all the four determinants of the global carbon cycle and the 741 

historical global carbon budget.  742 

 743 

The simulated loss in soil carbon in response to anthropogenic LUC over the historical period 744 

may also be assessed against observation-based estimates from Wei et al. (2014). Using data from 745 

453 sites that were converted from forest to agricultural land, Wei et al. (2014) find that the soil 746 

organic carbon stocks decreased by an average of 43.1 ± 1.1% for all sites. Based on the HYDE 747 

v3.1 data set from which the changes in crop area are derived (Hurtt et al., 2011),  LUC as 748 

implemented in CanESM4.2 yields an increase in crop area from about 5 million km2 in 1850 to 749 

about 15 million km2 in 2005. Assuming an initial soil carbon amount of 10 Kg C/m2 (see Figure 750 

2c of Melton and Arora (2014)) and an average 40% decrease in soil carbon amount, based on 751 

Wei et al. (2014), implies that the increase in crop area of about 10 million km2 over the historical 752 

period has likely yielded a global soil organic carbon loss of 40 Pg C. The loss in soil carbon in 753 

Figure 5a is simulated to 18 Pg C for CanESM4.2 simulation with dγ = 0.40, the simulation that 754 

yield best comparison with observation-based determinants of the global carbon cycle and the 755 

historical carbon budget. This loss of 18 Pg C is expected to be less than the 40 Pg C because the 756 

model estimates also include an increase associated with the increase in NPP due to the CO2 757 

fertilization effect from non-crop areas. The effect of LUC on global soil carbon loss may also by 758 
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estimated by differencing global soil carbon amounts from simulations with and without LUC 759 

from Figure 10d at the end of the simulation in year 2005. For CanESM4.2 simulation with dγ = 760 

0.40, this amounts to around 50 Pg C. Both these estimates of soil carbon loss are broadly 761 

consistent with the back-of-the-envelope calculation of 40 Pg C soil carbon loss, based on Wei et 762 

al. (2014) estimates, indicating that the soil carbon loss simulated in response to anthropogenic 763 

LUC over the historical period is not grossly over or underestimated.  764 

 765 

The CanESM4.2 simulation with dγ =0.40, however, fails to satisfy the rate of increase of the 766 

amplitude of the globally-averaged annual CO2 cycle over the 1980-2005 period implying that 767 

there are still limitations in the model structure and/or parameter values. Of course, the fact that 768 

the amplitude of the globally-averaged annual CO2 cycle is also affected by the atmosphere-ocean 769 

CO2 fluxes makes it more difficult to attribute the changes in the amplitude of the globally-770 

averaged annual CO2 cycle solely to atmosphere-land CO2 fluxes. Additionally, the increase in 771 

crop area as well as crop yield per unit area over the historical period have been suggested by 772 

Zeng et al. (2014) to contribute towards the observed increase in the amplitude of annual CO2 773 

cycle.  Based on their sensitivity tests, Zeng et al. (2014) attribute 45, 29 and 26 percent of the 774 

observed increase in the seasonal-cycle amplitude of the CO2 cycle to LUC, climate variability 775 

and change (including factors such as the lengthening of the growing season) and increased 776 

productivity due to CO2 fertilization, respectively. Comparison of the rate of increase of NPP in 777 

CanESM4.2 experiments with and without LUC (Figure 10b), as a measure of increase in the 778 

strength of the CO2 fertilization effect, suggests that the contribution of anthropogenic LUC to the 779 

increase in the seasonal-cycle amplitude is 52%,  which is broadly consistent with the 45% value 780 

obtained by Zeng et al. (2014). 781 
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 782 

While CanESM4.2 simulation with dγ =0.40 is able to simulate a realistic rate of increase of 783 

[CO2] over the period 1960 to 2005, the modelled atmosphere-ocean CO2 fluxes for this and the 784 

CanESM2 version are lower than observational estimates of this quantity (Figure 8). This implies 785 

that if the modelled atmosphere-ocean CO2 flux were to increase and become more consistent 786 

with observation-based estimates then the modelled atmosphere-land CO2 flux must decrease to 787 

still be able to yield sufficiently realistic rate of increase of [CO2]. This implies that the strength 788 

of the terrestrial CO2 fertilization effect should likely be somewhat lower than what is obtained by 789 

dγ =0.40 or the simulated atmosphere-land CO2 flux is higher because of some other reason, most 790 

likely lower LUC emissions. Indeed, the required decrease in modelled atmosphere-land CO2 flux 791 

is consistent with the fact that the modelled LUC emissions for dγ =0.40 (81 Pg C) are about half 792 

the estimate from Houghton (2008) (156 Pg C) with the caveat, of course, that Houghton’s 793 

estimates themselves have an uncertainty of roughly ±50%. The LUC module of CTEM currently 794 

only accounts for changes in crop area and does not take into account changes associated with 795 

pasture area given their ambiguous definition (pasture may or may not be grasslands).  The model 796 

also does not take into account wood harvesting which amongst other uses is also used as a 797 

biofuel. Treatment of these additional processes will increase modelled LUC emissions.  798 

 799 

Although the CanESM4.2 simulation with dγ =0.40 satisfies three out of four constraints placed 800 

by the chosen determinants of the global carbon cycle and the historical carbon budget, and also 801 

simulates reasonable soil carbon loss in response to anthropogenic LUC, the model now yields 802 

the highest land carbon uptake, in the 1pctCO2 experiment, amongst the CMIP5 models that were 803 

compared by Arora et al. (2013) as seen in Figure 2. Of course, the 1pctCO2 experiment is in no 804 
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way indicative of models’ performance over the historical period, nor is being an outlier amongst 805 

CMIP5 models a conclusive evaluation of CanESM4.2’s land carbon uptake. However, it remains 806 

possible that the chosen determinants of the global carbon cycle and the historical carbon budget 807 

are not able to constrain the model sufficiently, given the especially large uncertainty associated 808 

with LUC emissions. Nevertheless, these observation-based constraints of the carbon cycle and 809 

historical carbon budget are essentially the only means to evaluate carbon cycle aspects of the 810 

ESMs at the global scale including the strength of the terrestrial CO2 fertilization effect. In the 811 

near future, availability of model output from the sixth phase of CMIP (CMIP6) will allow a 812 

comparison of the simulated aspects of the global carbon cycle and the historical carbon budget 813 

from ESMs to observations-based estimates for the 1850-2014 period. These data will allow a 814 

comparison of the rate of increase of the amplitude of globally-averaged surface [CO2] in models 815 

with observation-based estimates over a longer period. This should help better constrain the 816 

strength of the terrestrial CO2 fertilization effect, as it is represented in models, in a somewhat 817 

more robust manner.  818 

 819 

6.0 Source code and data availability 820 

Source code for the complete CanESM4.2 model is an extremely complex set of FORTRAN 821 

subroutines, with C preprocessor (CPP) directives, that reside in CCCma libraries. Unix shell 822 

scripts process the model code for compilation based on CPP directives and several other 823 

switches (e.g. those related to free-CO2, specified-CO2, and relaxed-CO2 settings). As such, it is 824 

extremely difficult to make the full model code available. However, selected model subroutines 825 

related to specific physical and biogeochemical processes can be made available by either author 826 

(vivek.arora@canada.ca, john.scinocca@canada.ca) upon agreeing to Environment and Climate 827 
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Change Canada’s software licensing agreement available at 828 

http://collaboration.cmc.ec.gc.ca/science/rpn.comm/license.html. Data used to produce plots and 829 

figures can be obtained from the first author (vivek.arora@canada.ca). 830 
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 1016 

Table 1: Summary of simulations performed for this study and the forcings used. 1017 

Simulation  1pctCO2 esmhistorical esmhistorical_noluc 
Simulation details 1% per year increasing 

CO2 simulation 
1850-2005 historical 
simulation based on 
CMIP5 protocol 

1850-2005 historical simulation 
based on CMIP5 protocol, but 
with no anthropogenic land use 
change 

Purpose To allow comparison of 
CanESM4.2 with CMIP5 
models especially in 
terms of its land carbon 
uptake 

To compare simulated 
aspects of the global 
carbon cycle and historical 
carbon budget with 
observation-based 
estimates 

To diagnose LUC emissions by 
differencing  atmosphere-land 
CO2 flux between historical 
simulations with and without 
LUC. 

Length 140 years 156 years 
CO2 forcing 285 ppm at the start of 

the simulation and 1140 
ppm after 140 years. 

Historical CO2 forcing 
 

Land cover forcing Land cover corresponds 
to its 1850 state 

Land cover evolution is 
based on increase in crop 
area over the historical 
period 

Land cover corresponds to its 
1850 state 

Non-CO2 greenhouse 
gases forcing 

Concentration of non-
CO2 GHGs is specified 
at their 1850 levels. 

Concentration of non-CO2 GHGs is specified and evolves 
over the historical period based on the CMIP5 protocol 
 

Aerosols forcing Emissions of aerosols 
and their precursors are 
specified at their 1850 
levels. 

Emissions of aerosols and their precursors are specified and 
evolve over the historical period based on the CMIP5 protocol 
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 1025 

Figure 1: The behaviour of terrestrial photosynthesis down-regulation scalar )(Cξ  (equation 12) 1026 

for pγ =0.95 and values of dγ  equal to 0.25, 0.4 and 0.55 that are used in CanESM4.2 simulations. 1027 
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 1033 

 1034 

Figure 2: Components of the carbon budget equation (8) that make up cumulative diagnosed 1035 

emissions based on results from the fully-coupled 1pctCO2 experiment. Results shown are from 1036 

eight CMIP5 models that participated in the Arora et al. (2013) study and from three CanESM4.2 1037 

simulations (shown in darker colours) for three different strengths of the terrestrial CO2 1038 

fertilization effect. 1039 

1040 
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Model minus Xie and Arkin precipitation 
averaged over the 1979-1998 period (mm/day)
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 1044 

Figure 3: CanESM2 (panel a) and CanESM4.2 (panel b, dγ =0.40) precipitation anomalies 1045 

compared to the observation-based estimates from CPC Merged Analysis of Precipitation 1046 

(CMAP) based on Xie and Arkin (1997) averaged over the 1979–1998 period. 1047 

1048 
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 1053 

 1054 

Figure 4: Atmosphere-land CO2 flux (FL) (panel a) and its cumulative values LF~  (panel b) from 1055 

CanESM2 and the three CanESM4.2 historical 1850-2005 simulations for different strengths of 1056 

the terrestrial CO2 fertilization effect. In panel (a) the observation-based estimates of FL and their 1057 

uncertainty, show via boxes, for the decades of 1960, 1970, 1980, 1990 and 2000 are reproduced 1058 

from Le Quéré et al. (2015). The bold lines in panel (a) are the 10-year moving averages of the 1059 

annual FL values which are shown in light colours. The results from CanESM2 and CanESM4.2 1060 

are the average of the two ensemble members.  1061 
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 1065 

Figure 5: Change in and absolute values of global soil carbon and vegetation biomass amounts 1066 

from CanESM2 and the three CanESM4.2 historical 1850-2005 simulations with different 1067 

strengths of the terrestrial CO2 fertilization effect. The results shown in all panels are the average 1068 

of the two ensemble members. 1069 
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 1075 

Figure 6: Absolute values of (panel a), and change in (panel b), net primary productivity (NPP) 1076 

from CanESM2 and the three CanESM4.2 historical 1850-2005 simulations with different 1077 

strengths of the terrestrial CO2 fertilization effect. The thin lines show the ensemble-mean based 1078 

on results from the two ensemble members and the bold lines are their 10-year moving averages. 1079 
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 1085 

Figure 7: Simulated globally-averaged surface atmospheric CO2 concentration from CanESM2 1086 

and the three CanESM4.2 historical 1850-2005 simulations with different strengths of the 1087 

terrestrial CO2 fertilization effect. The observation-based concentration is shown in black. Also 1088 

shown is the CO2 concentration of 284.6 ppm used in CanESM4.2’s pre-industrial simulation in 1089 

the relaxed-CO2 configuration and the simulated concentration from the pre-industrial 1090 

CanESM4.2 simulation with interactively determined CO2. 1091 

1092 
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 1096 

Figure 8: Atmosphere-ocean CO2 flux (FO) (panel a) and its cumulative values OF~  (panel b) from 1097 

CanESM2 and the three CanESM4.2 historical 1850-2005 simulations for three different 1098 

strengths of the terrestrial CO2 fertilization effect. In panel (a) the observation-based estimates of 1099 

FO and their uncertainty, show via boxes, for the decades of 1960, 1970, 1980, 1990 and 2000 are 1100 

reproduced from Le Quéré et al. (2015). The bold lines in panel (a) are the 10-year moving 1101 

averages of the annual FL values which are shown in light colours. The results from CanESM2 1102 

and CanESM4.2 are the average of the two ensemble members.  1103 
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 1106 

Figure 9: The annual cycle of trend-adjusted globally-averaged near-surface monthly [CO2] 1107 

anomalies from CanESM2, the versions of CanESM4.2 for three different strengths of the CO2 1108 

fertilization effect and observation-based estimates for the 1991-2000 period (panel a). Panel (b) 1109 

shows the time series of the amplitude of the annual cycle of the trend adjusted globally-averaged 1110 

near-surface monthly [CO2] anomalies for corresponding model and observation-based estimates. 1111 

The bold lines are 10-year moving averages and the thin lines for model results are the average of 1112 

results from two ensemble members. 1113 

1114 
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 1117 

Figure 10: Comparison of CanESM4.2 simulations with and without implementation of 1118 

anthropogenic land use change over the historical period for three different strengths of the 1119 

terrestrial CO2 fertilization effect: a) Globally-averaged annual surface atmospheric CO2 1120 

concentration, b) net primary productivity, c) global vegetation biomass, and c) global soil carbon 1121 

mass. All lines are the average of results from two ensemble members. Additionally, in panel (b) 1122 

the bold lines are the 10-year moving averages. 1123 
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 1129 

Figure 11: Comparison of simulated cumulative atmosphere-land CO2 flux from CanESM4.2 1130 

simulations with and without implementation of anthropogenic land use change over the historical 1131 

period for three different strengths of the terrestrial CO2 fertilization (panel a). Panel (b) shows 1132 

the cumulative diagnosed LUC emissions calculated using equation (10) as the difference 1133 

between cumulative atmosphere-land CO2 flux from simulations with and without LUC shown in 1134 

panel (a). All lines are the average of results from two ensemble members. 1135 
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