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Giot  et  al.  present  a  short  and  concise  work  on  the  performance  assessment  of  the
ALARO-0 regional climate model operated according to the EURO-CORDEX experimental
protocol at two horizontal resolutions of about 12.5 and 50 km and driven by the ERA-
Interim  reanalysis  for  the  period  1979-2010.  Model  results  are  validated  against  the
gridded EOBS reference and the obtained performance indicators are related to the work
of Kotlarski et al. (2014) who evaluated a larger model ensemble of the EURO-CORDEX
framework.  The  analysis  indicates  a  reasonable  performance  of  ALARO-0  which  is
comparable  to  the  performance  of  most  other  EURO-CORDEX  RCMs.  Temperature
biases are similar as those of the related ARPEGE model. 

The presented work is of interest mainly for the ALADIN/ALARO community as it serves as
a  basic  and  rather  technical  reference  for  the  performance  of  the  newly  developed
ALARO-0 model. But also the wider EURO-CORDEX community is definitely interested in
this  work  assessing  the  quality  of  a  new ensemble  member. As  such,  I  consider  the
manuscript  as  relevant  for  a  wider  scientific  community  and,  in  general,  suitable  for
publication in GMD. The paper is concise; methods, models and data are for most parts
appropriately introduced. The content and quality of the figures are mostly appropriate as
well.  The conclusions are well justified by the results obtained. There are no language
issues. Therefore, I could recommend a publication of this work after some minor issues
(listed below) have been addressed. 

With kind regards.

Remaining minor issues:

p 8389, l 10: I’d not speak of “feed-backs” here. Such feedbacks wouldn’t be addressed by
one-way coupled downstream models.

We agree and have changed [l. 31] “feed-backs” to “interactions” in the text.

p 8389, l 13-19: I’d suggest to mention here that also empirical-statistical downscaling is
part of (EURO-)CORDEX.

Agreed, we have added the lines [l . 35]: 

“The Coordinated Regional Climate Downscaling Experiment (CORDEX; Giorgi et
al.,  2009)  aims  to  perform  both  empirical-statistical  downscaling  and  regional
climate simulations on different areas across the globe.”

p 8389, l 23: “Limited Area Models” instead of “Local Area Models”.

Thank you, we have changed this [l. 44].

p  8390,  l  13-14:  The  term  “scale  awareness”  remains  obscure  here.  The  following
sentences are somehow related to it, but don’t provide a clear picture. Can the authors



better specify what is meant here?

The  details  of  the  'scale-awareness'  are  presented in  De  Troch et  al.,  2013  and
Gerard et al., 2009. We have changed this part to [l. 62-66]: 

“The  main  feature  of  3MT  is  scale-awareness,  i.e.  the  parameterization  itself
determines which processes are unresolved at the current resolution, in contrast to
traditional parameterizations which are switched on or off or have different tuned
parameter values at different resolutions. This allows 3MT to generate consistent
results  across  scales,  as  shown  by  De  Troch  et  al.  (2013)  in  an  extended
downscaling experiment covering the period from 1961 to 1990.”

p 8390, l 27-30: Unclear. What’s the meaning of “uninterrupted” here?

The runs performed by De Troch et al. were re-initialized daily, i.e. the model fields
were reset to the ERA-Interim values every 24 hours, followed by a 36-hour of which
the last 24 hours were used for analysis. Another way to look at this, is that a 36-
hour weather forecast was performed for every day in the ERA-Interim period, with
ERA-Interim as initial and boundary conditions. The setup by De Troch et al. was
chosen to capture afternoon summer convection for several model resolutions. By
contrast, for the current study, initial conditions were taken only once from ERA-
Interim  (1st of  January  1979)  and  then  the  simulation  was  only  forced  at  the
boundaries. To clarify this in the text we have added [l. 78-82]: “The model setup
differs from the setup used in De Troch et al.  (2013),  since in the current study
simulations  are  initialized on the  1st of  January  1979,  after  which they are  only
forced at  the boundaries by ERA-Interim.  This  allows the model  and its  surface
fields in particular to become independent of the initial state.”

p 8391, l 7: “The objective of the present work” instead of “The goal of the current text”.

Thank you, we have changed this accordingly [l. 88].

p 8391, l 21: “were analyzed” instead of “are performed” (K14 only analyzed the ensemble
results, but didn’t carry out all the simulations).

Thank you, we have changed this accordingly [l. 102].

p 8392, l 8-28: The difference between ALADIN and ALARO-0 is not entirely clear to me.
Please better clarify this aspect.

We added some clarifying sentences [l.  115-117]: “Essentially, ALARO-0 uses the
dynamical core of ALADIN, but with different physics routines (e.g. for radiation,
microphysics and convection, cloudiness, turbulence), which are designed to tackle
the issues that arise when using resolutions of 1-15 km, which is known as the grey-
zone for convection.”

p 8392, l 8-24: The treatment of SSTs is not clear. According to my understanding of the
current text, SSTs are only updated monthly. Is this really true? Furthermore, the authors
speak of “interrupted” simulations, while before (page 8390) the present experiments were
introduced as “uninterrupted” simulations. There seems to be some mismatch. Concerning
the  constant  monthly  fields  (roughness  length  etc.):  Are  these sharply  changed when
reaching a new month (which I guess is not the case), or are they interpolated between the



centers-of-months?

Yes, indeed, SSTs are updated sharply every month.  The reason for  this is  that
ALARO-0 has been developed as a NWP model, for which over the course of a few
days it is common practice to keep SSTs constant, especially for a domain of which
only a small area consists of ocean. Therefore, technically changing SSTs during
the simulations is not (yet) possible. To grasp at least the seasonal cycle of SSTs,
runs were “interrupted”, i.e. stopped and restarted with adjusted SSTs and some
other  climatological  fields  (mainly  fields  that  are  related  to  the  yearly  cycle  of
vegetation such as LAI, surface albedo and roughness lengths). However, all other
(prognostic) fields are unchanged. As such, only parameters of the surface scheme
and SSTs change instantly at the beginning of  the month.  We acknowledge this
practice is not optimal. Indeed, interpolation between centers-of-months would be a
first  step  in  order  to  avoid  introducing  sharp  changes.  This  is  planned  to  be
implemented  in  a  new  version.  We  however  believe  that  the  sharp  changes
introduced in this way do not lead to major issues or feed-back into climatological
fields.

Together with the previous remark about the usage of “uninterrupted”, we see that
there is an inconsistent usage of the word throughout the manuscript. Therefore we
have removed “uninterrupted” from the text and replaced it by 'a single initialization
of all fields', as shown above for (p 8390, l 27-30) and also in the conclusion (p 8400,
l 11-13) [l. 320]: “In this study, for the first time ever the ALARO-0 model was used to
perform continuous climate simulations on a European scale for a 32-year period.” 

p 8393, l 11: Which version of EOBS has been used?

As in Kotlarski et al. version 7 was used. We have added this information in the text
[l. 145].

p 8394, l 1: I’d suggest to rename this Section to “Analysis methods”.

Agreed, we have changed this [l. 160].

p 8394, l 17: “for this purpose” instead of “for this end”.

Thank you, this has been corrected accordingly.

p 8397, l  1-6: This results is very interesting (similar for precipitation later on). Do the
authors have any explanation for the large confidence intervals for these scores?

The reason is given in the discussion section: p 8400 l4-5: “This does not hold for
some RIAV and most of the TCOIAV scores due to the fact that these exactly assess
interannual variability”. Additionally, these scores are based on a sample of only 20.

p 8399, l 3: “bias patterns” instead of “bias pattern”.

Thank you, this has been corrected accordingly [l. 285].

p 8399, l 6-7: Could the these low correlations partly be explained by the comparatively
large model domain of ALARO-0 (weaker control of boundary forcing)?



Yes, this very possible. We have added this suggestion in the text [l. 288-289]: “Both
spatial  and  temporal  variability  are  very  well  reproduced  by  ALARO-0,  while
correlations are on the low side compared to other models. The latter could partly
be explained by the comparatively larger domain of ALARO-0 which could imply a
weaker control of the boundary forcing.”

p 8400, l 13: “Within the framework”. 

Thank you, this has been corrected accordingly [l. 321].

Figures 2 and 4: The caption of these figures should additionally mention that RMIB-11 is
shown.

Indeed, we have added this to the caption.

Figures 3 and 5: These figures need to be enlarged, there’s a lot of detail here which is not
really accessible. A legend should be introduced (meaning of markers and shadings). I’d
also  suggest  to  add  a  horizontal  line  above  each  “DJF”  entry  to  better  separate  the
individual regions from each other.

These figures were produced and submitted as a vector pdf and can therefore be
enlarged without loss of quality. We will request the editor and typesetter to enlarge
these  figures  as  much  as  possible  for  publication  (if  possible  put  them  on  a
separate full page and rotated 90 degrees). We have added a legend horizontal lines,
which indeed allows for a better overview. See figures.

Availability of data: The authors should provide the information, if and where the ALARO-0
simulation results are available. Are they planned to be uploaded to the ESGF archive?

Yes, the uploading to ESGF is planned. We have added this in the last lines of the
“Setup of the ALARO-0 model” section of the manuscript [l. 142-143]: “This model
data  will  be  uploaded  to  the  Earth  System  Grid  Federation  (ESGF,  website:
esgf.llnl.gov/) data nodes.”
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This  manuscript,  as  its  title  says,  deals  with  model  validation.  This  means  here  that
temperature  and  precipitation  climatologies  of  ALARO  model  are  compared  with  an
observed  climatology. In  addition,  the  differences  between  the  two  climatologies  (aka
model  biases or  systematic  errors)  are  compared with  differences obtained with  other
models in a similar exercise (EURO-CORDEX ERA-interim driven). One of these models,
ARPEGE,  shares with  ALARO the same dynamical  core  (but  uses  a  different  grid,  a
different  driving  method,  and  different  physical  parameterizations).  The  evaluation  is
performed for different seasons and areas in Europe. It shows that ALARO is a state-of-
the-art model. The manuscript is clear and corresponds to what one would expect from
such a study. I should be accepted after a few minor adds or fixes:

1. p 8389 line 27 better predicted: What is improved? The chronology or the intensity?
Getting a better chronology is not useful for climate application.

Indeed, chronology is not useful for climate applications, but intensity is. Although
one could argue that a systematic error in chronology will eventually also result in a
error in the intensity as the two are obviously interconnected through the physical
processes involved. But in the end one does not expect climate models to get the
timing right, but the statistics, which is the pdf of the variable at hand. 
We have changed the manuscript to further clarify this and added other relevant
effects (diurnal cycle, convection onset,  less drizzle) [l.  44-53]: “Nowadays, NWP
Limited Area Models (LAMs) are designed for resolutions down to a few kilometres,
with adapted physics parametrisation schemes. At even higher resolutions, these
models  can  (partly)  resolve  clouds  and  convective  systems.  Since  a  correct
treatment of the cloud feedback is of critical importance for climate modelling (e.g.,
Sun et al., 2009; Lin et al., 2014), some of these NWP models have been used in
climate mode: studies by De Meutter et. al 2015, Hohenegger et al., 2008, Kendon et
al., 2012 and Chan et al., 2014, where models with resolution at the kilometer scale
are used without convection parameterization, show a better representation of the
intensity of extreme precipitation, the diurnal cycle, afternoon convection onset and
less drizzle.”

2.  p  8393  lines  16-22:  Explain  why  you  interpolate  differently  temperature  and
precipitation. Is it to save the precipitation extremes?

Temperature and precipitation are interpolated in the same manner. First, from the
ALARO-0  grid  to  the  EUR-11  grid,  using  the  closest  grid  point  value.  For
temperature, here an additional height correction of  0.0064 K/m * (h_E – h_A) was
applied, with h_A the ALARO_0 grid point height and h_E the EUR-11 closest grid
point height. Then from EUR-11 to the E-OBS (.22°) grid, 2x2 grid box averages were
taken for both precipitation and temperature. This method was adopted from K14 in
order to be able to compare to those results.



We  have  changed  the  text  to  clarify  this  [l.  150-156]:  “For  the  high-resolution
simulations,  first the values of  the closest  grid point  were taken to go from the
native  Lambert  ALARO-0  grid  to  the  EUR-11  grid  for  both precipitation  and
temperature. For the latter, an additional height difference correction between the
ALARO-0  and  closest  EUR-11  grid  point  was  performed  using  the  standard
climatological lapse rate of 0.0064 K/m. Second, on this grid, for both precipitation
and  temperature  two-by-two  grid  box  averages  were  calculated  to  obtain  an
identical grid to the E-OBS dataset.”

3. p 8394 lines 9-11: does it  means that CRCO and ROYA are constant whatever the
model ?

Not constant, but very similar. We refer to figures 13 and 14 in K14.

CRCO (climatological rank correlation) measures if the yearly cycle is captured or
not, it is the normalized difference in the 12 ranked area averaged monthly means.
For  temperature  this  gives a  value very  close  to  1  for  all  models,  since  this  is
strongly correlated with the yearly cycle of solar forcing. For precipitation the score
very much depends on the (in)existence of  a clear  yearly cycle.  When a certain
region has a clear annual cycle, the score will be higher. And therefore it does not
clearly measure model deficiency.

ROYA (ratio of yearly amplitudes) is the ratio of the amplitude of the yearly cycle
based on monthly values (model max- model min)/(observed max – observed min).
This  score  can  effectively  be  read  from  the  BIAS  column  in  figures  3  for
temperature. If JJA is cold (warm) biased and DJF warm (cold) biased, this score
will be lower (higher) than 1. 

For ALARO-0 we found the behavior of the scores to be similar to other models.
Therefore, the additional information to K14 that would be provided by discussing
these scores would seem minor and we chose not to include them for conciseness.

4. p 8396 last sentence: In fact 20 year is not a short period for such an exercise. When
comparing two climate simulations which include interannual variability, even 30 year is
short  to  draw conclusions.  But  here  all  simulations  and observations follow the  same
chronology because of the common driving by ERA-interim. So, the signal is not blurred
out by the noise of the interannual variability. This is why EURO-CORDEX is limited to the
core period of ERA-interim, i.e. 1989-2008.

Indeed, but  still  the scores could be dependent on the state of  the system. For
example, a warm period could have a warm bias, while a cold period could have a
cold  bias.  Therefore,  it  is  still  relevant  to  study  if  the  provided  scores  for  the
different  models  are  statistically  significantly  different  from  one  another.  Model
scores could differ given a different period and model ranking, for example, would
not be robust.

5. p 8398 lines 10-12: Indeed ALARO is a new comer in this community. But one should
stress that the RCM community has trained his models with a 50 km resolution. A large
EURO-CORDEX domain at 12 km resolution was a first attempt for most models, because
of the computer cost. I do not believe that ALARO is compared with highly tuned climate
models.



We agree and have changed this paragraph [l. 161-274]:

“This is the first time ALARO-0 was used for a climate experiment. Nevertheless, the
performance of ALARO-0 on seasonal and yearly scales for both near-surface air
temperature  and  precipitation  is  satisfactory. Generally  ALARO-0  performs  well,
which is quantified by the large number of white boxes in Figs. 3 and 5 indicating
that the ALARO-0 score lies within the existing K14 ensemble. For precipitation,
ALARO-0 even outperforms all other models on numerous occasions. These results
are encouraging, given that ALARO-0 does not yet have the experience in climate
modelling that some of the other models of the K14 ensemble had, but was directly
ported from its NWP setup. Although the 12.5-km resolution was also a novelty for
the  K14  models,  their  performance  undoubtedly  benefited  from  previous
optimizations for climate experiments, albeit at a lower resolution of 50 km.”
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Abstract. Using the regional climate model ALARO-0,
:
the Royal Meteorological Institute of Bel-

gium has
:::
and

:::::
Ghent

:::::::::
University

::::
have

:
performed two simulations of the past observed climate within

the framework of the Coordinated Regional Climate Downscaling Experiment (CORDEX). The

ERA-Interim reanalysis was used to drive the model for the period 1979-2010 on the EURO-CORDEX

domain with two horizontal resolutions, .11 and .44 degrees. ALARO-0 is characterised by the new5

microphysics scheme 3MT, which allows for a better representation of convective precipitation. In

Kotlarski et al. (2014) several metrics assessing the performance in representing seasonal mean near-

surface air temperature and precipitation are defined and the corresponding scores are calculated for

an ensemble of models for different regions and seasons for the period 1989-2008. Of special interest

within this ensemble is the ARPEGE model by the Centre National de Recherches Météorologiques10

(CNRM), which shares a large amount of core code with ALARO-0.

Results show that ALARO-0 is capable of representing the European climate in an acceptable

way as most of the ALARO-0 scores lie within the existing ensemble. However, for near-surface

air temperature some large biases, which are often also found in the ARPEGE results, persist. For

precipitation, on the other hand, the ALARO-0 model produces some of the best scores within the15

ensemble and no clear resemblance to ARPEGE is found, which is attributed to the inclusion of

3MT.

Additionally, a jackknife procedure is applied to the ALARO-0 results in order to test whether the

scores are robust, by which we mean independent of the period used to calculate them. Periods of

20 years are sampled from the 32-year simulation and used to construct the 95% confidence interval20

1



for each score. For most scores these intervals are very small compared to the total ensemble spread,

implying that model differences in the scores are significant.

1 Introduction

The climate projections used in the Fifth Assessment Report (AR5) of the Intergovernmental Panel

on Climate Change (IPCC, 2013) are based on the set of Global Climate Model (GCM) simulations25

performed within the fifth Coupled Model Intercomparison Project (CMIP5; Taylor et al., 2011).

The horizontal resolution of the contributing GCMs is limited to typically 1° to 2° by computational

constraints. For many local climate impact studies Regional Climate Models (RCMs; Giorgi and

Mearns, 1999) are needed to reveal the fine-scale details of potential climate change (Teutschbein

and Seibert, 2010). In addition, specific downstream models which simulate processes such as vege-30

tation feed-backs
:::::::::
interactions, urban effects (e.g., Hamdi et al., 2015) or extreme hydrological events

in river catchments often require high-resolution (both in time and space) forcing data from atmo-

spheric models.

The Coordinated Regional Climate Downscaling Experiment (CORDEX; Giorgi et al., 2009) aims

to perform
::::
both

::::::::::::::::
empirical-statistical

:::::::::::
downscaling

:::
and

:
regional climate simulations on different ar-35

eas across the globe using an ensemble of RCMs. By prescribing several integration domains and

resolutions a direct quantitative comparison between the participating models’ performances and

projections is feasible. The domain of interest here
::
in

:::
this

:::::
study, is the EURO-CORDEX domain

shown in Figure 1 (inner orange box). Several RCM groups have performed simulations on this

domain with horizontal resolutions of both .11 and .44 degrees.40

All RCMs have a history in Numerical Weather Prediction (NWP) and often consist of a modified

NWP code which is further developed separately from or parallel to the NWP code, borrowing for

example its dynamical core but using different physics parametrisations or surface schemes (Dud-

hia, 2014). Nowadays, NWP Local
::::::
Limited

:
Area Models (LAMs) are designed for resolutions up

::::
down

:
to a few kilometres, with adapted physics parametrisation schemes. At even higher resolutions,45

these models can (partly) resolve clouds and convective systemsand evidence has been presented

that in this case extreme precipitation events are better predicted (e.g., De Meutter et al., 2015) .

Since a correct treatment of the cloud feedback is of critical importance for climate modelling (e.g.,

Sun et al., 2009; Lin et al., 2014), some of these NWP models have been used in climate studies

(Hohenegger et al., 2008; Kendon et al., 2012; Chan et al., 2014)
:::::
mode:

::::::
studies

:::
by

::::::::::::::::::::
De Meutter et al. (2015) ,50

:::::::::::::::::::::
Hohenegger et al. (2008) ,

::::::::::::::::::::
Kendon et al. (2012) and

::::::::::::::::
Chan et al. (2014) ,

:::::
where

::::::
models

::::
with

:::::::::
resolution

:
at
:::
the

:::::::::
kilometer

::::
scale

:::
are

::::
used

:::::::
without

:::::::::
convection

::::::::::::::
parameterization,

:::::
show

::
a

:::::
better

:::::::::::
representation

:::
of

::
the

::::::::
intensity

::
of

:::::::
extreme

:::::::::::
precipitation,

:::
the

::::::
diurnal

:::::
cycle,

::::::::
afternoon

::::::::::
convection

::::
onset

::::
and

:::
less

::::::
drizzle.

For instance, ALADIN-CLIMATE of the Centre National de Recherches Météorologiques (CNRM;

2



Spiridonov et al., 2005) is a climate version of the ALADIN limited area model that has been devel-55

oped in the context of the international ALADIN consortium (ALADIN international team, 1997).

Over the past decade, within the context of the ALADIN consortium, a physics parametrisation

scheme called 3MT (Modular Multiscale Microphysics and Transport) has been developed and used

as the central feature of a new NWP model, ALARO-0 (Gerard and Geleyn, 2005; Gerard, 2007;

Gerard et al., 2009). It is based on a parametrisation of deep convection and optimally adapted60

to be used at resolutions in the so-called grey
::::::::
grey-zone. Several countries have used and tested

the model for operational weather forecasting and regional climate studies. Its main feature
:::
The

::::
main

::::::
feature

::
of

:::::
3MT is scale-awareness, which was

::
i.e.

:::
the

::::::::::::::
parameterization

:::::
itself

:::::
works

:::
out

::::::
which

::::::::
processes

:::
are

:::::::::
unresolved

::
at

:::
the

::::::
current

:::::::::
resolution,

::
in

:::::::
contrast

::
to

:::::::::
traditional

::::::::::::::
parameterizations

::::::
which

::
are

::::::::
switched

:::
on

::
or

:::
off

::
or

::::
have

::::::::
different

:::::
tuned

::::::::
parameter

::::::
values

::
at

:::::::
different

::::::::::
resolutions.

::::
This

::::::
allows65

::::
3MT

::
to

:::::::
generate

:::::::::
consistent

::::::
results

:::::
across

::::::
scales,

::
as

:
shown by De Troch et al. (2013) in an extended

downscaling experiment covering the period from 1961 to 1990. For
:
In

::::
their

::::::
study,

:::
for every day,

short-term runs were performed at different horizontal resolutions between 40 km and 4 km. Both

the initial and lateral boundary conditions were provided by either the ERA-40 reanalysis (Uppala

et al., 2005) or model runs at lower resolution in a double nesting procedure. Given the large amount70

of required computing resources for such a simulation, this type of validation is rather unusual for

NWP models. The results showed that extreme precipitation values are correctly and consistently re-

produced for all horizontal resolutions by a model version including 3MT, but that
:::::::
whereas extreme

precipitation was progressively overestimated when increasing the resolution by a model version

without 3MT.75

In the present study the ALARO-0 model has been used to perform the EURO-CORDEX valida-

tion simulations, i.e. the ERA-Interim reanalysis (Dee et al., 2011) is used as lateral boundary condi-

tions allowing for a direct comparison to observations. The model setup differs from the setup used

in De Troch et al. (2013), since in the current study simulations are uninterrupted to allow
::::::::
initialized

::
on

:::
the

:::
1st

:::
of

:::::::
January

:::::
1979,

::::
after

::::::
which

::::
they

:::
are

::::
only

::::::
forced

::
at
::::

the
:::::::::
boundaries

:::
by

::::::::::::
ERA-Interim.80

::::
This

:::::
allows

:
the model and more specifically its surface fields to find their equilibrium

:
in
:::::::::

particular

::
to

::::::
become

:::::::::::
independent

::
of

:::
the

::::::
initial state. Results are then compared to an ensemble of 17 other

EURO-CORDEX experiments which have been evaluated in (Kotlarski et al., 2014, which we will

refer to as K14 from now on). In K14, seasonal means of near-surface air temperature and precipita-

tion amounts are compared to observations using several metrics which quantify the spatiotemporal85

performance of the ensemble. In their article, Kotlarski et al. evaluate the rather short 20-year period

1989-2008, while for this study the 32-year period 1979-2010 was simulated.

The goal of the current text
:::::::
objective

:::
of

::
the

:::::::
present

::::
work

:
is (1) to quantify the performance of the

ALARO-0 model within the existing K14 ensemble and (2) to assess the robustness of the calculated

scores given the rather short 20-year period used in K14.90
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This paper is organised as follows. In Section, 2 the existing K14 ensemble, details on the setup of

ALARO-0 and the methods used to attain the goals of this paper are discussed. In Section 3, results

are presented for ALARO-0 and compared to the K14 ensemble, followed by a discussion in Section

4. Finally, in Section 5, we come back to the goals that were set, formulate conclusions and present

an outlook.95

2 Data and methods

K14 ensemble

The CORDEX community prescribes two European integration grids which differ only in resolution.

The low-resolution EUR-44 domain’s grid points are .44 degrees apart on a rotated lat-lon grid

limited to Europe (see inner orange box in Fig. 1, 106x103 grid boxes). For the high-resolution100

EUR-11 experiment each EUR-44 grid box is divided into sixteen .11 degrees-wide grid boxes. In

K14, a total of 17 experiments are performed
:::
were

::::::::
analyzed

:
by 9 different research groups. Eight

groups performed both the EUR-11 and EUR-44 simulations, one group only EUR-11, and three

groups used the same model (WRF) but with different physics parametrisations. All models are

forced directly by ERA-Interim except for the experiment performed by CNRM. This group set up105

the global model ARPEGE (version 5.1) to be strongly nudged towards ERA-Interim outside of the

CORDEX domain, but allowed the model to evolve freely inside of it. Further details on all models

can be found in Table 1 of K14.

The main conclusions of K14 were that the higher resolution simulations did not perform signifi-

cantly better and the models in the ensemble generally had a cold and wet bias, except for summers110

in Southern Europe which are commonly warm and dry biased.

Setup of the ALARO-0 model

The ALARO-0 model used for this study is the identical configuration of the ALADIN system

(ALADIN international team, 1997) described in detail and validated by De Troch et al. (2013).

:::::::::
Essentially,

:::::::::
ALARO-0

::::
uses

:::
the

:::::::::
dynamical

:::
core

:::
of

::::::::
ALADIN,

:::
but

::::
with

:::::::
different

:::::::
physics

:::::::
routines

::::
(e.g.115

::
for

::::::::
radiation,

:::::::::::
microphysics

::::
and

:::::::::
convection,

::::::::::
cloudiness,

::::::::::
turbulence),

:::::
which

:::
are

::::::::
designed

::
to

:::::
tackle

:::
the

:::::
issues

:::
that

::::
arise

:::::
when

:::::
using

:::::::::
resolutions

::
of

::::
1-15

::::
km,

:::::
which

::
is

::::::
known

::
as

:::
the

::::::::
grey-zone

:::
for

::::::::::
convection.

Here, we only describe the EURO-CORDEX specific setup of the model, which is the coupling to

the boundary conditions and the definition of the integration grids.

Similar to all other models in K14 (except for the global CNRM model), ALARO-0 is coupled120

to ERA-Interim by the classical Davies procedure (Davies, 1976). The relaxation zone consists of 8

grid points irrespective of resolution,
:
and new boundary conditions are provided every six hours. No

further nudging or relaxation towards the boundary conditions was done inside of the domain. Some

fields in ALARO-0 are constant during run-time, most notably Sea Surface Temperatures (SSTs).
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Simulations are however interrupted and restarted monthly to allow for SSTs to be updated. Other125

fields that have monthly updates, but are constant during any given month are surface roughness

length, surface emissivity, surface albedo and vegetation parameters. All other variables were com-

puted continuously from 1 January 1979 to 31 December 2010 and thus, in contrast to De Troch

et al. (2013), no daily restarts were done.

It would preferable to use the exact rotated lat-lon grids defined by the CORDEX community for130

the simulations. However, ALARO-0 does not support this projection but instead uses a conformal

Lambert projection. Following the CORDEX guidelines, two new grids with a 12.5 km and 50 km

resolution were defined for the ALARO-0 simulations. Figure 1 shows the bounding boxes of the

low-resolution (full green lines) and high-resolution (dashed green lines) ALARO-0 Lambert do-

mains. The outer boxes show the complete domain, while the inner boxes exclude the relaxation135

zone. The grids were chosen such that the common EURO-CORDEX analysis domain (inner or-

ange box in Fig. 1) is completely included in the non-coupling zone. The low-resolution Lambert

domain consists of 139-by-139 grid points, while the high resolution domain consists of 501-by-

501 grid points (both including 8 coupling grid points at every boundary). In both simulations the

number of vertical levels was 46. Following K14, we will refer to the results with the acronym140

of the institute performing the simulations, yielding RMIB-11 and RMIB-44
::::::::::::::
RMIB-UGent-11

::::
and

::::::::::::::
RMIB-UGent-44, for the high- and low-resolution simulations respectively.

:::
This

::::::
model

::::
data

:::
will

:::
be

:::::::
uploaded

::
to
:::
the

:::::
Earth

:::::::
System

::::
Grid

:::::::::
Federation

::::::
(ESGF,

:::::::
website:

::::::::::::
esgf.llnl.gov/)

::::
data

::::::
nodes.

Data

As observational reference set, the E-OBS dataset
::::::
version

::
7 was used (Haylock et al., 2008). The145

E-OBS dataset has a .22° rotated lat-lon version (outer orange box in Fig. 1) which encompasses the

complete EURO-CORDEX domain. In the overlapping area, each E-OBS grid box contains four grid

boxes of the EUR-11 domain and by consequence each EUR-44 box contains four E-OBS boxes.

In order to effectively compare model and observations, both need to share a common grid. The

same approach as in K14 was taken to interpolate all data to a common grid. For the high-resolution150

simulations, first the values of the closest grid point were taken to go from the native Lambert

ALARO-0 grid to the EUR-11 grid . For temperature, a height correction
:::
for

::::
both

::::::::::
precipitation

::::
and

::::::::::
temperature.

:::
For

::::
the

:::::
latter,

::
an

:::::::::
additional

::::::
height

:::::::::
difference

::::::::
correction

::::::::
between

:::
the

:::::::::
ALARO-0

::::
and

:::::
closest

::::::::
EUR-11

::::
grid

:::::
point was performed using the standard climatological lapse rate of 0.0064

K/m. Second, on this grid,
::
for

::::
both

:::::::::::
precipitation

::::
and

::::::::::
temperature

:
two-by-two grid box averages155

were calculated to obtain an identical grid to the E-OBS dataset.

For the low-resolution simulations, again a closest grid point mapping from the native grid to

the EUR-44 grid and temperature-height correction was performed. Then, the E-OBS dataset was

averaged over two-by-two grid boxes that are in every EUR-44 grid box and used as reference.
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Analysis
:::::::
methods160

In K14, model performance is quantified for several metrics in different regions and seasons based on

seasonal mean values of near-surface air temperature (or simply temperature from now on) and pre-

cipitation. All considered regions and their acronyms are shown in Fig. 1 and details on the definition

of the different metrics can be found in K14, more specifically in Appendix A. Here, we only con-

sider mean bias (BIAS), 95th percentile of the absolute grid point differences (95 %-P), ratio of spa-165

tial variability (RSV), pattern correlation (PACO), ratio of interannual variability (RIAV) and tem-

poral correlation of interannual variability (TCOIAV). The climatological rank correlation (CRCO)

and ratio of yearly amplitudes (ROYA) were not considered here, since these metrics showed very

similar performance for all other models.

All scores in K14 are calculated based on the 20-year period 1989-2008 and they therefore state

that the ‘short evaluation period, leading to a sample size of only 20 seasonal/annual means, also

hampers a sound analysis of statistical robustness’. The 32-year long integration period of ALARO-

0 allows us to quantify the robustness of the scores by calculating how they change for a different

analysis period. A jackknife procedure was applied for this end
::::::
purpose: let I = {1979,. . . ,2010} be

the set of 32 years for which the ALARO-0 simulations were performed and I a random subset of

length 20 of I. We write the score for the metric s for a certain subregion j and season k based on

the set of years I as

sjk(I)

with j ∈ {BI, IP, FR, ME, SC, AL, MD, EA}, k ∈ {DJF, MAM, JJA, SON, YEAR}. For example,170

in K14, values for sjk are calculated based on IK14 = {1989,. . . ,2008}. To study the robustness of

sjk we study the distribution of sjk(I) for all possible I . The number of possible 20-year subsets

from 32 years without repetition and ordering is given by the binomial coefficient: 32!/(20!(32-20)!)

= 225792840. It is however not feasible to perform the calculations for all possible combinations

and therefore only 1000 random sequences were chosen. The width of the 95% confidence interval,175

limited by the 25th and 975th value of the ordered series of sjk, then quantifies the robustness of the

score.

3 Results

3.1 Temperature

Figure 2 shows the spatial distribution of the daily mean temperature RMIB-11
::::::::::::::
RMIB-UGent-11180

BIAS in winter (DJF, left) and summer (JJA, right) for the years in IK14. Compared to Fig. 2 from

K14, the spatial bias of RMIB-11
::::::::::::::
RMIB-UGent-11

:
in winter looks very similar to CNRM-11. Both

models show a general cold bias in Southern Europe, a warm bias in North-Eastern Europe and a

large east-west bias gradient linked to orography in Scandinavia. Compared to CNRM-11, the cold
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biases in mountainous regions are smaller for RMIB-11
::::::::::::::
RMIB-UGent-11. In summer, again CNRM-185

11 and RMIB-11
::::::::::::::
RMIB-UGent-11 share some biases although the difference is larger than in winter

and again the orographic forcing of the bias of CNRM-11 is more pronounced. Generally we find a

cold bias, except in Southern Europe where a warm bias is present.

Figure 3 shows all metrics in separate columns for all different domains and seasons for seasonal

and yearly mean temperature. The scale is shown at the bottom of each column, the full grey line190

shows the ‘optimal’ score of the metric (0 K for BIAS and 95%-P, 1 for all others). The grey circles

show the scores for the high-resolution K14 ensemble (9 models). For each season and region two

transparent red bands are superimposed, which show the jackknife 95% confidence interval for the

high-resolution (top band) and low-resolution (bottom band) simulations with ALARO-0. The ver-

tical red dashes show the value of sjk(IK14), again for the high-resolution (top) and low-resolution195

(bottom) simulation. When the background colour is white, the RMIB-11
::::::::::::::
RMIB-UGent-11 value of

sjk(IK14) lies within the K14 high-resolution ensemble spread. If the background colour is yellow,

this value lies outside and is ‘worse’ than the other members of the K14 ensemble. Worse here means

that the absolute distance from the RMIB-11
::::::::::::::
RMIB-UGent-11 value based on IK14 (top red dash)

to the optimal value (grey line) is larger than that of any other K14 ensemble member. For example,200

the bias for the Iberian Peninsula in winter (in short written as as BIAS-IP-DJF) is more negative

than any other model, and it is in absolute value the furthest from the optimal 0 K. If instead the

background colour is green, this indicates again the value is outside of the K14 ensemble but not the

furthest from the optimal value. This implies that either RMIB-11
::::::::::::::
RMIB-UGent-11 outperforms all

other models (e.g. RSV-AL-DJF) or is not the worst model as defined above (e.g. RSV-EA-DJF is205

outside of the K14 ensemble, but not as bad as models at the other end of the ensemble).

Overall, Fig. 3 shows that (i) RMIB-11
:::::::::::::
RMIB-UGent-11

:
mostly falls within the K14 ensemble

(white background colour), (ii) the jackknife confidence intervals are always much smaller than the

total spread of the K14 ensemble, except for RIAV and TCOIAV where the intervals often cover half

of the ensemble spread, (iii) the difference between the RMIB-11
::::::::::::::
RMIB-UGent-11 (top red dash)210

and RMIB-44
::::::::::::::
RMIB-UGent-44 (bottom red dash) scores is very small considering the total range

covered by the ensemble and the calculated jackknife confidence intervals.

A more detailed analysis shows that for BIAS, RMIB
:::::::::::
RMIB-UGent

:
is almost always on the

‘cold side’ of the K14 ensemble and even outside of its range on a fairly large amount of occasions.

Especially for IP-DJF and SC-MAM, the cold bias is considerable. Also, RMIB-44
::::::::::::::
RMIB-UGent-44215

is slightly (∼ .2 K) colder than RMIB-11
::::::::::::::
RMIB-UGent-11, which may be due to regridding and the

resolution difference. For 95%-P, RMIB-11
:::::::::::::
RMIB-UGent-11

:
is the worst model on four occasions

among which most notably again IP-DJF and SC-MAM.

For spatial correlation (PACO) and variability (RSV) RMIB-11
::::::::::::::
RMIB-UGent-11 performs better.

Although in K14 these two metrics are plotted on a Taylor diagram, we choose to show them here220

separately in one figure for clarity and conciseness. RSV for RMIB
:::::::::::
RMIB-UGent is almost always

7



larger than 1, even where other models show less variability (e.g. ME). In the Alpine region (AL),

RMIB
:::::::::::
RMIB-UGent seems to be able to grasp RSV well, but not at the right locations, as shown

by the low PACO, especially in DJF. The jackknife confidence intervals are very small here, which

indicates that both RSV and PACO produce very robust scores.225

For RIAV and TCOIAV, RMIB
:::::::::::
RMIB-UGent

:
again shows acceptable scores, being outside of the

K14 ensemble in a limited amount of cases. More notably, the jackknife confidence intervals are

relatively large for these scores and this questions the robustness of these metrics. For example, for

FR-MAM the TCOIAV based on IK14 is 0.6, but the jackknife confidence interval extends from 0.6

to 0.8, covering all but two other models. For RIAV a similar situation for AL-JJA can be seen.230

3.2 Precipitation

Figure 4 shows the spatial distribution of the relative seasonal precipitation BIAS (in %, (model-

observed)/observed) for the winter and summer season for the years in IK14. Comparison to Fig.

3 of K14 shows that in winter, like all other models, RMIB-11
::::::::::::::
RMIB-UGent-11 generally over-

estimates precipitation amounts, except in Northern Africa. In contrast to temperature, RMIB-11235

::::::::::::::
RMIB-UGent-11 clearly differs from CNRM-11, with the latter showing large dry biases. In summer,

RMIB-11
::::::::::::::
RMIB-UGent-11

:
overestimates precipitation amounts, especially in the Mediterranean.

Again, no clear resemblance to CNRM-11 is found.

Figure 5 is constructed in the same way as Fig. 3 and shows all precipitation scores for all dif-

ferent metrics, regions and seasons. Similar to the temperature scores, the results for precipitation240

reveal that the majority of scores lies within the K14 ensemble, no difference between RMIB-11 and

RMIB-44
::::::::::::::
RMIB-UGent-11

::::
and

::::::::::::::
RMIB-UGent-44

:
is found and the jackknife confidence intervals

are much smaller than the total ensemble range except for RIAV and TCOIAV. However, there is

a clear absence of yellow scores and an increased presence of green scores, indicating that RMIB

:::::::::::
RMIB-UGent

:
precipitation scores are generally better than the temperature scores.245

RMIB
:::::::::::
RMIB-UGent

:
has a wet BIAS for almost all regions and seasons. Remarkably, the best

BIAS scores are obtained for SC-MAM and AL-DJF, where large temperature biases were found.

Additionally, the corresponding 95%-P scores are also on the low side which shows that the good

performance is not due to compensating biases.

For RSV, RMIB
:::::::::::
RMIB-UGent

:
performs relatively well and for PACO it excels, with 10 out of250

80 regions/seasons
:::::::::::
region-season

:::::::::::
combinations performing better than the complete K14 ensemble.

Only in for AL-MAM its performance is not satisfactory, but remark that the actual score is an

extreme outlier considering the jackknife confidence interval.

For RIAV, RMIB
:::::::::::
RMIB-UGent

:
again performs consistently well, especially compared to the K14

ensemble which sometimes shows a large overestimation of interannual variability, i.e. very large255

values of RIAV. On the other hand, TCOIAV is mostly on the low side of the K14 ensemble, which

shows that although RMIB
:::::::::::
RMIB-UGent gets the variability right, the actual temporal correlation is
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not well grasped. As for temperature, the large jackknife confidence intervals question the robustness

of the scores.

4 Discussion260

Contrary to most of the other models in the K14 that have a long history in climate modelling

and might have gone through a set of improvements and tuning throughout the years, this
::::
This is

the first time ALARO-0 was used on such a large domain. Also, it was directly ported from its

NWP setup to climate-scale simulations and therefore it was very possible that some problematic

conclusions would arise from the output analysis. However
::
for

::
a
::::::
climate

::::::::::
experiment.

:::::::::::
Nevertheless,265

the performance of ALARO-0 on seasonal and yearly scales for both near-surface air temperature

and precipitation is satisfactory. Generally ALARO-0 performs well, which is quantified by the

large number of white boxes in Fig
::::
Figs. 3 and 5 indicating that the ALARO-0 score lies within the

existing K14 ensemble. For precipitation, ALARO-0 even outperforms all other models on numerous

occasions.
:::::
These

:::::
results

:::
are

:::::::::::
encouraging,

:::::
given

::::
that

:::::::::
ALARO-0

::::
does

:::
not

:::
yet

::::
have

:::
the

::::::::::
experience

::
in270

::::::
climate

:::::::::
modelling

:::
that

:::::
some

::
of

:::
the

:::::
other

::::::
models

::
of

:::
the

::::
K14

:::::::::
ensemble

::::
had,

:::
but

:::
was

:::::::
directly

::::::
ported

::::
from

::
its

:::::
NWP

::::::
setup.

::::::::
Although

:::
the

:::::::
12.5-km

::::::::
resolution

::::
was

::::
also

:
a
:::::::
novelty

:::
for

:::
the

::::
K14

::::::
models,

:::::
their

::::::::::
performance

:::::::::::
undoubtedly

:::::::
benefited

:::::
from

:::::::
previous

:::::::::::
optimizations

:::
for

:::::::
climate

::::::::::
experiments,

:::::
albeit

::
at
::
a

:::::
lower

::::::::
resolution

::
of

:::
50

:::
km.

:

Some issues do however still remain. Most notably, this study has revealed some large tem-275

perature biases in Scandinavia and Eastern Europe. The spatial pattern of the BIAS resembles

CNRM’s ARPEGE model (shown in Fig. 2 of K14). In winter, the common east-west bias gra-

dient can possibly be attributed to the shared dynamical core and the strong synoptic scale forcing

in winter. In NWP applications of the ALADIN system similar symptoms have been diagnosed

and
:::
have

:::::
been

::::::
shown

::
to

:::
be

:
related to stable boundary layer issues. The dampened bias patterns280

for RMIB-11
::::::::::::::
RMIB-UGent-11

:
compared to CNRM-11 in the Alps and other mountainous regions

is probably due to the different surface and snow cover scheme that is used by both. In summer,

RMIB-11
:::::::::::::
RMIB-UGent-11

:
is generally cold biased, except in Southern Europe where it suffers

from the common summer warm bias, probably due to soil moisture feedbacks. Also, the RMIB-11

::::::::::::::
RMIB-UGent-11 and CNRM-11 bias pattern

::::::
patterns

:
are less alike than in winter, possibly due to285

the increased number of local processes that influence and feed back into the mean fields. Both spa-

tial and temporal variability are very well reproduced by ALARO-0, while correlations are on the

low side compared to other models.
:::
The

:::::
latter

:::::
could

:::::
partly

::
be

::::::::
explained

:::
by

:::
the

::::::::::::
comparatively

:::::
larger

::::::
domain

:::
of

:::::::::
ALARO-0

::::::
which

::::
could

::::::
imply

:
a
::::::
weaker

::::::
control

:::
of

:::
the

::::::::
boundary

::::::
forcing.

:

For precipitation, ALARO-0 performs very well. Aside from some large wet biases in summer290

for the Iberian Peninsula (IP) and the Mediterranean (MD), biases are almost always below 50%.

Contrary to temperature, the precipitation bias pattern shows no resemblance to ARPEGE (shown in
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Fig. 3 of K14). This can be attributed to the different microphysics and convection parametrisation

schemes that are used by both models. A similar result was found in K14 about the three WRF exper-

iments that were analysed in the K14 ensemble. These only differed in the parametrisation schemes295

used, but often covered the complete ensemble spread. Remarkably, in Scandinavia all precipitation

scores are very good, although temperature scores are sometimes very bad. It is very possible that the

two are linked and some compensating effects or feedbacks exist, which is an additional incentive

for a more thorough study. The good scores for spatial variability (RSV) and correlation (PACO)

show that ALARO-0 is capable of producing not only the right amount of precipitation, but also at300

the right locations. The common model overestimation of spatial variability is also present in the

RMIB
:::::::::::
RMIB-UGent runs, but as stated in K14, this could be due to a smoothing of the reference

E-OBS dataset. Temporal variability is very well reproduced, but correlations are again rather low.

Similarly to the conclusions in K14, no consistent difference between the low- and high-resolution

simulations in the scores is shown. However, we expect based on preliminary results
:
,
:::
we

::::::
expect305

that at the sub-daily scale the timing of precipitation is better represented by the high-resolution

simulation.

Finally, it is clear that the period IK14 (1989-2010) used in K14 is sufficient to produce robust

scores for BIAS, 95%-P, RSV, PACO and partly RIAV. This is quantified by the fact that the jackknife

intervals for these metrics are very small compared to the total ensemble spread and they therefore do310

not depend strongly on the period used to compute them. For example, temperature biases calculated

for IK14 are mostly within .1 K of the jackknife mean. This does not hold for some RIAV and most

of the TCOIAV scores due to the fact that these exactly assess interannual variability. For model

intercomparison a larger period should be considered for these scores.

5 Conclusions315

The ALARO-0 model has its origins in the general circulation model ARPEGE and mainly its limited

area model ALADIN. The new microphysics and convection scheme 3MT was implemented in

ALADIN to form ALARO-0, which is used operationally for daily weather forecasts at the Royal

Meteorological Institute of Belgium (RMIB). In this study, for the first time ever the ALARO-0

model was used to perform uninterrupted
:::::::::
continuous climate simulations on a European scale for a320

32-year period. Within the the framework of the CORDEX project, one low- and one high-resolution

simulation were done on the EURO-CORDEX domain for the period 1979-2010, using the ERA-

Interim reanalysis as boundary conditions. The results are compared to an existing ensemble of 19

similar simulations using different models that were analysed in Kotlarski et al. (2014), referred to

as K14 in this text. One of the models used in K14 is the ARPEGE model by the Centre National325

de Recherches Météorologiques (CNRM), which due to its relation to ALARO-0 serves as a first

reference for the performed simulations.
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Main conclusions are that (1) ALARO-0 is able to represent both seasonal mean near-surface air

temperature and accumulated precipitation amounts well and (2) all scores computed in K14 are

robust, except for RIAV and TCOIAV.330

The first conclusion is founded by the fact that most of the ALARO-0 scores lie within the K14

ensemble, thus not performing worse or better than other models. This is qualified in Fig. 3 and 5 by

a white background. For temperature, some clear cold biases remain, which will be the subject of a

follow-up study. Also, for temperature ALARO-0 seems to share some large biases with ARPEGE,

while for precipitation this is not the case due to the inclusion of the 3MT scheme in ALARO-0. For335

precipitation, ALARO-0 performs very well consistently for all scores, regions and seasons and is

on several instances better than all other models in the K14 ensemble.

In the second conclusion, what is meant by robust is ‘independent of the time period used to com-

pute the scores’. The RMIB
::::::::::::
RMIB-UGent simulations span the 32-year period 1979-2010, which

is longer than the 20-year period 1989-2008 used in K14. By taking 1000 random 20-year samples340

from the 32-year pool, we computed 95% confidence intervals for all scores. Figure 3 and 5 show that

the confidence intervals (red transparent bands) are generally much smaller than the total ensemble

spread. Assuming this also holds for other models, this shows that model differences are significant.

For RIAV this does not always hold and a longer period should be taken into account to compute the

scores. For TCOIAV the situation is even more problematic and scores or model ranking should not345

be interpreted too strictly.

The outcomes of this study confirm the potential of ALARO-0 as a climate model on European

scales. Future work will focus on pinpointing the causes of some of the remaining biases and per-

forming simulations in which ALARO-0 is driven by a GCM, rather than ERA-Interim.
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Figure 1. Domain boundaries of the used integration grids. The CORDEX community prescribes the rotated

lon-lat EURO-CORDEX domain (inner orange box) which is completely encompassed by the E-OBS domain

(outer orange box). The outer green boxes show the RMIB-11
::::::::::::
RMIB-UGent-11

:
(dashed lines) and RMIB-44

::::::::::::
RMIB-UGent-44

:
(full lines) conformal Lambert domain boundaries. The inner green boxes exclude the eight

grid point Davies coupling zone. In black the different European climatic regions as defined in Christensen and

Christensen (2007) are shown.
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Figure 2. spatial BIAS of near-surface air temperature [K] over the sample IK14 for DJF (left) and JJA (right)

::
for

:::::::::::::
RMIB-UGent-11. Compare to Figure 2 of Kotlarski et al. (2014).
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