
This file documents our responses to editor and reviewer comments and the revisions to the 

manuscript that have been undertaken. While a difference file has been uploaded, this shows more 

deleted and new text than is actually the case, due to large portions of the text being moved to 

different places within the manuscript. 

 
Editor comments 
 
Dear Rachel Law, Dear Tilo Ziehn, 
 
I have now received one additional full review for your manuscript gmd-2015-140. Though short in 

length, I have the feeling that this new reviewer (not included in the panel at any time before in 
any of the two manuscripts, gmd-2015-140 and gmd-2016-14) is providing some ideas of a way 
out of the locked situation that ms. gmd-2015-140 has experienced so far. In particular, the 
reviewer has made the effort to read both the present manuscript and the companion, hence 
providing a complete view on the matter. The reviewer also had a look at the previous comments 
and discarded partly the rejection advice of the other reviewer. 
 

I think that the way forward proposed is reasonable and even more, is consistent with the very 
philosophy of GMD as a design and description on one side and validation process on the other. I 
thus support the conclusions of this new reviewer. 
 
I do understand however that this will require some efforts on your side, but I am willing to help 
out to find the best balanced solution. Do not hesitate to contact me before undertaking the 

revisions so that we can arrive at a reasonable state. 
 
I also attach this review and comment into ms. 2016-14 since I intend to pursue the process of 
the two manuscripts side-by-side. 
 
With best regards, 
Didier Roche (Topical and Executive Editor) 
 
We agreed with the editor’s assessment and, as requested, provided a list of proposed changes to 

the manuscripts (in italics below), with the focus of changes being on the Law et al. manuscript. 

Sections 1-3: Largely unchanged (Introduction, model description and experimental set-up)  
Section 4.1: Climate, largely unchanged Section 4.2: Carbon equilibration. 
Fig 5 would be revised to include the sea-air carbon flux and to remove GPP and respiration. 
Fig 6 would be retained and Fig 11 would be moved into this sub-section to further explore aspects of 
the equilibration that were pertinent to each component. 
Land carbon conservation would be discussed in this section as part of the interpretation of the non 
equilibrium of land carbon flux. 
Section 4.3: Land carbon sensitivity to LAI This would include Fig 7 and 8 but would be re-written/re-
drawn to discuss the LAI first before the impact on the GPP and NEE. We would like to retain the 
remaining analysis of the prognostic versus prescribed LAI in Ziehn et al, because some of the 
assessment is better done using present-day rather than pre-industrial simulations. 
Section 4.4: Ocean carbon sensitivity to ocean circulation This section would be based around our 
current Fig 14, possibly including a re-drawn Fig 15 if it was useful to include zonal sections from the 
ocean-only simulation in this figure. 
Section 4.5: Interannual variability 
Fig 9 and 10 would be re-drawn to include the ocean variability and correlations as well as the land 
ones, and the text re-written to include discussion of the ocean. 
Section 5: Re-written to fit with overall revision of paper 
Appendix: Largely unchanged 
This re-structure would remove Fig 12 and 13 from the paper since these include comparison to other 
CMIP5 models and this is more the focus of Ziehn et al. However we do not envisage adding these 



figures to Ziehn et al., rather we would just ensure that any key points arising from the figures are 
noted where appropriate in either paper. 
 

Further to these proposed changes, the editor recommended that Fig 15 was redrawn to include the 

extra ocean-only zonal sections and that Fig 12 and 13 were moved into the Ziehn et al. paper. We 

note that to do this, the statistics plotted in these figures need to be recalculated from the historical 

simulation instead of the pre-industrial simulation. This will be done. 

All these changes have now been implemented. Small changes have been made to the abstract and 

Sections 1-3 to ensure consistency with the remainder of the paper. The second paragraph of 

section 4 has been rewritten to be consistent with the restructured results section. Section 4.1 is 

unchanged. Section 4.2 ‘Carbon equilibration’ describes a redrawn Figure 5 which now shows both 

land and ocean fluxes. Sections 4.2.1 and 4.2.2 then discuss the land and ocean carbon equilibration 

in more detail drawing on material from the original manuscript. Sec 4.2.1 includes a reduced 

discussion of land carbon conservation relative to the original manuscript. The original Figure 11 is 

moved into Sec 4.2.2 and becomes Figure 7. Section 4.3 ‘Land carbon sensitivity to LAI’ focusses first 

on the LAI simulation and then on the impact of this on the carbon fluxes. Figure 7 has been redrawn 

and is now Figure 8. Figure 8 (now 9) is unchanged. Section 4.4 ‘Ocean carbon sensitivity to ocean 

circulation’ is based around our original Fig 14 (now 10) and the redrawn Fig 15 (now 11), to include 

the extra zonal sections recommended by the editor. Section 4.5 ‘Interannual variability’ now 

includes results from both land and ocean in the original Figures 9 and 10 (now 12 and 13), which 

originally had shown and discussed land results only. Only minor changes were required to the 

conclusions (Section 5) and the Appendix has not been changed. 

 

Review 4. 

 

I have now read the revised version of Law et al., as well as the response of the authors to the 
earlier referees’ comments. In addition, I have read the companion paper of Ziehn et al., also in 
discussion in GMD. 
I’d like to start by stating that the material presented in these 2 paper (description of the model, 
comparison to observations, intercomparison to other CMIP5 models) is clearly very well suited for 
GMD, and could indeed be presented in 2 companion papers, as proposed here by the team of 

authors. In addition, I’d like to assert that concentration-driven simulations are suitable enough to 
evaluate the carbon cycle components of an ESM. To my view, it is not a shortcoming not to have 
emission-driven simulations. 

We appreciate the reviewer’s assessment. 
 
That said, I have a few reservations that prevents me to recommend acceptation of the present 
manuscript (Law et al.) in its actual form.  
Whereas I find Ziehn et al. quite well balanced between ocean and land carbon cycle components, 

it is clearly not the case for the Law et al. manuscript. 

We agree that the Law et al manuscript was not well-balanced and have tried to address this in our 
revisions. 
 Here are a few obvious examples : 

- a clear focus on evaluation for the ocean vs. sensitivity tests / variability for the land carbon. 

We have moved the evaluation against other CMIP5 models (original Fig 12 and 13) to the Ziehn et 
al paper. We now focus our ocean evaluation on the sensitivity to the ocean circulation. Variability 
is now assessed for both land and ocean fluxes. 
- as well, the analysis of the quasi-equilibirum for the carbon cycle components is done very 

differently for the land and for the ocean. 



 

Review 3 

In view of the first round of review, the authors have adjusted the manuscript text and have added 

plots for analysing modelled variables with observations. Also, more justification is provided now 

for the choice of fixing LAI and limiting to a concentration-driven model setup. 

However, although major issues have been flagged by the reviewers, the revised manuscript does 

not resolve many of them. This leads to a situation where the study doesn’t deliver what it 

promises. The title makes clear that it’s about the C cycle in an Earth System Model. In the 

abstract it’s stated that "We evaluate the equilibration of the carbon cycle”. The first paragraph in 

the introduction then provides a motivation for the importance of including carbon cycle-climate 

feedbacks. However, the paper is limited to assessing the model performance in a concentration-

driven setup. This means that what is evaluated here is not an Earth System Model, but a climate 

model (General Circulation Model) with land and ocean C cycle models added, but not coupled. 

In their response, authors note that “until we have dealt with some of the more basic issues that 

this study has uncovered”, no complexity should be added. Therefore, I would suggest that these 

“basic issues” are addressed before the necessary next step is taken and evaluation from an 

emission-driven setup is provided. 

We have followed the reviewer 4 and editor recommendation that analysis of the concentration 

driven simulation is sufficient for this paper. 

We now introduce the flux equilibration by considering both land and ocean together (including a 
re-drawn Figure 5) before focussing on different aspects of the equilibration that we felt were 
better discussed separately.  
- on a a less important note perharps, the figures are also not homogeneous at all between the 
land / and ocean sections. 

We have altered some figures (5, original 9 and 10, now 12 and 13) to include both land and ocean 
results. 
 
Overall, this gives the impression of a merge (ocean + land) without much smoothing of 2 sub-

studies.  

While we feel that some different analysis across ocean and land components is required, we hope 
the revised paper provides a more coherent impression. 
 
If the authors go on with 2 companion papers, one focused on pre-industrial, the other one on the 
historical simulation, I would clearly recommend to revise the first one by Law et al. to propose an 
homogenized approach of the ocean and land carbon cycle. The evaluation part could be moved in 
the second paper (historical + evaluation), the first paper (Law et al.) focusing on a detailed 

description of the model, on the equilibration of the carbon cycle, and on sensitivity tests / natural 
variability. 

Our revisions have aimed to follow this recommendation. 
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Abstract

Earth System Models (ESMs) that incorporate carbon-climate feedbacks represent the
present state of the art in climate modelling. Here, we describe the Australian Commu-
nity Climate and Earth System Simulator (ACCESS)-ESM1, which comprises atmosphere
(UM7.3), land (CABLE), ocean (MOM4p1), and sea-ice (CICE4.1) components with OASIS-5

MCT coupling, to which ocean and land carbon modules have been added. The land carbon
model (as part of CABLE) can optionally include both nitrogen and phosphorous limitation
on the land carbon uptake. The ocean carbon model (WOMBAT, added to MOM) simulates
the evolution of phosphate, oxygen, dissolved inorganic carbon, alkalinity and iron with
one class of phytoplankton and zooplankton. We perform multi-centennial pre-industrial10

simulations with a fixed atmospheric CO2 concentration and different land carbon model
configurations (prescribed or prognostic leaf area index). We evaluate the equilibration of
the carbon cycle and present the spatial and temporal variability in key carbon exchanges.
Simulating leaf area index results in a slight warming of the atmosphere relative to the pre-
scribed leaf area index case. Seasonal and interannual variations in land carbon exchange15

are sensitive to whether leaf area index is simulated, with interannual variations driven by
variability in precipitation and temperature. We find that the response of the ocean car-
bon cycle shows reasonable agreement with observationswith similar realism to existing
Coupled Model Intercomparison Project (CMIP5) models. While our model overestimates
surface phosphate values, the global primary productivity agrees well with observations.20

Our analysis highlights some deficiencies inherent in the carbon models and where the
carbon simulation is negatively impacted by known biases in the underlying physical model
and consequent limits on the applicability of this model version. We conclude the study with
a brief discussion of key developments required to further improve the realism of our model
simulation.25
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1 Introduction

Over recent decades many climate models have evolved into Earth System Models (ESMs),
a term used to identify models that simulate biogeochemical cycles and their interaction
with human and climate systems. Of principal concern is the carbon cycle. Anthropogenic
emissions of carbon lead to increased concentrations of atmospheric carbon dioxide (CO2).5

This directly impacts uptake of carbon by the land and ocean systems and warms the
climate. Climate warming, in turn, perturbs the carbon uptake, typically leading to reduced
carbon uptake and a positive feedback on warming. This climate-carbon feedback was first
explored by Cox et al. (2000) and Friedlingstein et al. (2001) and compared across models
in Friedlingstein et al. (2006). This model intercomparison confirmed that all models gave10

a positive carbon-climate feedback but the magnitude of that feedback was very variable
across models.

While ESM simulations with the full carbon cycle and an interactive atmosphere
(‘emissions-driven simulations’) are essential for quantifying the carbon-climate feedbacks,
simulations with a fixed atmospheric CO2 (‘concentration-driven’) are also valuable. These15

simulations are used to diagnose land and ocean carbon exchange with the atmosphere
based on a prescribed atmospheric history of CO2 and any associated climate impacts of
those atmospheric CO2 changes. Thus the temporal evolution of carbon exchange can be
evaluated for a range of future atmospheric CO2 trajectories. This simpler concentration-
driven mode for ESM simulations removes any direct impact of the carbon cycle on the20

climate simulation with indirect impacts only occuring through possible changes to the land
surface characteristics such as leaf area index.

The Coupled Model Intercomparison Project (CMIP5) (Taylor et al., 2012) included addi-
tional model output from concentration-driven simulations and extra emissions-driven sim-
ulations for those models that could simulate the carbon cycle. Evaluations were conducted25

of the concentration-driven model simulated carbon fluxes over the historical period (Anav
et al., 2013) and the relationship of land carbon fluxes to different climate variables (Shao
et al., 2013). Future carbon fluxes were compared across models for simulations with pre-
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scribed atmospheric CO2 (Jones et al., 2013) and emissions-driven simulations (Friedling-
stein et al., 2014). The range of results for the emissions-driven simulations was similar
to that found by Friedlingstein et al. (2006) with the main cause of the large range being
differences in the land carbon cycle projections. Feedback analysis was conducted by Boer
and Arora (2012) and Arora et al. (2013).5

The Australian Community Climate and Earth System Simulator, ACCESS, has been de-
veloped over recent years to meet both the numerical weather prediction (Puri et al., 2013)
and climate simulation needs (Bi et al., 2013b) of the Australian Bureau of Meteorology,
CSIRO and Australian university researchers. For climate needs, the initial aim was to put
together a physical coupled climate model for participation in CMIP5. A second aim is to10

add the carbon cycle and implement an atmospheric chemistry scheme. Two versions of
ACCESS participated in CMIP5 (Dix et al., 2013), ACCESS1.0 and ACCESS1.3 (Bi et al.,
2013b), differing in their atmosphere model settings and land surface scheme. Develop-
ment of the earth system version of ACCESS, denoted ACCESS-ESM1, is based on the
ACCESS1.4 physical climate model, an updated version of ACCESS1.3 (Fig. 1).15

This paper documents the components of ACCESS-ESM1 (Fig. 1), relative to previously
published versions. Thus we note the relatively minor physical model differences between
ACCESS1.3 and ACCESS1.4 (Appendix A) as well as the addition of the carbon compo-
nents to ACCESS (Sects. 2.2, 2.3, 2.4), to give the current ESM configuration. The model
configuration and model inputs required to run CMIP5-type carbon simulations are pre-20

sented in Sect. 3. Evaluation of the ACCESS-ESM1 model is divided between this paper
and part 2 of this study (Ziehn et al., 2016).

Here we focus on simulations under pre-industrial conditions and prescribed atmospheric
CO2, which should allow the simulated carbon cycle to equilibrate and provides the sim-
plest case for a first evaluation of the model performance. Two land carbon configurations25

are compared, using prescribed or prognostic leaf area index (LAI). These were chosen
because simulating LAI will have an impact on the climate simulation even with prescribed
atmospheric CO2 (Sect. 4.1). We then characterise the simulated carbon cycle behaviour,
with the focus for land carbon on equilibration and variability

:::::::::
focussing

::
on

::::
flux

::::::::::::
equilibration
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(Sect. ??). Understanding the sensitivity of land carbon fluxes to natural climate variability
may be useful for interpreting the response of land carbon fluxes to externally forced climate
change, as well as for model evaluation.For ocean carbon, we focus our evaluation

::::
4.2),

:::::::::
sensitivity

::
to

::::
the

::::::::::
simulation

:::::::::::::
configuration

:::::::
(Sects.

::::
4.3

::::
and

::::
4.4)

::::
and

::::::::::
variability (Sect. ??)on

equilibration and comparison against observations and other models where this is valid5

under pre-industrial conditions
::::
4.5). In Ziehn et al. (2016), evaluation is for a concentration-

driven historical simulation (1850–2005), allowing a more extensive comparison against

:::::::::::
comparison

::::
with

:
present-day observations , particularly for the land carbon cycle

::::
and

:::::
other

:::::::
models. ACCESS-ESM1 simulations for future periods (2005–2100) will be presented else-
where.10

2 ACCESS-ESM1 model description

ACCESS-ESM1 comprises the ACCESS1.4 physical climate model (Sect. 2.1), with new
capability to simulate the carbon cycle. Land carbon fluxes (Sect. 2.2) are simulated as part
of the Community Atmosphere Biosphere Land Exchange (CABLE) model which includes
a module to simulate carbon exchange between land carbon pools, with the optional in-15

clusion of nutrient limitation. Ocean carbon fluxes (Sect. 2.3) are simulated by the World
Ocean Model of Biogeochemistry And Trophic-dynamics (WOMBAT). Versions of CABLE
and WOMBAT have been documented previously (e.g., Kowalczyk et al., 2006; Oke et al.,
2013). Hence the descriptions below are mostly limited to any model developments since
the earlier work and specifics of the model implementation in the ACCESS-ESM1 context.20

The focus is on the carbon fluxes from the land and ocean that are input to the atmosphere
(Sect. 2.4), either actively influencing climate through the atmospheric CO2 field or as pas-
sive tracers for comparison with observed atmospheric CO2.

2.1 Physical model: ACCESS1.4

The physical model to which we are adding the carbon cycle is designated ACCESS1.4. As25

shown in Fig. 1, the atmospheric component of ACCESS1.4 is the UK Met Office Unified
5



D
iscussion

P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|

Model (UM) (Martin et al., 2010; The HadGEM2 Development Team, 2011) to which the
land surface model, CABLE, is directly coupled; the ocean component is a version of the
NOAA/GFDL Modular Ocean Model (MOM4p1) (Griffies, 2009) and sea-ice is modelled us-
ing the LANL CICE4.1 model (Hunke and Lipscomb, 2010) with coupling of the ocean and
sea-ice to the atmosphere with the OASIS coupler (Valcke, 2013). The ACCESS configura-5

tion of the ocean and sea-ice components, ACCESS-OM, is described in Bi et al. (2013a)
with CMIP5 evaluations documented in Marsland et al. (2013) and Uotila et al. (2013). The
ocean-only configuration of ACCESS has been extensively used to explore intrinsic vari-
ability in the ocean and the role it may play in decadal variability (e.g. O’Kane et al., 2013).

ACCESS1.4 is a minor upgrade from ACCESS1.3, which was used for CMIP5 and ex-10

tensively documented (e.g. Bi et al., 2013b; Dix et al., 2013; Kowalczyk et al., 2013). AC-
CESS1.4 addresses a number of issues that were identified during the analysis of the AC-
CESS1.3 CMIP5 simulations and also includes an updated version of CABLE (CABLE2).
Details of changes to the physical model between ACCESS1.3 and ACCESS1.4 are given
in Appendix A.15

2.2 Land carbon model: CABLE

CABLE is a land surface model that simulates the fluxes of momentum, heat, water and
carbon across the land-atmosphere interface. CABLE operates both in standalone mode
(forced with prescribed meteorology) and coupled to atmospheric models (at least five dif-
ferent models to date, both global and regional). The history and scientific core of CABLE20

version 1 is most fully described in Kowalczyk et al. (2006) with a summary description
provided in the Appendix of Wang et al. (2011). ACCESS1.4 and ACCESS-ESM1 use
CABLE2.2.3 (Fig. 1). CABLE version 2 was designed to provide a consolidation of the
standalone and ACCESS versions of CABLE into a single code repository with common
science routines. In particular, this enabled the ACCESS version to optionally run with a bio-25

geochemical module (Wang et al., 2010), which was initially developed for the standalone
version.

6
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In ACCESS, CABLE is run for one or more tiles in each grid-cell with a non-zero land frac-
tion. Each tile represents a different vegetated or non-vegetated surface type with a num-
ber of CABLE input parameters being surface type dependent (Sect. 3.1.1). Each tile is
modelled with a separate soil column beneath the surface. The biogeochemistry module,
denoted CASA-CNP, simulates the flow of carbon, and optionally, nitrogen and phosphorus5

between three plant biomass pools (leaf, wood, root), three litter pools (metabolic, structural,
coarse woody debris) and three organic soil pools (microbial, slow, passive), one inorganic
soil mineral nitrogen pool and three other phosphorus soil pools (labile, sorbed, strongly
sorbed).

The flux of carbon from the land to the atmosphere has two components, net ecosystem10

exchange (NEE) and fluxes due to disturbance (e.g. fire) and land-use change. Currently
CABLE simulates the former but not the latter.

Gross primary production (GPP) and leaf maintenance respiration are calculated every
time step using a two-leaf (sunlit and shaded) canopy scheme (Wang and Leuning, 1998).

GPP = f(LAI,vcmax, jmax) (1)15

where LAI is leaf area index, vcmax is the maximum rate of carboxylation and jmax is the
maximum rate of potential electron transport. LAI may be prescribed or simulated, with
simulated (prognostic) LAI being dependent on the size of the leaf carbon pool (cleaf) and
the specific leaf area (SLA), which is a vegetation dependent parameter:

LAI = max(LAImin, cleaf ×SLA) (2)20

where the max function ensures a vegetation dependent minimum LAI (LAImin). Section ??

:::::
4.2.1 notes an unintended impact of this minimum LAI constraint. vcmax and jmax are veg-
etation dependent parameters for carbon only simulations, but when nutrient limitation is
active, vcmax and jmax become dependent on leaf nitrogen (nleaf) and phosphorus to nitro-
gen ratio (pn) (Zhang et al., 2013; Wang et al., 2012):25

vcmax = (a+ bf(pn)nleaf)× c (3)
7
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jmax = 2vcmax (4)

where a and b are vegetation type dependent empirical coefficients taken from Kattge et al.
(2009) and c is effectively used as a tuning parameter (Supplement, Table S1). For ever-
green broadleaf forest f(pn) is expressed as:

f(pn) = 0.4+9pn (5)5

and set to one for other vegetation types due to the lack of data (Zhang et al., 2013).
Daily mean GPP and leaf respiration are passed into the biogeochemical module which is

run once per day to calculate the remaining respiration fluxes and the carbon flow between
pools. The fractions of GPP allocated to each vegetation pool are vegetation dependent pa-
rameters which, for non-evergreen vegetation types, are also dependent on leaf phenology10

phase (Wang et al., 2010). The phenology phase is prescribed by latitude and vegetation
type and is based on remote sensing data (Zhang et al., 2004, 2005).

Maintenance respiration of woody tissue and roots and growth respiration are calculated
as a function of mean daily air temperature and tissue nitrogen amount. Default carbon
to nitrogen and nitrogen to phosphorus ratios are used when nitrogen and/or phosphorus15

are not simulated. Growth respiration is calculated daily as a proportion of the difference
between daily GPP and plant maintenance respiration, with the proportion being a func-
tion of leaf nitrogen to phosphorus ratio (Zhang et al., 2013). Microbial respiration from
decomposition of litter and soil carbon is also calculated daily and depends on the amount
of organic carbon (or substrate quantity), the nitrogen to carbon ratio of organic carbon20

in litter or soil (substrate quality), and soil temperature and moisture (Kelly et al., 2000).
We used a Q10-type function to describe the dependence of microbial respiration on soil
temperature, although other functions can also be used (Exbrayat et al., 2013).

Since plant and soil respiration rates are only calculated daily, CABLE in ACCESS-ESM1
is not expected to realistically simulate the diurnal cycle of the net land carbon flux to the25

atmosphere, and we restrict our analysis to monthly or longer timescales.
Carbon should be conserved across the land carbon system, that is the net flux to the

atmosphere over a given time period should equal the change in the total carbon across all
8
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carbon pools over that same period. A carbon conservation check is presented in Sect. ??.

CABLE with CASA-CNP has been used in a number of offline applications, where me-
teorological forcing is prescribed, (e.g., Huang et al., 2015) as well as in a low resolution
earth system model in atmosphere-only simulations (Zhang et al., 2011, 2013; Wang et al.,5

2015) or in atmosphere-ocean coupled simulations (Zhang et al., 2014). Experience from
these studies has guided configuration and parameter choices for CABLE in ACCESS-
ESM1 (Sect. 3).

2.3 Ocean carbon model: WOMBAT

The Whole Ocean Model of Biogeochemistry And Trophic-dynamics (WOMBAT) model is10

based on a NPZD (Nutrient, Phytoplankton, Zooplankton and Detritus) model with the ad-
ditions of bio-available iron limitation (Fe), dissolved inorganic carbon (DIC), calcium car-
bonate (CaCO3), alkalinity (ALK), and oxygen (O). At present WOMBAT includes only one
class each of phytoplankton and zooplankton. All biogeochemical (BGC) tracers are calcu-
lated on the same grid as temperature. The equations of WOMBAT are given in Oke et al.15

(2013, Appendix B) and the parameters used in this simulation are given in Table 1. In our
simulations our nutrient is phosphate and hence we do not explicitly simulate the nitrogen
cycle.

In this model we include two DIC tracers: natural and anthropogenic DIC. These two DIC
tracers only differ in the atmospheric CO2 concentration used in the air–sea flux calculation.20

For the natural DIC, the atmospheric CO2 was kept at 285 ppm while for anthropogenic DIC
the atmospheric CO2 increases according to the historical or future atmosphere concen-
tration. At the surface we calculate the air–sea exchange of the two carbon tracers and
oxygen following Lenton and Matear (2007), which uses the difference in partial pressure
between the ocean and atmosphere, the simulated sea-ice concentrations, and the wind-25

speed squared and temperature dependent gas exchange coefficient following Wanninkhof
(1992). We used the OCMIP3 protocol to compute ocean pCO2 from the simulated temper-
ature, salinity, phosphate, DIC and ALK fields. WOMBAT simulates the biological production

9
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and export of particulate organic carbon (detritus) and calcium carbonate from the photic
zone and its subsequent remineralization in the ocean interior. The remineralization of par-
ticulate organic matter occurs through prescribed remineralization and sinking rates. The
model maintains particulate organic matter and calcium carbon

:::::::::
carbonate

:
sediment pools

so that any particulate material reaching the sediments is remineralized back into the over-5

lying water at the same remineralization rate as the water column values. The sediment
pools are included to improve numerical stability of the ocean carbon module by preventing
the instantaneous remineralization of particulate material in the deepest layer of the model.

2.4 Atmospheric carbon dioxide

ACCESS-ESM1, mostly through capability inherited from the Met Office Unified Model, has10

the option of running with or without interactive CO2. When interactive CO2 is selected,
a three-dimensional atmospheric CO2 field is simulated and CO2 is transported through
the atmosphere. This CO2 field influences the radiation calculation in the model as well as
the calculation of the land and ocean carbon fluxes through CABLE and WOMBAT respec-
tively. The atmospheric CO2 field is, in turn, dependent on the land and ocean carbon fluxes15

into or out of the atmosphere, along with any additional prescribed (e.g. anthropogenic)
carbon flux. In this mode, ACCESS-ESM1 can simulate any climate-carbon feedback that
might result from changing anthropogenic carbon fluxes. This mode is used for the CMIP5
emissions-driven simulations. While maintaining an interactive 3-D CO2 field, an additional
switch in ACCESS-ESM1, allows the model radiation scheme to revert to a prescribed (usu-20

ally spatially constant) atmospheric CO2 mixing ratio. This enables simulations to be run that
separate the direct effects of increasing atmospheric CO2 on simulated carbon fluxes from
how the climate affects carbon fluxes.

When ACCESS-ESM1 is run without interactive CO2, the radiation scheme and carbon
flux models are forced with a common prescribed atmospheric CO2 concentration. This25

might be constant in time for a pre-industrial control run, or increasing in time for historical or
future scenarios. Many of the CMIP5 simulations run in this mode. When running in this way,
we have also enabled the model to pass the land and ocean carbon fluxes into two of the

10
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passive tracer fields that are part of the Unified Model code. These tracers are transported
through the atmosphere and allow us to assess the separate contributions of land and
ocean carbon fluxes to features in observed atmospheric CO2 such as the seasonal cycle
or interannual variability.

The atmospheric transport of CO2 does not perfectly conserve carbon. To ensure that5

carbon is conserved in the atmosphere, a mass fixer has been applied as described in
Sect. 2.2.2 of Jones et al. (2011).

3 Model configuration

The ACCESS-ESM1 atmosphere is run with a horizontal resolution of 1.875◦ longi-
tude×1.25◦ latitude, and with 38 vertical levels. The land surface has the same horizontal10

resolution but each grid-cell comprises multiple tiles of different vegetation type. The ocean
horizontal resolution is nominally 1◦, with latitudinal refinements around the equator (0.33
between 10◦ S and 10◦ N) and the Southern Ocean (ranging from 0.25 at 78◦ S to 1◦ at
30◦ S), and a tripolar Arctic north of 65◦ N (Bi et al., 2013a). There are 50 ocean vertical
levels with a nominal 10 m thickness in the upper ocean. In general the physical model15

configuration and forcings follow that used for the ACCESS1.3 CMIP5 simulations (Bi et al.,
2013b; Dix et al., 2013), except that the ACCESS1.3 pre-industrial simulation did not in-
clude background statospheric volcanic forcing. For ACCESS-ESM1, this forcing has been
applied uniformly in time and space as an aerosol optical depth of 0.013, the mean value
of the stratospheric volcanic forcing applied from 1850-2000 in the ACCESS-ESM1 histor-20

ical simulation. Atmospheric CO2 is prescribed at 285 ppm throughout the pre-industrial
simulation.

As noted above, CABLE can simulate land carbon fluxes with or without nutrient limita-
tion. Here we have chosen to run CABLE in the “CNP” configuration, based on results from
some low resolution ESM studies. Zhang et al. (2014) assessed the sensitivity of allowable25

emissions to nutrient limitation comparing cases running the carbon cycle alone (C), carbon
and nitrogen (CN) or carbon, nitrogen and phosphorus (CNP). Depending on the scenario
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and time period considered, the CN case reduced land carbon uptake by 35–40% relative
to the C case, with a further 20–30% reduction in the CNP case. The CN and CNP cases
were within the uncertainty range of estimated global land carbon uptake for the historical
period, as compiled by Zhang et al. (2014). Zhang et al. (2013) assessed the interaction
of land cover change with nutrient limitation. Again the CNP case gave land carbon uptake5

more consistent with observations than the C only case.
For most of the work described here, two sets of simulations have been performed. In

the first set, LAI is prescribed and there should be no interaction between the carbon cycle
and the climate simulation (given that atmospheric CO2 is prescribed in these simulations).
In the second set, LAI is prognostic and dependent on the size of the leaf carbon pool. In10

this case, the change in LAI has an impact on climate through its influence on radiation
absorption and momentum, heat and moisture fluxes. The climate impact will be briefly
examined in Sect. 4.1. The ocean carbon model configuration was the same for both the
prescribed LAI and prognostic LAI simulations.

3.1 Input files15

3.1.1 Land

Most of the input files and parameter settings (Supplement) for the biophysical compo-
nent of CABLE were as described in Kowalczyk et al. (2013) including the LAI used in our
prescribed LAI simulation. Note that the same LAI is used for all vegetation types within
a grid-cell.20

Differences between the model configuration here and Kowalczyk et al. (2013) are
(a) a slight difference in the vegetation distribution used and (b) a change in the leaf optical
property parameters. Thirteen surface types are differentiated: four forest types (evergreen
needleleaf, evergreen broadleaf, deciduous needleleaf, deciduous broadleaf), six shrub and
grass types (shrub, C3 grass, C4 grass, tundra, crop, wetland) and three non-vegetated25

types (lakes, ice, bare ground). As in Kowalczyk et al. (2013) the vegetation distribution
is derived from Lawrence et al. (2012) but where Kowalczyk et al. (2013) restricted each
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grid-cell to three dominant vegetation types, here vegetation types are selected based on
whether they ever occur at greater than 10% of the grid-cell at any time between 1850
and 2100 (under any CMIP5 historical or RCP scenario). This results in a variable num-
ber of vegetation types per grid-cell, from one to seven. While the simulations presented
here do not account for land-use change and are all run with a pre-industrial (1850) vege-5

tation distribution, the vegetation dataset has been constructed to allow further simulations
in which the impacts of land-use change are modelled. The vegetation distribution includes
a small number of wetland tiles but due to an incorrect setting for CASA-CNP, these were
effectively excluded from the simulation of carbon fluxes. The small area involved means
there is no significant impact on any simulation results presented here. The change in leaf10

optical properties (reflectance and transmission) for ACCESS-ESM1 was designed to be
more consistent with the snow-free soil albedo used in ACCESS. The change was made to
improve the low albedo simulated by ACCESS1.3 (Kowalczyk et al., 2013).

Additional input files are required for the biogeochemistry module of CABLE and these
are based on Wang et al. (2010). Parameters (Supplement) such as the fraction of net15

primary production allocated to different pools and turnover times are specific to each veg-
etation type and are set from literature values or tuned based on offline simulations (Wang
et al., 2010). We use the same prescribed leaf phenology as Wang et al. (2010) which gives
the timing of green-up and leaf fall by latitude for all vegetation types except evergreen trees.
We note here the limitation of using present day leaf phenology for pre-industrial simula-20

tions and the inability of the model to simulate a changing growing season with changing
climate.

To simulate nitrogen and phosphorus requires nitrogen deposition and fixation, phospho-
rus from weathering and from dust and soil order, to distinguish soils of different mineralogy
and age. These are all taken from Wang et al. (2010), re-gridded for the ACCESS-ESM125

model resolution and are representative of present-day conditions with no temporal varia-
tion. Nitrogen and phosphorus fertiliser is applied to all crop tiles at a present-day applica-
tion rate taken from Wang et al. (2010). Given a smaller crop area in the 1850 vegetation
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distribution used in all simulations than for present-day, this gives a total fertiliser application
that is a compromise between pre-industrial, present-day and future fertiliser use.

3.1.2 Ocean

The initial conditions for phosphate (P) and oxygen (O2) are derived from the 2005 ver-
sion of the World Ocean Atlas (WOA2005; Garcia et al., 2006a, b). Phytoplankton in the top5

100m was initialised using Chlorophyll (Chl a) taken from a climatology of SeaWIFS (1997–
2008) and then scaled to Phosphorus units using the ratio P : Chl a= 1/16mmolm−3

P : 1.59mgm−3 Chl a. Zooplankton was initialised as 0.05 of the initial phytoplankton con-
centrations. The initial field for Iron (Fe) was taken from a 500 year integration of a coarser
resolution simulation of WOMBAT. Pre-industrial DIC and ALK are initialised from the Global10

Ocean Data Analysis Project (GLODAP, Key et al., 2004).

3.2 Spin-up

There was no formal spin-up of the carbon cycle before the ACCESS-ESM1 pre-industrial
control run was started. The land carbon pools were initialised at values taken from re-
peated test simulations using the prognostic LAI configuration. The ocean BGC initial fields15

come from the observed climatology as described in the previous section. Offline land sim-
ulations and ocean-only simulations were explored to aid in the spin-up process but neither
produced a satisfactory result at the time the pre-industrial run was started. This partly re-
flected the significant and evolving change of the mean climatology of the land, ocean and
atmosphere from the present-day state.20

4 Results: pre-industrial control run

In this section results from two ACCESS-ESM1 pre-industrial control simulations will be
characterised and compared. Each simulation presented here used prescribed (rather than
interactive) atmospheric CO2 set to 285 ppm. The first simulation ran CABLE with pre-
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scribed leaf area index, which we denote “PresLAI” and the second simulation ran CABLE
with prognostic LAI, denoted “ProgLAI”. The ocean carbon configuration was the same for
both simulations, using the ocean parameter set in Table 1. Both these simulations have
been run for 1000 years.

A brief analysis of the simulated climate is presented first (Sect. 4.1), focussing on5

how the climate simulation is impacted in the ProgLAI case and on climate variables
most relevant to the carbon cycle simulation. For land carbon

:::::::
Analysis

:::
of

:::
the

::::::::::::
equilibration

::
of

:::::
land

::::
and

:::::::
ocean

:::::::
carbon

:::::::
fluxes

:::::::
follows

:
(Sect. ??), the analysis of the pre-industrial

control run focusses on carbon conservation, equilibration, and variability, both spatially and
temporally. We do not compare land carbon fluxes with observations because there are no10

pre-industrial datasets and this is addressed in the assessment of the historical simulation
presented in Ziehn et al. (2016).

::::
4.2).

:::::::
Spatial

::::::::::::
distributions

::
of

::::::
fluxes

::::
are

::::::::::
presented

::::
with

::::
the

:::::
focus

:::
for

::::
land

:::::::
carbon

::::::
being

:::
on

:::
the

::::::::::
sensitivity

::
to

::::
the

::::::::::
simulation

::
of

:::
LAI

::::::
(Sect.

:::::
4.3).

:
For ocean

carbon
:
,
:::
we

::::::
focus

:::
on

::::
the

::::::::::
sensitivity

::
to

::::
the

:::::::
ocean

::::::::::
circulation

::::::::::
simulation

:::
by

::::::::::
comparing

::::
the

:::::::::::::::
ACCESS-ESM1

::::::
results

:::::
with

:::::
those

:::::
from

:::
an

::::::::::
ocean-only

::::::::::
simulation

:
(Sect. ??), the analysis of15

the pre-industrial control run focusses on the temporal evolution of global air–sea fluxes and
primary productivity, and presents the mean state of key ocean biogeochemical fields.The
ocean carbon-cycle response is compared to observations where relevant, and with the
results of CMIP5 models. Ziehn et al. (2016) presents spatial and seasonal distributions of
ocean net primary production and the seasonality of air-sea carbon flux. The impact of land20

and ocean carbon fluxes on atmospheric is included in Ziehn et al. (2016) for comparison
with observed atmospheric .

::::
4.4).

:::::::
Finally,

:::
we

:::::::
assess

::::
the

::::::::::
interannual

::::::::::
variability

::
of

:::
the

:::::::
carbon

:::::
fluxes

::::::
(Sect.

:::::
4.5).

::::::::::::::
Understanding

:::
the

::::::::::
sensitivity

::
of

:::::::
carbon

::::::
fluxes

::
to

:::::::
natural

:::::::
climate

:::::::::
variability

::::
may

:::
be

::::::
useful

::::
for

:::::::::::
interpreting

::::
the

:::::::::
response

::
of

::::::::
carbon

::::::
fluxes

::
to

::::::::::
externally

:::::::
forced

:::::::
climate

:::::::
change,

:::
as

::::
well

:::
as

:::
for

::::::
model

:::::::::::
evaluation.25

4.1 Climate

In general, the pre-industrial climate simulations for both configurations of ACCESS-ESM1
are very similar to that of ACCESS1.3 (Bi et al., 2013b) and ACCESS1.4 (Appendix A).
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Running ACCESS-ESM1 with prognostic LAI results in globally warmer surface air temper-
ature (14.59±0.11 ◦C averaged over the final 300 years of the ProgLAI simulation compared
to 14.22± 0.10 ◦C for the PresLAI case). The surface warming extends through the tropo-
sphere and is largest over northern high latitude continents (typically 1–2 ◦C) while over
tropical forests the ProgLAI case is slightly cooler (around 0.5 ◦C) than the PresLAI case5

(Fig. 2a). The northern high latitude warming is more pronounced in winter than summer
suggesting an interaction between LAI and snow. For example, larger LAI would mean less
snow visible under the leaf canopy, a reduced albedo and a consequent higher temperature.
The simulated prognostic LAI is presented in Sect. 4.3; lower prognostic than prescribed
LAI generally appears to result in lower temperatures and vice versa, at least where the10

LAI changes are relatively small. A much reduced LAI appears to be associated with warm-
ing in some parts of the tropics. The different temperature impacts show that there is no
simple relationship between LAI and temperature, rather LAI impacts on many components
of the surface energy balance. We also note that the temperature differences triggered by
changes in LAI are small compared to the tropical-polar temperature gradient and seasonal15

cycles of temperature (Fig. 2b) and both simulations give temperature distributions that are
close to those derived from observations (Jones and Harris, 2014).

The ACCESS-ESM1 simulations of precipitation are similar to ACCESS1.3 and AC-
CESS1.4 (Appendix A). This means that precipitation biases identified in ACCESS1.3
(Kowalczyk et al., 2013) are also present in ACCESS-ESM1, in particular negative pre-20

cipitation biases over India in June–August and over the Amazon in December–February
(their Fig. 9). These biases have implications for the sustainability of vegetation due to in-
sufficient moisture (Sect. ??

:::::
4.2.1) with consequent impacts on the simulation of the land

carbon cycle.
To provide a perspective on the ocean dynamics of ACCESS-ESM1, we show the global25

meridional overturning streamfunction, the annual maximum mixed layer depth and sea-ice
area for the last 100 years of the simulation. For these ocean diagnostics, the two ACCESS-
ESM1 simulations are very similar and we only show the results from the simulation with
prognostic LAI.
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Global meridional overturning circulation from ACCESS-ESM1 (Fig. 3a) shows a maxi-
mum strength in the Antarctic Bottom Water (AABW) cell of 8Sv, which is comparable to
previous ACCESS simulations (Bi et al., 2013a). The maximum strength of the North At-
lantic Deep Water cell is about 24Sv, which is also comparable to other CMIP5 simulations.

The maximum mixed layer depth of ACCESS-ESM1 shows maximum mixed layers5

deeper than 1000 m in the Ross and Weddell Seas and the North Atlantic (Fig. 3b). The
Sub-Antarctic Zone is also a region where maximum mixed layer depths show regional
maxima with mixed layer depths approaching 600 m, which is comparable to observations.
Both the spatial pattern and magnitude of the maximum annual mixed layer depths in the
ACCESS-ESM1 simulation are comparable to previous ACCESS1.3 and 1.4 simulations10

(Marsland et al., 2013; Uotila et al., 2013).
To assess the ACCESS-ESM1 simulation of sea ice, we show the seasonal climatology

of the northern and southern sea ice area from the last 100 years of the simulation (Figure
4a). In both hemispheres the seasonal climatology is similar to the observations but with
a tendency to slightly under-estimate the sea ice area. Such behaviour is similar to other15

ACCESS simulations and other CMIP5 simulations (Marsland et al., 2013; Uotila et al.,
2013). The simulated annual average sea ice area for ACCESS-ESM1 is similar to the
observed values of 11.6±0.6×1012m2 and 11.6±0.5×1012m2 for the northern and southern
hemispheres respectively Comiso (2000). The simulation shows much greater variability in
the annual average in the southern hemisphere than the northern hemisphere (Fig. 4b).20

4.2
:::::::
Carbon

:::::::::::::
equilibration

4.3 Land carbon

4.2.1 Land carbon conservation

The conservation of land carbon has been checked across a sample 100 period of the
PresLAI and ProgLAI simulations (years 601–700, other 100 year periods give similar25

results). The change in total carbon across all carbon pools over the 100 was compared
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with the net carbon flux to the atmosphere across the same period for each vegetated tile.
The distribution of this carbon imbalance varied with vegetation type but was typically highly
skewed; negative values were in the range of -1.9 to 0 over 100 while a small number of
positive imbalances ranged up to 1000–48000

::::
The

:::::::::
temporal

::::::::
evolution

:::
of

:::
the

::::::
global

:::
net

:::::
NEE

:::
and

::::::::
sea–air

:::::::
carbon

::::
flux

:
over 100

:::
the

::::::
1000 years . The large positive imbalances indicate5

that the change in carbon across the pools was smaller than the flux of carbon to the
atmosphere.

Based on the range of negative imbalances, we assume that ±2over 100 is indicative of
the computational precision of the carbon conservation calculation. Using this criteria 85 of
vegetated tiles in the PresLAI simulation and 87 of tiles in the ProgLAI simulation show good10

carbon conservation.The shrub vegetation type has the smallest proportion of tiles meeting
this criteria (45–62 ) followed by deciduous broadleaf in the PresLAI case (70 ) and C3 grass
in the ProgLAI case (75 ).

Tiles with poor carbon conservation are characterised by zeroor very low leaf carbon
and possibly other highly depleted carbon pools. The magnitude of the carbon imbalance15

is well correlated (greater than 0.9) with a count of the number of months with zero leaf
carbon across the 100 period. The low leaf carbon often occurs in regions with low rainfall.
This can be illustrated by taking a transect along 76.9 E from 8.75-32.5 N across India
(where rainfall is poorly simulated by the physical model). Rainfall is much larger at the
northern and southern ends of the transect and badly underestimated in between. The20

leaf carbon pool for the crop vegetation type (which is present across the latitude range)
follows the rainfall distribution with higher values at the ends of the transect than in the
middle (correlation with precipitation of 0.93). Clearly the low rainfall is leading to insufficient
moisture to support plant growth. Effectively the plants die, but while this may be a realistic
response to insufficient rainfall, it is now apparent that CABLE is not handling this situation25

in a self-consistent manner. In the PresLAI case, this is likely due to a lack of coupling
between the LAI and the leaf carbon pool but this can also occur in the ProgLAI case
because the model has been coded to enforce a minimum allowed LAI (dependent on
vegetation type). Since the leaf respiration calculation is dependent on LAI, this leads to
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situations where leaf respiration becomes greater than GPP. Reformulating CABLE to better
manage this situation is a high priority for future model development. The impact of the lack
of carbon conservation on the overall model simulation will be noted where applicable in
the analysis that follows but is generally found to be small and confined to relatively small
regions. Given the land carbon calculation in each tile is independent, a lack of conservation5

in individual tiles does not adversely impact any other tiles.

4.2.1 Flux equilibration

The temporal evolution of
:::::::::
simulation

::
is
:::::::
shown

::
in

::::
Fig.

:::
5,

::::
with

:::
the

::::::::::::
expectation

::::
that

:::
the

::::::
fluxes

::::::
should

::::::::::
equilibrate

:::
to

:::::
zero.

::::
The

::::
two

:::::::::::
simulations

::::
give

:::::
very

::::::
similar

:::::::
results

:::
for

:::
the

::::::::
sea–air

::::
flux,

:::::::::
consistent

:::::
with the global land carbon fluxes over the 1000

:::
use

::
of

::::
the

::::::
same

::::::
ocean

:::::::
carbon10

::::::::::::
configuration

::::
and

::::::
initial

::::::::::
conditions.

:::::
The

::::
flux

::
is

:::::::
slowly

::::::::::::
approaching

:::::
zero,

:::::::::
reaching

:::::::
around

:::
0.6 of simulation is shown in Fig. ??. In the ProgLAI case (Fig. ??a), GPP is slightly smaller
than the summed respiration fluxes, with both showing a small drift to smaller values over
the first 400–500 . Variations between consecutive 25 periods can be 1–2PgC yr−1 and
are similar between GPP and summed respiration. The variability is smaller in the PresLAI15

case (Fig. ??b) when the feedback from the prognostic LAI is not included. In the PresLAI
case the summed respiration fluxes decrease in time, particularly over the first 300 . This
is to be expected since the prognostic LAI

::::
after

:::::
1000

::::::
years.

::::::::
Missing

:::::::
values

::
in

::::
the

:::::::
sea–air

:::
flux

::::
are

::::
due

:::
to

::
a

:::::::::
numerical

::::::::::
instability

::::::
which

:::::::::
manifests

:::
as

::
a
:::::
very

:::::
large

::::::::
sea–air

::::
flux

::
in
::::

the

:::::
North

::::::::
Atlantic

::::::
which

:::::::
decays

:::::
over

::
a

::::
few

::::::
years.

::
A
:::::::::::::
reformulation

:::
of

:::
the

:::::::
ocean

:::::::
carbon

:::::
code20

::::::::
resolved

::::
this

::::
and

:::::
was

::::::::::::
implemented

::::::::
towards

::::
the

::::
end

:::
of

:::
the

::::::::::::
simulations

:::::
(and

:::::::::::
subsequent

::::::::
historical

:::::
and

::::::
future

:::::::::::
scenarios).

::::
The

:::::::::
evolution

:::
of

::::
the

:::::
land

:::::::
carbon

::::
flux

::::::
differs

:::::::
across

::::
the

:::
two

:::::::::::
simulations

:::::::::
because

:::
the

::::::::::
prognostic

::::
LAI configuration had been run for several hundred

years in test runs before the start of the 1000 year simulation but this was notthe case for the
PresLAI run. Respiration takes longer to equilibrate than GPP because of its dependence25

on carbon pools with longer turnover times.
Figure ??c shows the 25

:::::
while

:::
the

:::::::::
PresLAI

:::::
case

::::
had

::::
not.

::::::::
Hence,

:::
the

:::::::::
ProgLAI

:::::
case

::
is

:::::
close

::
to

:::::
zero

:::::::::::
throughout

:::
the

::::::::::
simulation

:::::::::
whereas

::
in

::::
the

::::::::
PresLAI

:::::
case,

:::::::::::
respiration

::
is

::::::
larger
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::::
than

:::::
GPP

::::::
giving

::
a

:::
net

:::::::
source

:::
to

:::
the

::::::::::::
atmosphere

::::
that

::::::::::
decreases

:::::
from

:::::::
around

::
2 mean NEE

for the two model configurations. Again, after the initial adjustment of the PresLAI case, the
ProgLAI case is more variable than the PresLAI one. Neither case equilibrates PgC yr−1.

::::
The

::::::::::::
equilibration

::
of

::::
the

::::::
fluxes

::
is

:::::::::
explored

:::::::
further,

::::::
firstly

:::
for

:::::
land

:::::::
carbon

::::
and

:::::::::
secondly

:::
for

::::::
ocean

:::::::
carbon.

:
5

4.2.1
:::::
Land

:::::::
carbon

:::::::::::::
equilibration

::
In

:::::
both

::::
land

:::::::
carbon

:::::::::::::::
configurations,

::::
total

:::::::::::
respiration

::::::::
remains

:::::::
slightly

::::::
larger

:::::
than

:::::
GPP

::::
and

::::
NEE

:::::
does

::::
not

:::::
quite

::::::::::
equilibrate

:
to zero; over the last 500 years of the simulation the global

NEE is 0.40PgC yr−1 for PresLAI and 0.14PgC yr−1 for ProgLAI. However tiles with poor
carbon conservation contribute disproportionally to this global NEE with the largest NEE10

imbalances confined to relatively small regions in India and eastern tropical South America
(Supplementary Figure 1).Excluding the 15 of tiles with poor conservation, the NEE is
reduced to 0.07 and 0.05 for the PresLAI and ProgLAI cases respectively. In both cases,
the evergreen broadleaf vegetation type makes

::::
Fig.

::
6

:::::::
shows,

:::
for

::::
the

:::::::::
ProgLAI

:::::
case,

::::
the

::::::::::
vegetation

:::::
types

:::::
that

:::
are

::::::::
slowest

:::
to

::::::::::
equibrate,

::::::
along

::::
with

::::
the

:::::::
carbon

::::
and

::::::::
nutrient

::::::
pools15

:::
that

::::
are

::::
still

:::::::::
changing

::
at

:::
the

::::
end

:::
of

:::
the

:::::::::::
simulation.

::::
The

::::::::::
evergreen

:::::::::
broadleaf

::::
and

::::::::::
deciduous

:::::::::
broadleaf

::::::::::
vegetation

::::::
types

::::::
make

:
the largest contribution to this remaining

:::
the

:
non-zero

NEE , as its fluxes are slower to equilibrate than most other vegetation types (Fig. 6a).
Broadleaf deciduous vegetation also stands out, showing a relatively large positive NEE in
each 100 period with only a slow decrease over time but typically 0.04 of this is due to poorly20

conserving tiles
:
,
::::
and

:
a
:::::::
similar

::::::
result

:
is
::::::
found

:::
for

::::::::
PresLAI

::::
(not

:::::::
shown). The tundra vegetation

type gives negative NEE, getting closer to zero over time. This vegetation type was found to
be particularly susceptible to a poor initial choice of pool sizes, which impeded the spin-up
to equilibrium due to excessive loss of soil nutrients, particularly phosphorus. Tundra pools
are still recovering in the first 500 years of this simulation. Evergreen needleleaf vegetation25

shows little trend in NEE but some variability between 100 year periods. Other vegetation
types (not shown) are generally close to zero NEE after the first 100 years.
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The slightly positive NEE flux to the atmosphere is
::::::
should

:::
be

:
balanced by a decrease in

the total carbon across all pools (Fig. 6b), which .
::::
The

:::::::::
decrease

:
is dominated by carbon loss

from the passive soil pool (which has the longest turnover time). The slow soil pool and plant
wood pool show much smaller differences over time, being a carbon gain and a carbon loss
respectively. The figure shows centennial scale variability in these pools which contributes5

to the decadal to centennial scale variability seen in the total carbon and likely explains the
small gain in total carbon over the last 150 years of the simulation. Around two thirds of the
carbon loss in the passive soil pool can be attributed to evergreen broadleaf tiles, consistent
with this type contributing the largest non-zero NEE at the end of the simulation.

The behaviour of the nitrogen pools (Fig. 6c) is broadly similar to the carbon pools with10

nitrogen loss from the passive soil pool, again largely from the evergreen broadleaf vege-
tation type. This loss is offset, to a greater extent than for carbon, by increases in nitrogen
in the slow soil pool, primarily for the tundra vegetation type. The trend in pools is a little
different for phosphorus (Fig. 6d) with both the passive and slow soil pools growing, while
the inorganic phosphorus pools are declining. The pools that are changing most are typ-15

ically those with the longest residence times. As for nitrogen the slow soil pool change is
dominated by the tundra vegetation type but the other pool changes are split more evenly
across a range of vegetation types.

4.2.2 Flux distribution and variability

The zonal mean GPP, plant and soil respiration over
::::
Over

:
the last 500

:::::
years

:::
of

::::
the20

::::::::::
simulations

::::
the

:::::
total

::::::::
carbon

:::::
pool

::::::::::
decreases

:::
by

:::::
0.09 for the ProgLAI case is shown in

Fig. 8a along with the GPP for the PresLAI case. The GPP distribution is broadly similar for
both cases with maximum GPP in the tropics. However ProgLAIgives relatively higher GPP
in the mid latitudes (40–60) and lower GPP in the tropics than PresLAI. Plant respiration
generally exceeds soil respiration in the tropics but tends to be smaller than soil respiration25

at mid-high latitudes.
The difference in GPP can be understood when the prognostic LAI is compared to the LAI

values used in the prescribed (PresLAI) case (Fig. 8b). In the prescribed LAI case, the same
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LAI is used for all tiles within a grid-cell regardless of vegetation type, varying seasonally
but not from year to year. Zonally averaged, the prescribed LAI is largest in the tropics,
peaking at over 3.0, with annual values closer to 1.0 in the mid latitudes. In ProgLAI, the
simulated LAI values are lower in the tropics than those prescribed for all vegetation types.
This contrasts with the simulated LAI in the mid-latitudes when all vegetation types show5

as large or much larger values than those prescribed. In general the evergreen tree types
show larger LAI than the other vegetation types; C4 grass is particularly low over much of its
geographical range. It appears that C4 grass is more sensitive to low rainfall than co-located
C3 grass, especially when CABLE is run with prognostic vcmax. While C4 vegetation is
annual and expected to die-back under dry conditions, CABLE does not appear capable10

of re-growing the vegetation when rainfall does occur. Some improvement in the simulation
might be achieved through parameter tuning, but revision of the model formulation for C4
plants may also be required.

Land carbon fluxes are highly seasonal and this is captured by the model; Fig. 9 shows
NEE for the final 100PgC yr−1

:::
for

::::::::
PresLAI

::::
and

:::::
0.06 of the simulation. In the extra-tropics15

NEE is positive in winter and negative in summer (driven by available radiation), while in
the tropics the NEE seasonality follows precipitation, with carbon uptake in the wet season
and release in the dry season. With the exception of the southern extratropics, the NEE
seasonality is smaller in magnitude for the ProgLAI case than for the PresLAI case. In the
northern extratropics ProgLAI shows a longer growing season but with less uptake in June20

and July, while positive fluxes in winter are similar to the PresLAI case. In the tropics both
carbon uptake and release are smaller for ProgLAI, reflecting the lower simulated LAI in
the tropics. In the southern extratropics, the larger NEE seasonality in ProgLAI will not have
a large impact on the total carbon flux to the atmosphere since the southern extratropical
land area is very small.25

Including prognostic LAI in the simulation changes the interannual variability (IAV) of the
land carbon fluxes. For global fluxes (Table 2), the standard deviation of annual GPP in the
ProgLAI case is 60PgC yr−1

::
for

:::::::::
ProgLAI.

:::::::
These

::::::::::
differences

::::
are

::::::::::::
substantially

:::::::
smaller

:::::
than

:::
the

:::::
NEE

:::::
over

::::
this

::::::
period

:::::
(0.40

:::::
and

::::
0.14 larger than in the PresLAI case. Variability in the
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respiration fluxes is also larger for ProgLAI, particularly for the leaf respiration. However,
for global NEE the ProgLAI case gives slightly smaller standard deviation than PresLAI
because GPP and leaf respiration are strongly positively correlated in the ProgLAI case,
driven by the interannual variations in LAI. In the PresLAI case, with fixed LAI from year to
year, PgC yr−1

:::::::::::
respectively)

::::::::::
indicating

:
a
:::::::::
problem

::::
with

:::::
land

:::::::
carbon

:::::::::::::
conservation.

::::::::
Analysis5

::::::
across

:::
all

::::::::::
vegetated

::::
tiles

::::::
shows

::::
that

:::::
poor

:::::::
carbon

:::::::::::::
conservation

::::::
occurs

::::::
when

:::::::
rainfall

::
is

::::
low,

the relatively small interannual variability in leaf respiration appears to be most strongly
driven by temperature and has a moderate negative correlation with interannual variations
in GPP. Although the IAV of global NEE is smaller for ProgLAI than PresLAI, ProgLAI shows
generally larger standard deviation of NEE at mid-high latitudes than PresLAI (Fig. 12a and10

b). Also shown in Fig. 12c and d is the autocorrelation of NEE for
::::
soil

:::::::
column

:::::
dries

::::
out

:::
and

::::
the

::::
leaf

::::::::
carbon

::::
pool

:::
is

::::
fully

::::::::::
depleted.

::
In

::::::
these

:::::::::::::::
circumstances,

::::::
fluxes

::::::::
become

::::::
small

:::
but

::::::::::::
inconsistent,

:::
in

::::
part

:::::
due

:::
to

:::::::
CABLE

::::::::::::
maintaining

::
a

:::::::::
minimum

::::
LAI

::::::
even

::::::
when

:::
no

::::
leaf

::::::
carbon

:::
is

::::::::
present.

::::::::::
Resolving

::::
this

::::::::::::
inconsistent

::::::::::
behaviour

::
in

::::::::
CABLE

::
is
::

a
:::::

high
:::::::
priority

::::
but

:::
has

::::::::
proved

::::::::::::
challenging.

:::::::
Overall

::::::::
around

:::::
15%

::
of

:::::
tiles

::::
are

:::::::::
impacted

:::
to

::::::
some

:::::::
extent,

::::
but15

:::
the

:::::::
largest

:::::
NEE

:::::::::::
imbalances

::::
are

:::::::::
confined

::
to

:::::::::
relatively

::::::
small

:::::::
regions

:::
in

:::::
India

::::
and

::::::::
eastern

:::::::
tropical

::::::
South

::::::::
America

:::::::::::::::
(Supplementary

:::::::
Figure 1 lag. This shows larger positive correlation

for ProgLAI than PresLAI, with the large correlations located mainly in semi-arid regions.
Larger correlations for ProgLAI are expected; a year of large GPP and consequently more
carbon uptake will lead to increased LAI and a tendency to maintaining large GPP and20

carbon uptake in the following year. The location of the larger correlations suggests this
process is most important for regions where the vegetation is more marginal.

The impact of climate variability on NEE is seen in Fig. 13 which shows the correlation
between NEE and precipitation or screen-level temperature for the ProgLAI case. The
correlations are similar in pattern for PresLAI and generally slightly stronger than for25

ProgLAI (suggesting that in ProgLAI the IAV driven by climate is slightly moderated
by the autocorrelation in NEE generated by LAI variability). There are strong negative
correlations with precipitation in regions where the rainfall is generally lower and plant
growth is water-limited, such as at the margins of deserts. In the northern high latitudes
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the correlation with precipitation becomes positive. With water limitation unlikely in
this region, low precipitation is likely associated with less cloud and more sunshine
leading to greater photosynthesis and more negative NEE. The NEE correlation with
temperature is positive almost everywhere and largest in the tropics. This is presumably
due to the temperature dependence of respiration. Ciais et al. (2013, Fig. 6.17) presents5

the sensitivity of interannual variations in global land carbon sink to interannual variations
in global land temperature and precipitation for 1980-2009, showing a large range of
sensitivities across models. While not directly comparable, sensitivities calculated from
the ProgLAI simulation are mostly within the range of other models but also seem quite
sensitive to the time period over which the calculation is performed

:
),
::::::
which

::::
are

:::::::
known

::
to10

::::
have

:::::::::
negative

:::::::
rainfall

::::::
biases

:::::::::::::::::::::::
(Kowalczyk et al., 2013).

::::::
Given

::::
the

::::
land

:::::::
carbon

:::::::::::
calculation

::
in

:::::
each

:::
tile

::
is

::::::::::::
independent,

::
a
::::
lack

:::
of

::::::::::::
conservation

::
in

:::::::::
individual

:::::
tiles

:::::
does

:::
not

:::::::::
adversely

:::::::
impact

:::
any

::::::
other

:::::
tiles

::::
and

:::::
very

::::
little

:::::::
impact

:::
is

:::::
seen

:::
on

::::
the

:::::::
overall

::::::::::::::
characteristics

:::
of

::::
the

::::::
model

:::::::::
simulation.

4.3 Ocean carbon15

4.2.1 Temporal evolution and the global air–sea
::::::
Ocean

:
carbon flux

::::::::::::
equilibration

By design WOMBAT conserves the biogeochemical tracers in the ocean, which means the
rate of change in the total carbon in the ocean and sediment pools equals the net sea–air
flux. The temporal evolution of the global sea–air flux of carbon for the last 100 years of
the ESM simulations

:::::::::
simulation

:
is shown in Fig. 7a. Over the simulation period there is a20

net flux of carbon out of the ocean, which is declining as the ocean slowly equilibrates with
the atmosphere. By the end of the simulation, the net outgassing of carbon from the ocean
is about 0.55PgC yr−1. The net sea-air

:::::::
sea–air flux is declining but to reach zero will take

several thousands of years .
::
to

:::::
reach

:::::
zero.

:
For comparison, ?

::::::::::::::::::::
Séférian et al. (2016) showed

the drift in one CMIP5 model (see
::::
their

:
Figure 2in ?) where the magnitude of the modeled25

sea-air
:::::::
sea–air imbalance is similar to our simulation (0.6 PgC yr−1).
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As the carbon equilibration time is set by the millennium time-scale of deep water cir-
culation, existing computational resources are insufficient to allow the ESM simulation to
reach full carbon equilibrium (∼ 4000 years). We explored using the ocean initial state from a
long simulation of an ocean-only simulation driven by climatological atmospheric re-analysis
fields. This failed to reduce the drift because the climate of ACCESS-ESM1 was substan-5

tially different from the atmospheric re-analysis fields and hence the ocean circulation dif-
fered significantly from the ocean-only simulation.

Within WOMBAT, if particulate organic matter and calcium carbonate are not remineral-
ized before reaching the seafloor they can accumulate in the sediments. We implemented
this simple sediment pool to handle high flux events and reduce the possibility of numerical10

instabilities. The ESM simulation showed that the global organic and inorganic carbon in the
sediments are stable and small (Fig. 7b) compared to the total amount of carbon dissolved
in seawater (≈ 37000 Pg C; Ciais et al., 2013). Therefore, in the ESM simulation the net
sea–air flux of carbon equals the total change in carbon dissolved in the ocean.

While there is a slow decline in the global mean sea–air carbon flux, the upper ocean15

dynamics have largely stabilised as shown by no trend in the simulated annual mean pri-
mary productivity (Fig. 7c) and no discernable trends in global surface DIC and alkalinity
concentrations (Fig. 7d and e). Over the last 100 years of the simulation the annual mean
primary productivity is about 51 ± 1 PgC yr−1. The value is consistent with global estimates
of primary productivity, which range between 45–50PgC yr−1 (e.g. Carr et al., 2006).20

4.2.2 Surface field assessment

4.3
:::::
Land

:::::::
carbon

:::::::::::
sensitivity

:::
to

::::
LAI

To assess our ocean carbon cycle simulation against observations we use a Taylor diagram
(?). We also apply the same analysis to archived CMIP5 simulations (Taylor et al., 2012) to
benchmark the performance of ACCESS-ESM relative to other CMIP5 models. A Taylor25

diagram allows us to summarise the bias, relative variability and correlations of the
simulations with the observations.Figure ?? shows the Taylor diagram comparing the
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annual mean surface phosphate, oxygen, alkalinity, DIC, temperature and salinity fields.
Overlain on this plot are the median values from CMIP5 assessed against observations

:::::
Land

::::::
carbon

::::::
cycle

::::::
fluxes

::::
are

:::::::::::::
characterised

:::
by

::::
their

:::::::
spatial

::::
and

:::::::::
seasonal

::::::::::::
distributions

::::
and

:::::
their

:::::::::
sensitivity

:::
to

:::::
LAI.

::::
Fig.

::::
8a

::::::::::
compares

::::
the

::::::::::
simulated

::::
LAI

:::
for

::::
all

::::::::::
vegetation

::::::
types

:::
in

::::
the

::::::::
ProgLAI

::::::::::
simulation

:::::
with

:::::
that

:::::
used

:::
in

::::
the

:::::::::::
prescribed

::::::::::
(PresLAI)

:::::
case. In the plot, the5

radial distance of agiven simulation from the origin gives the standard deviation of the
simulation normalised by the standard deviation of the observations. The angle from

::::::::::
prescribed

::::
LAI

::::::
case,

::::
the

:::::::
same

::::
LAI

::
is
::::::

used
::::

for
:::
all

:::::
tiles

::::::
within

:::
a

::::::::
grid-cell

:::::::::::
regardless

::
of

:::::::::::
vegetation

:::::
type,

::::::::
varying

:::::::::::
seasonally

::::
but

::::
not

::::::
from

:::::
year

:::
to

::::::
year.

::::::::
Zonally

::::::::::
averaged,

:::
the

:::::::::::
prescribed

::::
LAI

:::
is

:::::::
largest

:::
in

::::
the

::::::::
tropics,

::::::::
peaking

:::
at

:::::
over

:::::
3.0,

:::::
with

:::::::
annual

:::::::
values10

::::::
closer

::
to

::::
1.0

::
in

::::
the

::::
mid

:::::::::
latitudes.

:::
In

:::::::::
ProgLAI,

:
the x axis provides the spatial correlation

coefficient between the simulations and the observations. The radial distance from the
point marked observations gives a measure of the RMS difference between the simulation
and observations normalised by the standard deviation of the observations. The point’s
colour represents the bias in the simulation given as the relative difference in the globally15

averagedvalues between simulation and observations calculated as (mean_model –
mean_observations)/mean_observations; positive values show the model is overestimating
the observed value. The observations for phosphate, temperature and salinity come from
the World Ocean Atlas climatology (WOA2005; Garcia et al., 2006a, b), while pre-industrial
DIC and alkalinity are from GLODAP (Key et al., 2004). The individual CMIP5 models20

used to calculate the multi-model median fields, are: CanESM2, GFDL-ESM2M,
HadGEM2-CC, HadGEM2-ES, IPSL-CM5A-LR, IPSL-CM5A-MR, IPSL-CM5B-LR,
MPI-ESM-LR, MPI-ESM-MR (Anav et al., 2013). Furthermore, only the surface fields
are assessed because by the last century of the ACCESS-ESM1 simulation they show no
significant drift.25

For all variables considered, the ACCESS-ESM1 simulation shows correlations with
the observations of better than 0.6. SST shows the highest correlation (R> 0.98) with
observations having a better correlation and lower bias than the median of the CMIP5
models, and a very similar magnitude of variability with the observations. In contrast, sea
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surface salinity (SSS) shows the lowest correlation in both ACCESS-ESM1 and CMIP5
median. ACCESS-ESM1 underestimates the observed SSS variability and has a global
mean value that is less than observed. The median of the CMIP5 models has a slightly lower
correlation with the observations but with greater variability and a greater underestimate
of

::::::::
simulated

::::
LAI

:::::::
values

::::
are

::::::
lower

::
in

::::
the

:::::::
tropics

:::::
than

::::::
those

:::::::::::
prescribed

:::
for

:::
all

::::::::::
vegetation5

::::::
types.

::::
This

:::::::::
contrasts

:::::
with

:::
the

::::::::::
simulated

:::
LAI

:::
in

:::
the

:::::::::::::
mid-latitudes

:::::
when

:::
all

::::::::::
vegetation

::::::
types

:::::
show

:::
as

:::::
large

:::
or

:::::
much

::::::
larger

:::::::
values

:::::
than

:::::
those

:::::::::::
prescribed.

:::
In

:::::::
general

::::
the

::::::::::
evergreen

::::
tree

:::::
types

:::::
show

::::::
larger

::::
LAI

:::::
than

:::
the

:::::
other

:::::::::::
vegetation

::::::
types.

::::
This

::
is
:::::
likely

::::::
more

::::::::::
significant

:::
for

:::
the

:::::::::
evergreen

::::::::::
needleleaf

:::::
type

::::
due

::
to

::
its

:::::::::
relatively

:::::
large

:::::
areal

::::::
extent

::
in

::::
the

::::::::
northern

::::::::::::
mid-latitudes

::::::::
whereas

:::
the

:::::
very

::::::
large

:::::::::
simulated

::::
LAI

:::::::
values

:::
for

::::
the

:::::::::
evergreen

::::::::::
broadleaf

:::::
type

:::
are

:::::::
limited10

::
to

::
a

::::
very

::::::
small

::::::::
number

::
of

:::::
tiles.

:::
C4

::::::
grass

::
is

:::::::::::
particularly

::::
low

:::::
over

:::::
much

:::
of

:::
its

::::::::::::
geographical

::::::
range.

::
It

::::::::
appears

::::
that

:::
C4

::::::
grass

::
is
::::::
more

::::::::
sensitive

:::
to

::::
low

::::::
rainfall

:::::
than

::::::::::
co-located

::::
C3

::::::
grass,

:::::::::
especially

::::::
when

::::::::
CABLE

::
is

::::
run

::::
with

:::::::::::
prognostic

::::::
vcmax.

::::::
While

:::
C4

::::::::::
vegetation

:::
is

:::::::
annual

::::
and

::::::::
expected

:::
to

::::::::
die-back

::::::
under

::::
dry

::::::::::
conditions,

::::::::
CABLE

:::::
does

:::
not

:::::::
appear

::::::::
capable

:::
of

::::::::::
re-growing

:::
the

::::::::::
vegetation

::::::
when

:::::::
rainfall

:::::
does

::::::
occur.

:::::::
Some

::::::::::::
improvement

:::
in

:
the global averaged SSS15

than ACCESS-ESM1. Biases in SSS are not surprising given the challenges with capturing
well the hydrological cycle in ESMs (?)

::::::::::
simulation

::::::
might

:::
be

:::::::::
achieved

::::::::
through

::::::::::
parameter

::::::
tuning,

::::
but

:::::::
revision

:::
of

:::
the

::::::
model

:::::::::::
formulation

:::
for

:::
C4

:::::::
plants

::::
may

::::
also

:::
be

::::::::
required.

The poor representation of salinity in ACCESS-ESM1 and
::::::::::
differences

:::
in

::::::::::
prescribed

::::
and

:::::::::
simulated

::::
LAI

:::
are

:::::::::
reflected

::
in

:::
the

::::::
zonal

::::::
mean

:::::
GPP

::::
over

::::
the

:::
last

:::::
500 years

::::
(Fig.

::::
8b).

::
In

:::::
both20

:::::
cases

::::
the

:::::
GPP

:::::::::::
distribution

:::::
gives

::::::::::
maximum

:::::
GPP

::
in
::::
the

:::::::
tropics

:::
but

:
the CMIP5 simulations

will impact the simulated alkalinity.ACCESS-ESM1 has large regional biases in surface
salinity (Bi et al., 2013b, Fig. 16), which produce surface alkalinity biases because alkalinity
is strongly influenced by air–sea freshwater exchanges. The ACCESS-ESM1 alkalinity has
a similar correlation with the observations as SSS but with a weak negative bias. To reduce25

the alkalinity bias of ACCESS-ESM1 one needs to reduce the export of calcium carbonate
from the upper ocean. However, given the strong relationship between SSS and surface
alkalinity the higher correlation of alkalinity in the CMIP5 median with the observations
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suggests these models may be over-tuning their simulation to compensate for the errors in
the SSS simulation.

For DIC, ACCESS-ESM1 shows a good correlation with observations
:::::::
PresLAI

:::
is

::::::
larger,

:::::::::
consistent

:::::
with

::::
the

::::::
larger

:::::
LAI.

::::::::
ProgLAI

::::::
gives

:::::::::
relatively

:::::::
higher

:::::
GPP

::
in

::::
the

::::
mid

:::::::::
latitudes

::::::
(40–60◦

::
).

::::::::
Globally

:::::
GPP

::
is

:::::::
slightly

::::::
larger

:::
for

::::
the

::::::::
PresLAI

::::
run

::
at

::::::
116.4PgC yr−1

:::::::::
compared5

::
to

::::::
110.2PgC yr−1

:::
for

:::
the

:::::::::
ProgLAI

:::::
case.

::::::
Zonal

::::::
mean

::::::::::
respiration

:::
is

::::::
shown

:::
for

::::
the

::::::::
ProgLAI

::::
case

:::::
only

:
(Fig. ??), which is comparable with the CMIP5 median, but overestimates

the magnitude of the variability when compared with CMIP5 and observations. The
underestimation of the mean value, also seen in the CMIP5 median, can be attributed to the
negative alkalinity bias reducing the surface DIC concentration that would be in equilibrium10

with the atmosphere. In comparison to the observations and CMIP5, phosphate is poorly
represented in ACCESS-ESM1 with a large overestimation of the surface concentration. In
contrast, the median from CMIP5 underestimates the observed mean value. Despite a poor
representation of phosphate, this does not translate into a significant bias in global primary
productivity. However,

:::
8b).

:::::
Plant

:::::::::::
respiration

:::::::::
generally

::::::::
exceeds

::::
soil

::::::::::
respiration

::
in

:::
the

:::::::
tropics15

:::
but

::::::
tends

::
to

:::
be

:::::::
smaller

:::::
than

:::
soil

:::::::::::
respiration

::
at

::::::::
mid-high

:::::::::
latitudes.

:

:::::
Land

:::::::
carbon

::::::
fluxes

:::
are

:::::::
highly

:::::::::
seasonal

::::
and

::::
this

::
is

::::::::
captured

:::
by

::::
the

:::::::
model;

::::
Fig.

::
9

::::::
shows

::::
NEE

:::
for

:::
the

:::::
final

::::
100 years

::
of

:::
the

::::::::::
simulation.

:::
In

:::
the

::::::::::::
extra-tropics

:::::
NEE

::
is

:::::::
positive

::
in

::::::
winter

::::
and

::::::::
negative

::
in

::::::::
summer

:::::::
(driven

:::
by

::::::::
available

::::::::::
radiation),

:::::
while

:::
in

:::
the

:::::::
tropics

:::
the

:::::
NEE

:::::::::::
seasonality

::::::
follows

:::::::::::::
precipitation,

::::
with

:::::::
carbon

:::::::
uptake

::
in

:::
the

::::
wet

:::::::
season

::::
and

::::::::
release

::
in the consequence20

of the poor spatial distribution of phosphate will be discussed in the next section.
:::
dry

:::::::
season.

:::::
With

::::
the

::::::::::
exception

::
of

::::
the

:::::::::
southern

::::::::::::
extratropics,

::::
the

:::::
NEE

:::::::::::
seasonality

:::
is

:::::::
smaller

::
in

::::::::::
magnitude

:::
for

::::
the

::::::::
ProgLAI

:::::
case

:::::
than

:::
for

:::
the

::::::::
PresLAI

::::::
case.

:::
In

:::
the

:::::::::
northern

:::::::::::
extratropics

::::::::
ProgLAI

::::::
shows

:
a
:::::::
longer

:::::::
growing

::::::::
season

:::
but

::::
with

::::
less

:::::::
uptake

::
in

:::::
June

::::
and

::::
July,

::::::
while

:::::::
positive

:::::
fluxes

:::
in

::::::
winter

::::
are

:::::::
similar

:::
to

::::
the

::::::::
PresLAI

::::::
case.

::
In

::::
the

:::::::
tropics

:::::
both

::::::::
carbon

:::::::
uptake

::::
and25

:::::::
release

::::
are

:::::::
smaller

:::
for

:::::::::
ProgLAI,

::::::::::
reflecting

:::
the

::::::
lower

::::::::::
simulated

::::
LAI

::
in
::::

the
::::::::
tropics.

::
In

::::
the

::::::::
southern

::::::::::::
extratropics,

::::
the

::::::
larger

:::::
NEE

:::::::::::
seasonality

::
in

:::::::::
ProgLAI

:::
will

::::
not

:::::
have

::
a

:::::
large

:::::::
impact

::
on

::::
the

::::
total

:::::::
carbon

::::
flux

::
to

::::
the

:::::::::::
atmosphere

:::::
since

::::
the

:::::::::
southern

:::::::::::
extratropical

:::::
land

:::::
area

::
is

::::
very

:::::
small.

:
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While assessing the simulated values with the median CMIP5 values provides valuable
insight, it does not allow us to assess the skill of our model compared with individual CMIP5
models. To do this the simulated surface DIC and ALK values are compared with individual
CMIP5 models (Fig. ??). For ALK (Fig. ??a),

:::::::
Further

:::::::::::
assessment

:::
of

:::
the

:::::
land

:::::::
carbon

::::
flux

:::
and

:::::
pool

:::::::::::
distribution

::
is
::::::::::

presented
:::

in
:::::::::::::::::::::::
Ziehn et al. (2016) using

::::
the

:
ACCESS-ESM1 shows5

a similar correlation as the CMIP5 models. The CMIP5 models range between under
and over-estimating the surface alkalinity concentration. While the ACCESS-ESM1 has a
negative bias in surface alkalinity it is still within the range of the CMIP5 models. For DIC,
we see that our simulation sits in the middle of the CMIP5 correlation values with the lowest
RMS error with the observations(Fig. ??b). All simulations show negative DIC biases and10

ACCESS-ESM1 is not a significant outlier. Overall, our simulation has comparable skill to
the existing CMIP5 models.

::::::::
historical

::::::::::
simulation

::::
and

::::::::::
comparing

:::::
with

:::::::::::::
observations.

4.3.1 BGC fields

4.4
::::::
Ocean

::::::::
carbon

:::::::::::
sensitivity

::
to

:::::::
ocean

:::::::::::
circulation

The Taylor diagrams provide a useful quantitative assessment of model simulations but15

a visual comparison of the
:::::
ocean

::::::::
carbon

:::::
cycle

::::::::::
simulation

::
is
::::::::::::::
characterised

:::
by

::::::::::
comparing

:::
the

:::::::
spatial

::::::::::
distribution

:::
of key BGC fields provides important spatial context to the model -

observation assessment. To start the comparison with observations, we
::::
with

:::::::::::::
observations.

:::
We

:
first look at the ACCESS-ESM1 simulation of Net Primary Productivity (NPP), surface

phosphate, export production from 100m
:::
100m and sea-air CO2 CO2 fluxes from the last20

100 years of the simulation (Fig. 10). In this comparison, we have also included the AC-
CESS ocean-only simulation forced by the CORE seasonal mean forcing (Large and Yea-
ger, 2004), with the same ocean carbon parameters as ACCESS-ESM1, to evaluate how
biases in the climate model impact the ocean carbon cycle. The observed estimates of
NPP are based on using the chlorophyll derived from the seasonal SeaWiFS climatology25

and the Eppley-VGPM algorithm. The algorithm employs the basic model structure and pa-
rameterization of the standard VGPM (Behrenfeld and Falkowski, 1997) but replaces the
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polynomial description of Pbopt with the exponential relationship described by Morel (1991)
and based on the curvature of the temperature-dependent growth function described by
Eppley (1972). The annual sea-air fluxes of CO2 are based on Takahashi et al. (2009). The
observations for phosphate come from the World Ocean Atlas climatology (WOA2005; Gar-
cia et al., 2006a).

::::
The

:::::::
annual

:::::::
sea-air

::::::
fluxes

::
of

:
CO2 :::

are
:::::::
based

:::
on

::::::::::::::::::::::
Takahashi et al. (2009).5

The ACCESS-ESM1 simulation of NPP is poor with too much production in the western
tropical Indian and Pacific oceans and too little NPP in the high latitude oceans (Fig. 10a).
The excessive NPP in the tropics and under-estimated NPP in the high latitudes is exac-
erbated in the ACCESS-ESM1 simulation compared to the ocean-only simulation, reveal-10

ing that biases in the climate simulation significantly degrade NPP. The excessive tropical
Pacific NPP reflects the strong cold tongue bias in the ACCESS-ESM1 simulation, which
upwells too much phosphate in the tropical Pacific and elevates phosphate in the western
tropical Pacific particularly. Outside of the tropics NPP from the ocean-only simulation is
generally slightly less than the observations and NPP further declines in the ESM simula-15

tion. Changes in NPP between the ESM simulation and the ocean-only simulation reflect
biases in the circulation and enhance

:::::::::
enhanced recycling of phosphate in the upper ocean.

The enhanced recycling of phosphate in the ACCESS-ESM1 simulations is revealed by
greater tropical NPP but less export production through 100 m (Fig. 10b). The enhanced
recycling of nutrients further helps to increase the phosphate concentration in the surface20

and to degrade the phosphate simulation as revealed in the Taylor diagram (Fig. 10c).
NPP shows much greater difference between the ESM and ocean-only simulation than

net sea-air flux (Fig. 10d). The similarity suggests the sea-air fluxes are not too sensitive to
the NPP biases of the ESM simulation because most of the changes in the ESM simulation
reflected increased nutrient recycling rather than increased carbon export out of the upper25

ocean. The sea–air carbon flux for the last century of the ESM simulation (901–1000) shows
outgassing in the tropical ocean and in the Southern Ocean and uptake in the Southern
and Northern Hemispheres mid-latitudes. This spatial pattern of the sea–air fluxes is in
agreement with the integrated pre-industrial zonal sea–air fluxes estimated by Gruber et al.
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(2009) and similar to the present day flux climatology of Takahashi et al. (2009), which
includes the anthropogenic increase atmospheric CO2::

in
:::::::::::
atmospheric

:
CO2.

Zonally-averaged sections of phosphate, oxygen, DIC and alkalinity concentrations are
compared to observations to help further elucidate the limitations in the

::::::
assess

::::
the

ACCESS-ESM1 simulation (Fig. 11).
::::::
Again,

::::
the

:::::::::::
ocean-only

:::::::
(CORE

::::::::
forcing)

::::::::::
simulation

::
is5

::::
also

:::::::
shown. The observations for phosphate come from the World Ocean Atlas climatology

(WOA2005; Garcia et al., 2006a), while pre-industrial DIC and alkalinity are from GLODAP
(Key et al., 2004).

Consistent with the Taylor diagram analysis the
::::
The

:::::::::::::::
ACCESS-ESM1

:
simulated DIC val-

ues are too low throughout the ocean, in part because the low surface alkalinity lowers10

pCO2 in the surface and retards the solubility uptake of CO2 CO2 (Fig. 11a). For alkalinity,
the simulated values are too low at the surface with a too strong vertical gradient (Fig. 11b).

::::
The

::::::::::
ocean-only

:::::::::::
simulations

::::
give

::::::::
broadly

::::::
similar

:::::::
results.

:
Reducing the export of calcium car-

bonate would help improve the simulated alkalinity by raising surface alkalinity and reducing
alkalinity in the ocean interior.15

The phosphate section shows the simulated deep water concentrations slightly less than
observed with a big positive bias in the simulation confined to the upper 1000 m of the ocean
(Fig. 11c).

:::
The

:::::
bias

::
is

:::::::
smaller

::
in

::::
the

::::::::::
ocean-only

:::::::::::
simulation. Deepening the remineralization

of sinking detritus would be one way to transfer the excessive phosphate from the upper
ocean into the deep ocean. The deepening of detritus remineralization would help reduce20

the simulated excessive oxygen concentrations and raise the DIC concentrations in the
deep ocean and make the simulation more consistent with the observations (Fig. 11a and
d).

While more effort is required to tune the ocean BGC parameters to increase the depth
of detritus remineralization and reduce calcium carbonate export,

::::::::::::::::::::
Ziehn et al. (2016) will25

:::::
show

::::
that the ACCESS-ESM1 overall behaviour of the surface BGC fields is not significantly

worse than other CMIP5 simulations. However the biases in the ACCESS-ESM1 simulation
will need to be considered when interpreting how the model responds to historical and
future atmospheric CO2 levels.

::::
The

::::::
biases

::
in
::::
the

::::::
ocean

:::::
BGC

::::::
fields,

::::::
which

::::
are

:::::::::
apparent

::
in
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:::
the

:::::::::::
ocean-only

::::::::::
simulation,

::::
are

::::::::::::
exacerbated

::
in

::::
the

:::::
ESM

:::::::::::
simulations.

:::::::::::
Therefore,

::
to

::::::::
produce

:::::::
realistic

:::::
BGC

::::::
fields

::
in

:::
the

:::::
ESM

::::::::::
simulation

::::
one

:::::::
cannot

::::
rely

:::
on

:::
the

:::::::::::
ocean-only

::::::::::
simulation

:::
for

::::::
tuning

:::
the

:::::
BGC

:::::::::::
parameters

::::
and

::::::::::
additional

::::::
tuning

:::::
must

:::
be

:::::
done

:::::
with

:::
the

::::::
ESM.

4.5
:::::::::::
Interannual

::::::::::
variability

::::
The

::::::::::::
preindustrial

::::::::::
simulation

::
is

:::::::
useful

:::
for

:::::::::
exploring

::::
the

:::::::
natural

:::::::::
variability

:::
in

:::::::
carbon

::::::
fluxes5

:::
and

::::
the

:::::::::::
relationship

:::
of

::::
this

:::::::::
variability

:::
to

:::::::::
variability

::
in

::::::::
climate.

::::
The

:::::::::::
interannual

::::::::::
variability

::
of

::::::
carbon

::::
flux

::
to

::::
the

::::::::::::
atmosphere

::
is

:::::
much

::::::
larger

:::
for

::::
the

:::
flux

:::::
from

::::
the

::::
land

:::::
than

::::
from

::::
the

::::::
ocean

::::
(Fig.

::::
12a

:::::
and

:::
b).

::::::::::
Maximum

:::::::::
variability

:::
for

::::
the

:::::::
ocean

::::
flux

::
is

::::::
found

::
in

::::
the

:::::::
tropics

::::
and

:::::
high

::::::::
northern

:::::::::
latitudes.

::::::::::
Maximum

:::::::::
variability

:::
for

::::
the

:::::
land

::::
flux

::
is

::
at

:::::
least

::::
an

:::::
order

:::
of

::::::::::
magnitude

:::::
larger

:::::
than

:::
for

:::
the

:::::::
ocean

::::
and

::
is

::::::::
focussed

:::
in

:::
the

:::::::
tropics

:::
for

:::
the

::::::::
PresLAI

:::::
case

::::
and

::::
also

:::
in

:::
the10

::::::::::::
mid-latitudes

::
in

:::
the

::::::::
ProgLAI

::::::
case.

:::::::::
Although

:::
the

:::::::::
variability

:::
of

::::::
global

::::
NEE

::
is
:::::::
slightly

::::::
larger

:::
for

:::
the

::::::::
PresLAI

:::::
case

:::::
than

:::
the

:::::::::
ProgLAI

:::::
case

::::::
(Table

:::
2),

::::
the

:::::::::
standard

:::::::::
deviation

::
of

:::::::
annual

:::::
GPP

::
in

:::
the

:::::::::
ProgLAI

:::::
case

::
is

:::
60%

:::::
larger

:::::
than

::
in
::::

the
::::::::
PresLAI

::::::
case.

::::::::::
Variability

::
in

::::
the

::::::::::
respiration

:::::
fluxes

:::
is

::::
also

:::::::
larger

:::
for

:::::::::
ProgLAI,

:::::::::::
particularly

:::
for

::::
the

::::
leaf

:::::::::::
respiration.

::::
The

::::::::
slightly

:::::::
smaller

::::::::
standard

:::::::::
deviation

:::
for

::::
the

::::::::
ProgLAI

:::::::
global

:::::
NEE

::
is

:::::::::
because

:::::
GPP

:::::
and

::::
leaf

::::::::::
respiration

::::
are15

:::::::
strongly

::::::::::
positively

::::::::::
correlated

::
in

::::
the

::::::::
ProgLAI

::::::
case,

::::::
driven

:::
by

::::
the

:::::::::::
interannual

::::::::::
variations

::
in

::::
LAI.

::
In

::::
the

::::::::
PresLAI

::::::
case,

::::
with

:::::
fixed

::::
LAI

:::::
from

::::
year

:::
to

:::::
year,

::::
the

:::::::::
relatively

:::::
small

:::::::::::
interannual

:::::::::
variability

::
in

::::
leaf

:::::::::::
respiration

::::::::
appears

:::
to

:::
be

:::::
most

::::::::
strongly

:::::::
driven

:::
by

::::::::::::
temperature

::::
and

::::
has

:
a
::::::::::
moderate

::::::::
negative

::::::::::
correlation

::::
with

:::::::::::
interannual

::::::::::
variations

::
in

:::::
GPP.

:

::::
Fig.

::::
12c

:::::
and

::
d

:::::
also

::::::
show

::::
the

::::::::::::::
autocorrelation

:::
of

::::::::
carbon

::::
flux

:::
to

::::
the

::::::::::::
atmosphere

:::
for20

::
1 year

:::
lag.

:::::
This

:::::::
shows

::::::
mostly

::::::::
positive

::::::::::::
correlations

:::
for

:::
the

:::::::
ocean

::::
flux

::::
and

:::
for

::::
the

::::::::
ProgLAI

::::
land

::::
flux

::::
but

::::
little

:::::
1-yr

:::::::::::::::
autocorrelation

:::
for

:::::
land

::
in

::::
the

::::::::
PresLAI

::::::
case.

:::::
The

::::::
strong

::::::::
positive

:::::::::::
correlations

::
in

::::
the

::::::::::::
mid-latitude

::::::
ocean

::::::
reveal

:::::
that

:::::
most

:::
of

:::
the

::::::::::
variability

::
in
::::::

these
::::::::

regions

::::::
occurs

:::
on

::::::::::::
time-scales

:::::::
longer

:::::
than

::::
one

::::::
year.

::::::
While

::
in
::::

the
:::::::::::

equatorial
:::::::
Pacific

::::::
where

::::
the

::::::
lagged

:::::::::::
correlation

::
is

:::::::::
negative,

::::::::::
variability

:::
on

:::::::::::
time-scales

::::::::
shorter

:::::
than

::
a

::::
year

::::::
starts

:::
to

:::
be25

:::::::::
important.

:::::
The

::::::
larger

::::::::
positive

::::::::::::
correlations

:::
for

::::::::
ProgLAI

:::::
land

::::::
fluxes

::::
are

:::::::
mainly

::::::::
located

::
in

:::::::::
semi-arid

::::::::
regions.

::::::
Larger

::::::::::::
correlations

:::
for

::::::::
ProgLAI

::::
are

:::::::::
expected;

::
a
:::::
year

::
of

::::::
large

:::::
GPP

::::
and

::::::::::::
consequently

::::::
more

::::::
carbon

:::::::
uptake

::::
will

::::
lead

:::
to

:::::::::
increased

::::
LAI

::::
and

::
a

:::::::::
tendency

::
to

:::::::::::
maintaining
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:::::
large

:::::
GPP

::::
and

:::::::
carbon

:::::::
uptake

::
in

::::
the

::::::::
following

::::::
year.

::::
The

::::::::
location

::
of

::::
the

::::::
larger

:::::::::::
correlations

::::::::
suggests

::::
this

::::::::
process

::
is

:::::
most

:::::::::
important

:::
for

::::::::
regions

::::::
where

:::
the

:::::::::::
vegetation

::
is

:::::
more

:::::::::
marginal.

::::
The

::::::
impact

:::
of

:::::::
climate

:::::::::
variability

:::
on

:::::::
carbon

:::
flux

::
to

::::
the

:::::::::::
atmosphere

::
is
:::::
seen

::
in
::::
Fig.

:::
13

::::::
which

::::::
shows

::::
the

::::::::::
correlation

:::::::::
between

:::::::
carbon

::::
flux

::::
and

::::::::::::
precipitation

:::
or

::::::::::::
screen-level

::::::::::::
temperature5

::
for

::::
the

::::::::
ProgLAI

::::::
case.

::::
The

::::::::::::
correlations

:::
are

:::::::
similar

::
in
::::::::

pattern
:::
for

::::::::
PresLAI

:::::
and,

:::
for

:::
the

:::::
land

::::::
carbon

::::
flux

::
at

::::::
least,

:::::::::
generally

:::::::
slightly

::::::::
stronger

:::::
than

::
for

:::::::::
ProgLAI

:::::::::::
(suggesting

::::
that

::
in

::::::::
ProgLAI

:::
the

::::
IAV

::::::
driven

:::
by

:::::::
climate

::
is

:::::::
slightly

:::::::::::
moderated

::
by

::::
the

::::::::::::::
autocorrelation

::
in
:::::
NEE

::::::::::
generated

:::
by

:::
LAI

:::::::::::
variability).

:::
For

::::
the

::::::
ocean

:::::::
carbon

::::
flux

::::
the

::::::::::
correlation

::::
with

::::::::::::
precipitation

::
is

:::::::::
generally

::::
low

::::::
except

:::
for

::::::
more

::::::::
negative

::::::::::::
correlations

:::::
along

::::
the

::::::::
equator

::::
and

:::::::
across

:::
the

::::::
Arctic

:::::::
ocean.

::::
For10

:::::
land,

:::::
there

::::
are

::::::
strong

:::::::::
negative

:::::::::::
correlations

:::::
with

:::::::::::
precipitation

:::
in

:::::::
regions

:::::::
where

:::
the

:::::::
rainfall

::
is

:::::::::
generally

:::::
lower

::::
and

::::::
plant

:::::::
growth

::
is

:::::::::::::
water-limited,

:::::
such

:::
as

::
at

::::
the

::::::::
margins

::
of

:::::::::
deserts.

::
In

:::
the

::::::::
northern

:::::
high

:::::::::
latitudes

:::
the

:::::::::::
correlation

::::
with

::::::::::::
precipitation

:::::::::
becomes

::::::::
positive.

:::::
With

::::::
water

::::::::
limitation

::::::::
unlikely

::
in

::::
this

::::::::
region,

:::
low

:::::::::::::
precipitation

::
is

:::::
likely

:::::::::::
associated

::::
with

:::::
less

::::::
cloud

::::
and

:::::
more

:::::::::
sunshine

:::::::
leading

::
to

:::::::
greater

:::::::::::::::
photosynthesis

::::
and

:::::
more

:::::::::
negative

:::::
NEE.

:
15

::::
The

::::::::::
correlation

:::::
with

::::::::::::
temperature

::
is

::::::::
positive

:::::::
almost

:::::::::::
everywhere

:::
for

::::
the

::::::::
land–air

:::::::
carbon

:::
flux

::::
but

:::::
more

:::::::::
variable

:::
for

:::
the

::::::::
sea–air

:::::::
carbon

:::::
flux.

::::
For

::::
the

:::::::
ocean,

::::::::
negative

:::::::::::
correlation

::
is

:::::
found

:::
in

:::::::
tropical

::::::::
regions

:::::::
where

:::::::::::
outgassing

:::::::
occurs

:::::
while

::::::::
positive

::::::::::::
correlations

::::
are

::::::
found

::::::
around

::::
the

::::::::
sea-ice

::::::
edge.

::::::
Along

::::
the

::::::::
equator,

::::
the

:::::::::
warming

::
of

::::
the

::::::::
surface

::::::::::::
temperature

::
is

::::::::::
associated

:::::
with

:::
El

::::::
Niños

::::
and

::::
the

:::::::::::
decreased

:::::::
supply

:::
of

:::::::
carbon

:::::
rich

::::::::::::
intermediate

::::::
water20

::
to

:::
the

::::::::
surface

:::::::
ocean,

::::::
which

::::::::
reduces

::::
the

:::::::
sea-air

::::
flux

:::
of

::::::::
carbon.

::::::
Along

::::
the

:::::::
sea-ice

::::::
edge,

:::
the

::::::::
surface

::::::::
warming

::::::
helps

:::
to

:::::::
reduce

::::::::
sea-ice

::::
and

:::::::
carbon

:::::::::
solubility

::::::::
leading

::
to

::::::::::
increased

::::::
sea-air

::::
flux

:::::
with

:::::::::
increased

::::::::
surface

:::::::::::::
temperatures.

::::
For

::::
the

:::::
land,

:::
the

:::::::
largest

:::::::::::
correlation

::
is

::
in

:::
the

:::::::
tropics.

:::::::::::::::::::::::::::::::::::
Ciais et al. (2013, Fig. 6.17) presents

:::
the

::::::::::
sensitivity

::
of

:::::::::::
interannual

::::::::::
variations

::
in

::::::
global

::::
land

:::::::
carbon

::::
sink

::
to

:::::::::::
interannual

:::::::::
variations

::
in

::::::
global

:::::
land

:::::::::::
temperature

::::
and

::::::::::::
precipitation25

::
for

::::::::::::
1980-2009,

::::::::
showing

::
a
::::::

large
::::::
range

:::
of

:::::::::::
sensitivities

:::::::
across

:::::::::
models.

::::::
While

::::
not

:::::::
directly

:::::::::::
comparable,

:::::::::::
sensitivities

::::::::::
calculated

:::::
from

:::
the

::::::::
ProgLAI

::::::::::
simulation

::::
are

::::::
mostly

::::::
within

:::
the

::::::
range

::
of

:::::
other

:::::::
models

::::
but

::::
also

::::::
seem

:::::
quite

:::::::::
sensitive

::
to

::::
the

::::
time

:::::::
period

::::
over

::::::
which

::::
the

::::::::::
calculation

::
is

::::::::::
performed.

:
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5 Conclusion and future model development

The key components and features of ACCESS-ESM1 have been described. CABLE simu-
lates land carbon fluxes and pools, with the capability of accounting for nitrogen and phos-
phorus limitation. Leaf area index can be simulated, although phenology is prescribed. In-
puts to the land carbon system e.g. nitrogen fixation are fixed and there is also no change5

in vegetation distribution. Thus we do not account for land use change over the historical
period. WOMBAT simulates ocean carbon biogeochemistry of DIC, Alkalinity, phosphate,
iron and oxygen with single phytoplankton and zooplankton compartments. The growth of
the phytoplankton is limited by phosphate, iron and light and the phytoplankton produce a
fixed fraction of calcium carbon to organic carbon.10

This paper has described the behaviour of ACCESS-ESM1 for the relatively simple case
of pre-industrial conditions with prescribed atmospheric CO2. A second part of this study
(Ziehn et al., 2016) evaluates the model over the historical period, again with prescribed
atmospheric CO2. Two ACCESS-ESM1 simulations were compared; both used the same
ocean biogeochemistry and the land carbon module with nutrient limitation (N and P) ac-15

tive but one used prescribed LAI and the other prognostic LAI. Simulating LAI (ProgLAI)
increased interannual variability in GPP and respiration fluxes, but not in global total NEE,
and also gave a slight warming of the climate. ProgLAI tended to underestimate the LAI
in the tropics and overestimate LAI at high latitudes, compared to the dataset used in the
prescribed LAI case. The different LAI distribution impacted the spatial distribution and sea-20

sonal cycle of carbon fluxes. Despite the apparent biases in the simulation of leaf area index
(in ProgLAI), this is our preferred configuration because it is important that LAI is respon-
sive to climate, especially for scenario simulations out to 2100. For ocean carbon, we see
reasonable agreement with observations , and results that fall within the range of existing
CMIP5 models for DIC and alkalinity. The spatial pattern of pre-industrial sea–air carbon25

fluxes shows good agreement with published studies. Global primary productivity is close
to the observed value although the spatial distribution does not match observations well.
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Analysis of the pre-industrial simulation has highlighted some critical issues with the
ACCESS-ESM1 carbon models and how biases in the physical model simulation can con-
tribute to a poor simulation of carbon fluxes. For land carbon, a high priority is to fix the
inability of CABLE to conserve carbon in (localised) regions where moisture is insufficient
to maintain vegetation. A solution has been developed for the standalone version of CABLE,5

but its effectiveness in the coupled version is still being assessed. However, even when car-
bon conservation is resolved, the coupled system may still respond poorly in regions where
the physical model significantly underestimates rainfall and carbon pools become depleted.
This was particularly noticeable for the C4 grass vegetation type. Work being undertaken
with the standalone version of CABLE to allow the phenology of grasses to be soil moisture10

and temperature dependent (V. Haverd, pers. comm.) may help to improve this aspect of the
simulation. Key outstanding issues to be addressed in the ocean are: (a) reducing surface
salinity

:::::::::::
temperature

:
biases would improve the simulated values of alkalinity and DIC

::::::
ocean

:::::::
primary

:::::::::::
productivity, bringing them closer to the observations; (b) reducing the excess of

surface phosphate, potentially through modifying the particulate organic carbon export; and15

(c) reducing the export of calcium carbonate to improve interior alkalinity concentrations.
It is clear from our simulations that our model has yet to fully reach quasi-steady state,

despite more than 1000 years of simulation, with a global sea-air flux still greater than 0.55
PgC yr−1. This slow equilibration, along with the localised land carbon non-conservation,
means that ACCESS-ESM1 is not yet suitable for running emissions-driven simulations,20

unless a carbon flux correction is applied. Prescribed atmospheric CO2 simulations remain
useful and analysis is being undertaken of a range of representative concentration pathway
(RCP) simulations out to 2100.

At present, computational limitations inhibit our ability to optimise the model behaviour
and produce carbon fields that are equilibrated with the pre-industrial atmosphere. There-25

fore in the longer term, we need to develop better ways to tune the carbon models and
accelerate the convergence of both the land and ocean carbon models to steady state (e.g.
Fang et al., 2015). We also need to work closely with those developing the physical model
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components of ACCESS, since the quality of the carbon simulation is dependent on the
quality of the physical model simulation.

Development priorities for CABLE in future ACCESS-ESM versions are implementation
of land use change, the ability for phenology to respond to climate and improved nutrient
forcing (e.g. temporally varying input fluxes). For WOMBAT, we see a recognised need to5

add additional complexity, in terms of phytoplankton and zooplankton classes, to capture
the potential impacts related to projected changes in the marine environment such as ocean
acidification (e.g. Matear and Lenton, 2014).

At present the next physical model version of ACCESS (ACCESS-CM2) is currently being
developed in preparation for CMIP6. The land and ocean carbon cycles presented here will10

form the basis for ACCESS-ESM2, once we have resolved the critical deficiencies that this
study has elucidated.

Appendix A: ACCESS1.4 compared to ACCESS1.3

Details of model code differences between the published ACCESS1.3 version (Bi et al.,
2013b) and the physical model version used here (ACCESS1.4) are noted for each model15

component (Fig. 1). The impact of these changes on the pre-industrial climate model simu-
lation is also noted.

A1 Atmosphere component

ACCESS1.3 used atmospheric physics settings similar to the Met Office Global Atmosphere
(GA) 1.0 configuration (Hewitt et al., 2011) including the “PC2” cloud scheme (Wilson et al.,20

2008). A similar configuration is used for ACCESS1.4.
Analysis of ACCESS1.3 simulations showed almost no dust in the atmosphere (Dix et al.,

2013); this was a consequence of changing the land surface scheme from the original
UM land scheme to CABLE and freezing the ACCESS1.3 code version for CMIP5 before
finalising dust settings. As described in Dix et al. (2013), the dust-uplift scheme used in25

the ACCESS models is based on Woodward (2001) and Woodward (2011), with dust being
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modelled for nine size bins with different particle diameters. Dust uplift can occur over bare
soil and depends on wind speed, soil composition and volumetric soil-moisture content
in the surface layer. Dust-uplift settings used by ACCESS1.4 for the tuneable parameters
described in Woodward (2011) are friction-velocity tuneable constant k1 = 1.6, soil-moisture
tuneable constant k2 = 0.5, overall scaling factor C = 6.525, maximum clay fraction for dust5

emissions of 0.1 and no preferential source term. These settings result in a global annual
mean dust burden of 14.9± 1.3Tg (calculated over 160 years from an ACCESS1.4 pre-
industrial control simulation), which is broadly comparable to the AEROCOM multi-model
median value of 15.8Tg for year 2000 conditions (Huneeus et al., 2011).

In addition to the change in dust, the ACCESS1.3 control simulation did not include back-10

ground stratospheric volcanic forcing but this has been included in ACCESS1.4 simulations.
Preliminary tests with the dust and vocanic forcing changes reduced the globally averaged
surface air temperature relative to ACCESS1.3. Since an aim of ACCESS1.4 was not to
change global-scale climate characteristics relative to ACCESS1.3, one of the parameters
in the cloud scheme (FW_STD associated with the standard deviation of cloud water con-15

tent) was increased from 0.700 in ACCESS1.3 to 0.725 in ACCESS1.4. This resulted in
a globally averaged surface air temperature in ACCESS1.4 that was similar to that obtained
for ACCESS1.3. ACCESS1.4 also corrects a bug which zeroed the downward short-wave
radiation over coastal sea-ice points for non-radiation timesteps. This reduced excess ice
accumulation in ACCESS1.3 in some coastal regions such as the Canadian Archipelagos.20

A2 Land component

CABLE was implemented in ACCESS1.3 at version 1.8 (CABLE1.8, (Kowalczyk et al.,
2013)) while ACCESS1.4 uses CABLE2.2.3. CABLE2.2.3 has a number of small science
changes and bug fixes from CABLE1.8. These dealt with occasional non-physical exchange
coefficients, addressed some poor behaviour under very dry conditions, improved the wa-25

ter balance in the coupled system and ensured all CABLE variables were correctly be-
ing passed back into the ACCESS atmosphere e.g. for use by dry deposition. CABLE
in ACCESS1.3 used a constant (370 ppm) (internal to CABLE) atmospheric CO2 for all
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simulations while ACCESS1.4 correctly passes the atmospheric CO2 from the UM to CA-
BLE. Often these changes could be shown to improve CABLE’s performance in standalone
mode for individual locations (e.g. at desert sites for the dry condition changes) but did not
have broad-scale impacts when tested globally in atmosphere-only ACCESS simulations.
Thus the assessment of the land surface impacts on the ACCESS climate for ACCESS1.35

(Kowalczyk et al., 2013) would also be applicable to ACCESS1.4 simulations. The improve-
ments to the water balance approximately halved the drift in global ocean salinity in AC-
CESS1.4 compared to ACCESS1.3.

A3 Ocean component

While there are no changes in the ocean model version between ACCESS1.3 and AC-10

CESS1.4, there have been two changes in the configuration or parameter values. Firstly
for ACCESS1.4, the background vertical diffusivity outside 20◦ S to 20◦ N has been in-
creased from 0.5× 10−5 to 1.0× 10−5m2 s−1, which is also consistent with the value used
in ACCESS-OM. Secondly, the ocean absorption of penetrative solar radiation is now cal-
culated using the diffuse attenuation coefficient of the downwelling photosynthetically avail-15

able radiation (KdPAR) rather than the downwelling spectral irradiance at wavelength 490 nm
(Kd490). Since KdPAR data covers a broader, more representative, spectrum of light, it is
considered to be more appropriate for use in the ocean model and was also the dataset
used in the standard ACCESS-OM configuration. Bi et al. (2013a) compares ACCESS-OM
simulations using KdPAR and Kd490 and concludes that differences are mostly confined to20

the subsurface water between 40◦ S to 40◦ N with little impact on the deep ocean climate
or the global ocean circulation and associated water volume transports.

A4 OASIS coupler

ACCESS1.3 used the OASIS3.2-5 coupler (Valcke, 2006). In ACCESS1.4, this is replaced
by OASIS3-MCT (Valcke et al., 2013) which is designed to provide more efficient coupling25

for models running on many processors. For ACCESS1.4, this enables the simulation of
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about 7.2 model years per day (using 144 processors) compared to 5.4 model years per
day for ACCESS1.3.

A5 Comparison of pre-industrial climate across ACCESS versions

The two ACCESS submissions to CMIP5, ACCESS1.0 and ACCESS1.3 produced simi-
lar results, relative to the range of CMIP5 models, when various modelled atmospheric5

climate variables were compared against observations (e.g. Flato et al., 2013, Fig. 9.7).
Here we show that ACCESS1.4 (and ACCESS-ESM1) simulations are more similar to AC-
CESS1.3 than ACCESS1.0 was to ACCESS1.3. We use monthly mean values averaged
across 100 years from pre-industrial climate simulations and and calculate the root mean
square difference (RMSD), similar to Gleckler et al. (2008), between each modelled field10

(F ) and that modelled by ACCESS1.3 (R). The RMSD is calculated across all longitude (i)
and latitude (j) and, depending on the variable, at different pressure levels:

RMSD2 =
1

W

∑
i

∑
j

∑
t

wijt(Fijt−Rijt)
2 (A1)

where t corresponds to the time dimension (12 months) and W is the sum of the weights
(wijt) which, for the spatial domain, are proportional to the grid-cell area. We then normalise15

by the ACCESS1.0 RMSD:

RMSDnorm = RMSDmodel/RMSDACCESS1.0 (A2)

such that a value of 1 indicates that the simulated variable is as different from ACCESS1.3
as ACCESS1.0 is from ACCESS1.3 while values smaller than 1 indicate a simulation that
is closer to that of ACCESS1.3.20

Figure 14 shows that for a range of atmospheric variables the normalised RMSD for
ACCESS1.4 is generally around 0.3–0.4 indicating that the ACCESS1.4 climate simula-
tion is much closer to ACCESS1.3 than ACCESS1.0 is to ACCESS1.3. This would be ex-
pected given the relatively small number of science changes between ACCESS1.3 and
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ACCESS1.4. Likewise the ACCESS-ESM1 simulation with prescribed LAI shows similar
RMS differences from ACCESS1.3, implying little or no change from the ACCESS1.4 sim-
ulation when the carbon cycle is included but the atmospheric CO2 is prescribed. The RMS
differences for ACCESS-ESM1 with prognostic LAI are generally similar or slightly larger
than for the case with prescribed LAI, with the largest differences being for near surface5

and lower tropospheric temperature and geopotential height at 500 hPa.

Code availability

Code availability varies for different components of ACCESS-ESM1. The UM is licensed
by the UK Met Office and is not freely available. CABLE2 is available from https://
trac.nci.org.au/svn/cable/ following registration. See https://trac.nci.org.au/trac/cable/wiki/10

CableRegistration for information on registering to use the CABLE repository. MOM4p1 and
CICE are freely available under applicable registration or copyright conditions. For MOM4p1
see https://github.com/BreakawayLabs/MOM4p1. For CICE see http://oceans11.lanl.gov/
trac/CICE. For access to the MOM4p1 code with WOMBAT as used for ACCESS-ESM1,
please contact Hailin Yan (Hailin.Yan

::::
Matt

:::::::::::::
Chamberlain

:::::::::::::::::::::
(Matthew.Chamberlain@csiro.au).15

The OASIS3-MCT 2.0 coupler code is available from http://oasis.enes.org.

The Supplement related to this article is available online at
doi:10.5194/gmdd-0-1-2017-supplement.
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Collier implemented the PCDMI metrics package, which was used for the comparison of atmospheric
variables between ACCESS model versions. Arnold Sullivan helped produce some of the figures.
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Table 1. Model Parameters of the BGC model were set to the values optimised in the 1-D model of
the Southern Ocean (Oschlies and Schartau, 2005).

Parameter Units Value

Phytoplankton model parameters

Initial slope of P-I curve day−1 (W m−2)−1 0.256
Photosynthetically active radiation – 0.43
Maximum growth rate parameters day−1, –, C−1 0.27, 1.066, 1.0
Half saturation constant for N uptake mmol Nm−3 0.7
Half saturation constant for Fe uptake µmol Fem−3 0.1
Phytoplankton mortality day−1 0.04 bcT

Quadratic mortality (mmol Nm−3) −1 day−1 0.25

Zooplankton model parameters

Assimilation efficiency – 0.925
Maximum grazing rate day−1 1.575
Prey capture rate (mmol Nm−2) −1 day−1 1.6
Quadratic mortality (mmol Nm−3) −1 day−1 0.34
Excretion day−1 0.01 bcT

Detritus model parameters

Remineralisation rate (< 180m) day−1 0.048 bcT

Remineralisation rate (≥ 180m) day−1 0.024 bcT

Sinking velocity m day−1 18.0

CaCO3 model parameters

Remineralisation rate day−1 0.0035
Sinking velocity m day−1 10.0
Inorganic fraction – 0.08

Fe model parameters

Scavenging rate day−1 0.00274
Background µmol Fem−3 0.1
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Table 2. Standard deviation of annual global carbon flux for years 901–1000 in PgC yr−1.

PresLAI ProgLAI

GPP 1.17 1.87
Leaf resp 0.26 0.75
Plant resp 0.17 0.27
Soil resp 0.27 0.32
NEE 1.40 1.21
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Figure 1. Schematic showing the different component models of ACCESS-ESM1 and the ACCESS
versions on which it is dependent.
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(a)

(b)

Figure 2. Surface air temperature difference (a) between ProgLAI and PresLAI for years 901-1000
and zonal mean land surface air temperature (b) for ProgLAI in January (black, solid) and July (blue,
solid) and for PresLAI in January (black, dashed) and July (blue, dashed). The zonal mean ± one
standard deviation 1901-1910 observed land surface air temperature (Jones and Harris, 2014) is
shown by the red shaded region for January and the green shaded region for July.
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Figure 3. ACCESS-ESM1 from the last 100 year average of the pre-industrial simulation for (a)
Global Meridional Overturning Streamfunction (Sv) and (b) maximum annual mixed layer depth (m).
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Figure 4. ACCESS-ESM 1 simulated (solid) and observed (dashed) sea-ice area for the northern
and southern hemisphere from the last 100 year of the pre-industrial simulation for (a) seasonal
climatology (b) annual mean area. The observed sea icea

:::
ice observations are based on Comiso

(2000)
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Figure 5. 25 year mean global GPP
::::::
sea-air

::::::
carbon

::::
flux (blue) and summed respiration

::::
NEE (red) in

PgC yr−1 for the ProgLAI simulation (a)
::::::::
(dashed) and the PresLAI simulation (b). Panel (c) shows

25 mean global NEE in for ProgLAI (solid)and PresLAI .
:::::::

Ocean
:::::
fluxes

::::
are

:::::::
missing

:::::
where

:::::
they

:::
are

::::::::
impacted

::
by

::
a

:::::::::
numerical

::::::::
instability (dashed

:::
see

::::
text).
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Figure 6. 100 year mean global NEE (a) in PgC yr−1 for selected vegetation types as listed in the key
and carbon (b), nitrogen (c) and phosphorus (d) pool sizes in PgC, PgN and PgP at the end of each
10 years relative to year 210 for the sum of all pools (black), and selected pools (as listed in the key;
solid: pools summed over vegetation type, dashed: pools for listed vegetation type, EGBL=evergreen
broadleaf) for the ProgLAI simulation. The horizontal black line indicates zero NEE (a) and zero pool
anomaly (b-d).
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Figure 7.
:::
For

:::
the

::::::::::::::
ACCESS-ESM1

:::::::::
simulation

::::
the

:::::
global

:::
(a)

::::::
sea–air

:::
flux

::
of

:::::::
carbon

::::::
dioxide

:
PgC yr−1,

::
(b)

::::::
carbon

:::::::
content

:::
of

:::
the

:::::::
organic

:::::::
(black)

::::
and

:::::::
calcium

:::::::
carbon

::::::::
sediment

:::::
(red)

:::::
pools

:::
in PgC

:
,
:::
(c)

:::
net

:::::::
primary

::::::::::
productivity

::
in

:
PgC yr−1,

:::
(d)

:::::
global

::::::::
averaged

:::::::::
dissolved

::::::::
inorganic

:::::::
carbon mmolm−3

::
at

::::::
various

:::::::
depths,

::::
and

::
(e)

:::::
global

:::::::
average

::::::::
alkalinity

:
mmolm−3

::
at

::::::
various

:::::::
depths.

57



D
iscussion

P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|

Monthly mean NEE in for years 901–1000 averaged over the land grid-cells in four latitude bands
(as listed in the key), for PresLAI (dashed) and ProgLAI (solid).

Standard deviation of annual NEE (a, b) in for years 901–1000 and the autocorrelation for NEE with
one year lag (c, d) for PresLAI (left) and ProgLAI (right).

Correlation between annual NEE and (a) annual mean precipitation and (b) annual mean
screen-level temperature for years 901–1000 from the ProgLAI simulation.

For the ACCESS-ESM1 simulation the global (a) sea–air flux of carbon dioxide
:::::::
Carbon

:::::
fluxes

:::
are

::::::
zonally

::::::::
averaged

::::
over

:::
all

::::
land

::::::::
grid-cells, (b) carbon content of the organic

:::::::
showing

::::
from

::::::::
ProgLAI,
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::::
GPP

:
(black

::::
solid)and calcium carbon sediment (red) pools in , (c) net primary productivity in , (d)

global averaged dissolved inorganic carbon at various depths, and (e) global average alkalinity at
various depths.

Taylor diagram assessing the response of the ACCESS-ESM1 simulations
::::
plant

::::::::::
respiration

(circles
:::
blue) , and the median of CMIP5 models

:::
soil

::::::::::
respiration (diamonds

:::
red) with observations.

The numbers correspond to: (1) Phosphate
:::
and

::::
from

::::::::
PresLAI,

::::
GPP (2) Alkalinity

::::
black,

(3
::::::
dashed)DIC, (4) SST, and (5) (sea surface) Salinity. For explanation of how to intepret the

diagram please see the text.
Monthly mean NEE in for years 901–1000 averaged over the land grid-cells in four latitude bands

(as listed in the key), for PresLAI (dashed) and ProgLAI (solid).
Standard deviation of annual NEE (a, b) in for years 901–1000 and the autocorrelation for NEE with

one year lag (c, d) for PresLAI (left) and ProgLAI (right).
Correlation between annual NEE and (a) annual mean precipitation and (b) annual mean

screen-level temperature for years 901–1000 from the ProgLAI simulation.
For the ACCESS-ESM1 simulation the global (a) sea–air flux of carbon dioxide

:::::::
Carbon

:::::
fluxes

:::
are

::::::
zonally

::::::::
averaged

::::
over

:::
all

::::
land

::::::::
grid-cells, (b) carbon content of the organic

:::::::
showing

::::
from

::::::::
ProgLAI,

::::
GPP

:
(black

::::
solid)and calcium carbon sediment (red) pools in , (c) net primary productivity in , (d)

global averaged dissolved inorganic carbon at various depths, and (e) global average alkalinity at
various depths.

Taylor diagram assessing the response of the ACCESS-ESM1 simulations
::::
plant

::::::::::
respiration

(circles
::::
blue) , and the median of CMIP5 models

:::
soil

:::::::::
respiration

:
(diamonds

::
red) with observations.

The numbers correspond to: (1) Phosphate
:::
and

::::::
from

::::::::
PresLAI,

::::
GPP

::
(2) Alkalinity

:::::
black,

(3
::::::
dashed)DIC, (4) SST, and (5) (sea surface) Salinity. For explanation of how to intepret the diagram

please see the text.

Figure 8. Zonal mean year 501–1000 carbon flux (a) in and leaf area index
::
(a)

:::
and

:::::::
carbon

:::
flux

:
(b)

:
in
:
g Cm−2yr−1. Carbon fluxes are zonally averaged over all land grid-cells, showing from ProgLAI,

GPP (black solid), plant respiration (blue) and soil respiration (red) and from PresLAI, GPP (black,
dashed). For ProgLAI

:
, the LAI is zonally averaged over all tiles for each vegetation type separately

(evergreen broadleaf trees, bold green; evergreen needleleaf trees, bold dashed green; C4 grass,
dotted green; all other types, solid green). For PresLAI, the LAI is zonally averaged over all land
grid-cells (black, dash).
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Monthly mean NEE in for years 901–1000 averaged over the land grid-cells in four latitude bands
(as listed in the key), for PresLAI (dashed) and ProgLAI (solid).
Standard deviation of annual NEE (a, b) in for years 901–1000 and the autocorrelation for NEE with
one year lag (c, d) for PresLAI (left) and ProgLAI (right).
Correlation between annual NEE and (a) annual mean precipitation and (b) annual mean
screen-level temperature for years 901–1000 from the ProgLAI simulation.
For the ACCESS-ESM1 simulation the global (a) sea–air flux of carbon dioxide

::::::
Carbon

::::::
fluxes

:::
are

::::::
zonally

::::::::
averaged

:::::
over

::
all

::::
land

:::::::::
grid-cells, (b) carbon content of the organic

:::::::
showing

::::
from

::::::::
ProgLAI,

::::
GPP

:
(black

::::
solid)and calcium carbon sediment (red) pools in , (c) net primary productivity in , (d)

global averaged dissolved inorganic carbon at various depths, and (e) global average alkalinity at
various depths.
Taylor diagram assessing the response of the ACCESS-ESM1 simulations

::::
plant

::::::::::
respiration

(circles
::::
blue) , and the median of CMIP5 models

:::
soil

:::::::::
respiration

:
(diamonds

::
red) with observations.

The numbers correspond to: (1) Phosphate
:::
and

::::::
from

::::::::
PresLAI,

::::
GPP

::
(2) Alkalinity

:::::
black,

(3
::::::
dashed)DIC, (4) SST, and (5) (sea surface) Salinity. For explanation of how to intepret the diagram

please see the text.
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Figure 9.
::::::
Monthly

::::::
mean

::::
NEE

::
in

:
g Cm−2yr−1

::
for

:::::
years

:::::::::
901–1000

::::::::
averaged

:::::
over

:::
the

::::
land

::::::::
grid-cells

:
in
::::
four

:::::::
latitude

::::::
bands

:::
(as

:::::
listed

::
in

:::
the

::::
key),

:::
for

:::::::
PresLAI

::::::::
(dashed)

::::
and

::::::::
ProgLAI

::::::
(solid).

Taylor diagram assessing the alkalinity (a) and DIC (b) of the ACCESS-ESM1 simulation (circle),
the median of CMIP5 models (diamond), and the individual members of the CMIP5 ensemble

(crosses) with observations.
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Figure 10. Comparison of the ACCESS-ESM1 simulation (left column) for the years 901–1000 with
an ocean only simulation (middle column) and with the observations (right column) for (a) Primary
productivity in g Cm−2 yr−1, (b) Export production at 100 m in g Cm−2 yr−1, (c) surface phosphate
in mmolPm−3, and (d) mean sea–air flux of carbon dioxide CO2 in g Cm−2 yr−1. Observed primary
productivity is based on the Eppley-VGPM algorithm. The surface phosphate observations come
from the World Ocean Atlas climatology (WOA2005; Garcia et al., 2006a). The annual sea-air CO2

CO2 fluxes are from Takahashi et al. (2009)
:
.
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Zonal averaged sections of ACCESS-ESM1 simulation for the years 901–1000 (left) compared to
the observations (right) for (a) DIC in , (b) Alkalinity in , (c) Phosphate in , and (d) Oxygen in
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Figure 11.
:::::
Zonal

::::::::
averaged

::::::::
sections

:::
of

::::::::::::::
ACCESS-ESM1

:::::::::
simulation

:::
for

::::
the

:::::
years

:::::::::
901–1000

:::::
(left)

::::::::
compared

:::
to

::
an

::::::
ocean

::::
only

::::::::::
simulation

::::
with

::::::
CORE

::::::
forcing

:::::::
(centre)

::::
and

:::
the

::::::::::::
observations

:::::
(right)

:::
for

::
(a)

:::
DIC

::
in

:
mmolPm−3

:
,
:::
(b)

:::::::
Alkalinity

::
in

:
mmolEqm−3

:
,
:::
(c)

:::::::::
Phosphate

::
in
:
mmolPm−3,

::::
and

:::
(d)

::::::
Oxygen

:
in
:
mmolOm−3.

:
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a b

c d

Figure 12.
::::::::
Standard

::::::::
deviation

:::
of

::::::
carbon

::::
flux

::
to

::::
the

:::::::::::
atmosphere

:::
(a,

::
b)

::
in g Cm−2yr−1

::
for

:::::
years

::::::::
901–1000

::::
and

::::
the

:::::::::::::
autocorrelation

:::
for

:::::::
carbon

::::
flux

::::
with

::::
one

::::
year

:::
lag

:::
(c,

:::
d)

::
for

::::::::
PresLAI

::::
(left)

::::
and

:::::::
ProgLAI

::::::
(right).
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a b

Figure 13.
:::::::::
Correlation

::::::::
between

:::::::
annual

:::::::
carbon

::::
flux

::
to

::::
the

:::::::::::
atmosphere

::::
and

::::
(a)

:::::
annual

::::::
mean

::::::::::
precipitation

::::
and

:::
(b)

::::::
annual

:::::
mean

:::::::::::
screen-level

:::::::::::
temperature

::
for

::::::
years

:::::::::
901–1000

::::
from

::::
the

:::::::
ProgLAI

:::::::::
simulation.
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Figure 14. Root mean square difference (RMSD) between atmospheric variables simulated by the
model versions listed in the key and those from the ACCESS1.3 pre-industrial simulation normalised
by the RMSD between ACCESS1.0 and ACCESS1.3. The variables are precipitation (pr), surface
air temperature (tas), sea level pressure (psl), top of atmosphere long-wave radiation (rlut), top of
atmosphere reflected short-wave radiation (rsut), air temperature (ta), zonal (ua) and meridional
wind (va) at 850 and 200 hPa and geopotential height (zg) at 500 hPa.
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