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1.1 On the general comments



Phil Wallhead:

ERSEM is an important and well-known model in marine biogeochem-
istry and ecosystem modelling. This manuscript provides a detailed de-
scription of the latest version and demonstrates its application in several
contexts, including 1D and 3D coupled hydrodynamic models as well as
new drivers for OD simulations (“ERSEM Aquarium”) and individual pa-
rameterization analysis (Python framework). The new version is a signif-
icant update since Blackford et al. (2004) and is presented in unprece-
dented detail. This, combined with the new drivers for implementation
and testing, ensures that the manuscript and its supplement constitute a
novel and useful contribution to the marine modelling community. Given
the scope and complexity of the model the authors have done an ad-
mirable job describing it in such detail within a reasonable number of
pages. The manuscript is surprisingly readable: I was able to read it
through closely over a few sessions, and can imagine that it could be
read fairly quickly by a modeller shopping around for a new model. I can
therefore see it functioning both as a reference and as an introduction for
potential new users. The example implementations and figures towards
the end are particularly useful in this latter regard.” Where I think there
is the most room for improvement is in the explanation and justification
of the model. The model structure and formulation represents a large
number of modelling choices: the more these can be explained/justified
on rational or empirical grounds, the more useful will be this paper, I
believe. Citation is a good way of doing this, but in lieu of that even mod-
elling anecdotes could be helpful. The overall ratio (citations : modelling
choices) is acceptable in the present manuscript, but I think it could be
higher, and there are a few places where I feel that more explanation is
clearly needed. I have indicated some places where more explanation is
desirable or needed in my specific comments. Overall, I am pleased to
recommend this manuscript for publication subject to minor revisions.

Thank you very much for these comments, we are glad to read that
the perceived scope of the manuscript matches our intentions. We agree
with you that there is space for more detailed information on the choices
and background of the model formulations and aim to provide these in
the revised version of the manuscript.

1.2 On the specific comments
Phil Wallhead:



p7068, Egn 1. The last term is not explained. If it is already covered
by the fluxes across the sea floor (p7069, 13) then the term should be
deleted. If it represents some biogeochemical transformations of pelagic
state variables which are particular to the bottom layer and not covered
by the Fs, this should be explained here.

The last term would represent indeed the fluxes across the sea floor
and should indeed not be there. It is a remainder of a previous notation,
which was abandoned as these fluxes are in fact boundary conditions of
the pelagic system and should not appear in the general equation for the
interior. This equation now reads:
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Phil Wallhead:

Section 2.2 is a nice addition, very useful for work on coupling ERSEM
to physical models.

Thank you.
Phil Wallhead:

p7074, Eqn 4. Might be worth explaining the basis for neglecting nu-
trient excretion by phytoplankton (e.g. Puyo-Pay et al., 1997).

The formulation of nutrient uptake is based on the main function of
phytoplankton, photosynthesis (which is seen as an assimilation of car-
bon and based on the assumption that nutrients and not carbon are the
limiting resource, see also the reply to the following comment). There-
fore excretion is focused on the release of excess carbon, while we con-
sider the excretion of nutrients largely negligible. However, the model
allows for small releases of nutrients to regulate the internal stochiom-
etry when the actual quota exceeds the storage capacity of the cells and
respiration exceeds photosynthesis. In fact the uptake terms (Eq. 5) may
turn negative when rest respiration excceds the assimilated rate or the
internal nutrient content exceeds the storage capacity (p7078 first para-
graph). This approach is in line with findings that nutrient excretion plays
a minor role in the phytoplankton physiology. (Puyo-Pay et al. 1997).

In order to clarify these concepts we have rephrased the correspond-
ing paragraph in the manuscript and expicitly split the uptake term in Eq.
5in uptake and release:

Nutrient uptake of nitrogen, phosphorus and iron is regulated
by the nutrient demand of the phytoplankton group, limited
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by the external availibility. Excretion is modelled as the dis-
posal of non-utilisable carbon in photosynthesis while the re-
lease of nutrients is limited to the regulation of the internal
stochiometric ratio. This approach is consistent with observa-
tions that nutrient excretion plays a minor role in the phyto-
plankton fluxes (Pujo-Pay et al., 1997). Consequently, demand
of nutrients may be positive or negative in sign in relation to
the levels of the internal nutrient storages and the balance be-
tween photosynthesis and carbon losses, so that:
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The nutrient demand (with the exception of silicate) is com-

puted from assimilation demand at maximum quota émameC
complemented by a regulation term relaxing the internal quota
towards the maximum quota and compensating for rest res-
piration:
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where r,u is the rate of nutrient luxury uptake towards the
maximum quota.

Note, that these terms may turn negative when rest respira-
X X
tion exceeds the effective assimilation rate Sgpp (1 — Qexcr> <1

or the internal nutrient content exceeds the maximum quota
resulting in nutrient release in dissolved inorganic from. The
maximum quota for nitrogen and phosphorus may exceed the
optimal quota allowing for luxury storage while it is identical
to the optimum quota for iron and silicate.

The uptake is capped at the maximum achievable uptake de-
pending on the nutrient affinities >Fafﬁw,a and the external dis-
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solved nutrient concentrations:
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where the nitrogen need is satisfied by uptake in oxidised and
reduced form in relation to the respective affinities and exter-
nal availability.

Phil Wallhead:

p7074, Eqn 5. It seems that the ERSEM treatment of nutrient limi-
tation departs from Geider et al., 1997, 1998 and Fasham-type models
(Fasham et al., 1990) in another important sense. In ERSEM, nitrogen
and phosphorus limitation do not impact the gross primary production
(as do silicate and iron limitation) but instead increase the rate of excre-
tion and lysis, and also limit chlorophyll synthesis (Eqns 6, 7, 10). This
seems to be a key structural difference and presumably has a physiologi-
cal/experimental basis — I would like some more explanation/references
for this difference in the treatment of limitation by different nutrients. A
consequence seems to be that ERSEM phytoplankton in nitrogen-limited
regimes, such as the surface waters of the subtropical gyres in summer,
will go on happily converting DIC to DOC. Might this help to explain the
“paradoxical” summer drawdown of DIC at BATS? Other aspects that may
deserve explanation/references: 1) Eqn 5 uses a negative exponential
form for the saturation of photosynthesis with irradiance, consistent with
target theory / a Poisson process (Sakshaug et al., 1991); 2) Eqn 5 pre-
dicts that carbon fixation becomes insensitive to temperature and nutri-
ent limitation at low light (physiological justification?).

The formulation in fact combines the form originally presented with
ERSEM II in Baretta-Bekker et al. 1997 for the balance of carbon assimi-
lation, excretion and respiration with the negative exponential light har-
vesting model based on Jassby and Plat 1976, Platt et al. 1982 and Geider
et al. 1997 and describes the total specific carbon fixation (total GPP,
Eq. 5). In this formulation the gross carbon assimilation is assumed to
be not depending on nitrogen and phosphorus. Total GPP is assumed
to be composed of a fraction which is assimilated (cellular GPP) through
photosynthesis and a fraction which is not utilisable, e.g. due to nutrient
limitation, and excreted (dissolved extracellular GPP, Eq. 6). A similar ap-
proach can be found in Falkowski and Raven (Aquatic Photosynthesis, pg.
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315, Eq. 8.16) although that equation includes also respiration which we
describe separately in Eq. 12. In ERSEM, nitrogen and phosphorus limi-
tation is assumed to alter the partition of fixed carbon between cellular
and extracellular (dissolved) GPP. The idea behind this assumption is that
nutrient limitation (nitrogen and phosphorus) affects more the assimila-
tion of newly fixed carbon into cellular biomass (assimilation) than the
photosynthesis itself. It should be noted that by reducing the amount of
fixed carbon going into cellular biomass nutrient limitation (although not
affecting the specific GPP) does affect GPP indirectly. This means that in
a fully nutrient limited environement it will lead to a short continuation
of conversion of DIC to DOC which will in any case decay gradually with
the phytoplankton biomass. This dissolved (extracellular) component of
gross primary production is not considered in Geider et al 1997 or 1998.

We have rephrased this answer into a paragraph that we have added
in the begining of the section on primary producers:

The formulation of photosynthesis combines the form orig-
inally presented in Baretta-Bekker et al. (1997) for the bal-
ance of carbon assimilation, excretion and respiration with the
negative exponential light harvesting model based on Jassby
and Plat (1976), Platt et al. (1982) and Geider et al. (1997)
in order to describe the total specific carbon fixation. In this
formulation the gross carbon assimilation is assumed to be
not depending on nitrogen and phosphorus. Total gross pri-
mary production (GPP) is assumed to be composed of a frac-
tion which is assimilated (cellular GPP) through photosynthe-
sis and a fraction which is not utilisable, e.g. due to nutrient
limitation, and excreted. A similar approach can be found in
Falkowski and Raven (2007). The idea behind this assumption
is that nutrient (or specifically nitrogen and phosphorus) limi-
tation affects more the assimilation of newly fixed carbon into
cellular biomass (assimilation) than the photosynthesis itself.

As for the temperature nutrient dependence of the phytoplankton
carbon assimilation at low light, note that the metabolic temperature
response in form of the Q10 function /7 is not limited to the exponent
of the light harvesting, but also included as a proportional factor to the
gross carbon assimilation and by that regulates the activity level of phyto-
plankton at any light level in the same way. Similarly, the internal nutrient
limitation will reduce relative carbon assimilation by the same amount at
any light level. (In addition nutrient limitation enhaces lysis so affects the
organism also at rest.)



Phil Wallhead:

p7076, Eqns 9-10. I think it may be better swap the order here. For
me, the “acclimated quota” is really defined by Eqn 10, and then param-
eterized by Egn 9. Also, I find the term “acclimated quota” confusing
— perhaps a better term would be “nutrient-replete ratio of chlorophyll
synthesis to carbon uptake”. The word “acclimated” is confusing here
because it would seem to imply a ratio under conditions of balanced
growth, when C:Chl ratio has adjusted to the ambient light levels. Equa-
tion 9 rather seems to parameterize the non-acclimated ratio (cf. Eqn 4
in Geider et al. 1997). Under acclimated conditions, the Chl:C ratio in the
denominator might be related to Epsr (cf. Eqn 5 in Geider et al., 1997).

We agree, we have swapped the equations and rephrased accordingly.
The corresponding passage now reads:

The synthesis rate of chlorophyll a is given by:

gpp

where  is the ratio of chlorophyll a synthesis to carbon fixa-
tion under nutrient replete conditions. It is given by:

X

X X Sepp

80 = (qumax - qminc:c X—X + qminCZC ’
aprEpar Ge.c

where ?]Wmax are the maximum achievable chlorophyll a to car-
bon quota for each type, gmin... is the minimum chlorophyll a
to carbon quota.

This formulation differs from the original formulation of Gei-
der et al. (1997) in its asymptotic limit of the carbon to chloro-
phyll a synthesis at high PAR. In the original formulation the
ratio is unbound, while in this formulation it is bound by the
inverse minimum chlorophyll a to carbon ratio gmin.. in order
to avoid excessive quotas not observed in nature.

Phil Wallhead:

p7076-7077, Egns 11-13. It is not obvious to me that the loss rates
from excretion, respiration, and lysis should be the same for both carbon

7



and chlorophyll. Can these assumptions be justified? For example Geider
et al. (1997) do not immediately assume that the chlorophyll respiration
rate equals the carbon respiration rate.

While we have implemented a modulation of the chlorophyll a dy-
namics in photosynthesis regulated by light and nutrient supply, we have
simply assumed the loss processes to be proportional to the carbon pool.
This is clearly a first order approximation in absense of better knowledge.
However, as a side note, also Geider et al. in their 1998 paper in the end
assign the specific losses to the same value (eq. 9 of their paper), even if
they formally maintain two separate parameters for carbon and chloro-
phyll a losses. In any case, the ratio of chlorophyll a to carbon seems to
be modelled sensibly considering the results of Pina et al. 2015 (figure 3
panel ¢) and figure 8 of our paper.

Phil Wallhead:

p7077-7078, Eqns 15-18. Again I think a change in order would make
for easier reading, so that the reader is not left wondering why “nutrient
demand” should be calculated at all. T would start with Eqn 18 to calcu-
late nutrient uptake, then explain that this is limited by internal cellular
“demand” and an upper limit imposed by the capacity to actively take up
nutrient at the cell surface (here termed “availability”, but maybe “max
uptake” would be better?). Might also help to remind that the affinities
have units [carbon ~! time ! ] unlike the other “r"s. On a scientific note,
surely the assumption of a linear dependence of (maximum) uptake rate
on external nutrient concentration deserves some comment/references
(e.g. Aksnes and Egge, 1991; Franks, 2009)? When a nutrient starved
cell is suddenly exposed to a very high external nutrient concentration,
it seems likely that the cell-surface uptake capacity would be saturated,
which is inconsistent with the linear formulation of Eqns 16, 17. However,
internal constraints on nutrient uptake rate (via S,,, and r,,,) would then
presumably limit the realized nutrient uptake rate to realistic levels, such
that a saturation parameter for uptake at the cell surface might be redun-
dant. . .?

Thanks, we have changed the order of equations accordingly (see an-
swer to comment on 7074, Eq. 4 above for the revised formulation if
the manuscript) and added a footnote clarifying the units. As for the
nutrient uptake capacity, the formulation is indeed formulated as pro-
portional to the affinity, and thus purely linear, rather than limited by a
saturation assumption of Michaelis-Menten type (Aknes-Egge 1991). This
is justifyable as our model treats phytoplankton in pools of functional



groups, rather than individual species with defined saturation character-
istics (Franks 2009). We have rephrased this explanation for the manus-
cipt in the following paragraph:

This purely linear formulation of maximum uptake propor-
tional to the affinity is in contrast to the more widely used
saturation assumption of Michaelis-Menten type (Aksnes and
Egge, 1991). Itis justified here as ERSEM treats phytoplankton
in pools of functional groups, rather than individual species
with defined saturation characteristics (Franks, 2009).

Phil Wallhead:

p7079, Eqns 21-23. Should explain why silicate gets this special treat-
ment. Something to do with lack of internal storage...?

The variability of the internal silicate quota of diatoms reported in lit-
erature is small and there’s little or no evidence of luxury uptake capacity
for this element (Brzesinzky, 1985; Moore 2013). These factors combined
with the large uncertainties in the silicate cycle have led us to this sim-
plified description of the pelagic silicate dynamics. We have added this
clarification to the revised manuscript in the form

The variability of the internal silicate quota of diatoms reported
in literature is small and there’s little evidence of luxury up-
take capacity for this element (Brzesinzky, 1985; Moore 2013).
The silicate dynamics of diatoms are therefore modelled by
a simple relaxation towards the optimal quota given by the
equations: ...

Phil Wallhead:

p7080-7081, Eqns 27-31. Again it would be good to briefly explain
where this more elaborate multi-source feeding parameterization comes
from. As far as I can tell, it is equivalent to a Fasham-type Michaelis-
Menten formulation (Fasham et al., 1990, Eqns 8, 9) with the feeding
preference constants multiplied by Michaelis-Menten type “detectability
ratios”. But it is not clear to the reader what extra is gained by the f,;,
parameters. Chasing down the reference I find that the ERSEM parame-
terization is a “Class 2D passive switching model” (Gentleman et al., 2003,
Table 3a). But can we say anything about why this particular choice was
made for ERSEM, among the many possibilities?

The formulation is since the original ERSEM versions (Broekhuizen et
al. 1995;Heath et al. 1997) based indeed on a functional response of type
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IT (Chesson, 1983). The additional parameter f,,;, represents an attempt
to include sub-scale processes by adding a detection restriction for an
individual prey type on top of the uptake limitation for total prey. In the
water volume of a single cell (which within the underlying continuum hy-
pothesis may be consiedered large with respect to prey individuals and
small patches) prey, particularly when it is scarce, may be distributed in
separate patches. Consequently, if one prey type is scarce while another
one is more abundant, the limitation should consider the distinct prey
which is achieved here by the additional Michaelis-Menten terms for in-
dividual preys.

We have inserted the following paragraph after the zooplankton up-
take equations:

This formulation is similar to the approach used in Fasham et
al. (1990), but introduces additional Michaelis-Menten terms
for inidividual prey types. The purpose here is to include sub-
scale effects of pooling as preys of different types can be as-
sumed to be distributed in separate patches in the compara-
tively large cell volume. Consequently, individual prey patches
below a certain size are less likely to be grazed upon compared

X
to the larger patches, which is expressed by the Ay, parame-
ter.

Note, that in response to Referee M. Baird we have relabeld the fy,
parameters by hmin.

Phil Wallhead:

p7082, Eqns 32-34. The parameterization of trophic transfer appears
to be a large source of sensitivity/uncertainty in biogeochemical models
(Anderson et al., 2013). Can anything be said about how ERSEM develop-
ers arrived at this particular formulation?

The formulation goes back to the original ERSEM version I (Broekhuizen
etal. 1995) which, based on the standard organism layout (Baretta 1995),
uses a fixed assimilation efficiency with a constant fraction lost in faeces.
These are accompanied by the activity costs in form of activity respiration,
again as a constant fraction of uptake. While there is other approaches
to model the trophic transfer, there is no clear indication as too which is
the most adequate one (Anderson, 2013).

We rephrased this paragraph in order to include these concepts in the
following way:
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The ingestion and assimilation of food by the predators is sub-
ject to inefficiencies that, given the wide diversity of uptake
mechanisms within the zooplankton pools, is for simplicity
taken as a fixed proportion of the gross uptake 1 — .. These
losses are attributed to the excretion of faeces as a constant
fraction (ge.,) and activity costs in form of enhanced respira-

tion (1 — Goyer)-
The excretion term in Eq. 25 is then given by:

X X
0Zcnp B (1 X ) X 0Zcnp
ot Geff ) Gexcr Ot

excr upt

Respiration losses are composed of the activity costs and a
basal respiration term required for maintenance and hence
proportional to the current biomass by the constant factor

>r<resp multiplied with the metabolic temperature response (Eq.
231):

X

X
0Z¢ X X 0Zc X Xy
W = (1 - qeff) (1 - qexcr) W + Tresp I Z,(C'

resp upt

This simple formulation of assimilation losses is closely re-

lated to the phytoplankton losses described in the previous

section following the concept of the standard organism (Baretta
1995) pending a better undestanding of the underlying physi-

ological mechanisms (Anderson et al. 2013).

Phil Wallhead:
p7086, Eqns 45-46. Why is the maximum uptake flux of R by bacteria

capped at a value of rR? What does this represent ecologically? I would
have expected a maximum flux proportional to bacterial biomass (B), in

which case no capping would be needed...

The formulation actually switches from a mode that is proportional

to bacteria concentration (when substrate concentrations are sufficiently
large with respect to the bacteria concentration) to a mode that is pro-
portional to the substrate biomass (when substrate is scarce compared
to bacteria), regulated by the bacteria/substrate ratio. The reasoning be-
hind this approach is that bacteria uptake would be determined by the
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substrate available up to a certain limit when the individual bacteria up-
take is saturated and uptake will become proportional to the bacteria
biomass. We have changed the description in the manuscript as follows:

Bacterial uptake of DOM is given by a substrate mass spe-

cific turn-over rate r.‘ib for labile dissolved organic matter when
substrate is scarce and by a maximum bacteria mass specific
potential uptake regulated by temperature and limited by nu-
trient and oxygen conditions when substrate is abundant and
the uptake per bacteria is saturated , regulated by the ratio of
bacteria over substrate biomass:

B [ & B B B _ (B B\ B
Supt:mm Nab, & max k lp min (IPYIN>E ,

Re
0Bcnp B lab
, i — R
ot ot Supt CNP .
Phil Wallhead:

p7092, 17-15. This is not entirely clear. For example: Does the small
POM receive iron input directly from the grazing fluxes of all zooplankton
on nano- and picophytoplankton?

That is correct, for the iron component of grazing the size class of
particulate matter is given by the prey it derives from, while for silicate it
is given by the predator that ingests the material. We have clarified the
related description:

In the case of silicate the particulate organic matter types are
determined by the predator that ingested the prey and directly
releases the silicate contained in the frustule. They are conse-
quently distributed analogous to the zooplankton excretion:

For iron, on the contrary, the size of particulate iron is given
by the prey size class and taken analogous to phytoplankton
lysis reflecting the assimilation of iron into the cytoplasm:

Phil Wallhead:
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p7098. What about aragonite dynamics?

The parameterisation of calcification adopted is undoubtely simple
with respect to the complexity of the processes, the diversity of calcifiers
and of the minerals (aragonite, calcite, high Mg calcite) involved. Given
the limited knowledge of the physiological constraint of calcification, and
the need to constrain the number of state variables included in the model
(see response to Mark Baird as well), we adopted an implicit parameter-
sation of calcification based on the concept of the rain ratio, i.e. of the
CaCO03:POC ratio in the sedimenting flux, where no distinction is made
on the type of calcium carbonate.

We have added the following phrase to the manuscript for clarifica-
tion:

Since the rain ratio has been defined for the sinking fluxes and
calcite is the more resistant mineral, we limit the description
to calcite in this part of the model, neglecting aragonite.

As a side note, the choice to consider only calcite is common to many
biogeochemical models (e.g. PISCES (Gehlen et al., 2007), MEDUSA (Yool
et al.,2013), Moore et al., 2002)). In any case, when the carbonate system
is solved, saturation state of both forms of CaCO3 are given.

Phil Wallhead:

p7099, Eqn 92. This makes me uneasy about mass conservation. Sed-
imentation redistributes the living phytoplankton biomass (Eqn 1). But
here the sedimentation flux divergence of living phytoplankton contributes
directly to the calcite dynamics without any biogeochemical transforma-
tion. Wouldn't this “create” carbon from nothing in the lower levels?
Doesn't it duplicate the sedimentation term in Eqn 1 applied to calcite?

In the leading paragraph of the section we have alluded to the rea-
soning of the calcification module that is not a prognostic model based
on the actual processes generating calcite. In this approach the amount
of calcification in a given time-step is semi-diagnostically derived from
a postulated rain-ratio that is approximated from environmental condi-
tions (based on the limitation state of nanopytoplankton, temperature
and the current calcite saturation level). To achieve this rain-ratio the
local change (and not only production) of particulate carbon is accompa-
nied by a corresponding change in dissolved inorganic calcite. The actual
processes of calcification are not modelled here. Nevertheless, the car-
bon mass is conserved by this description as all the calcite added based
on the description mentioned is taken out from DIC (see Eq.s 114, 115).
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We have added the following phrase towards the end of the calcification
section:

Note, that while the calcification rates are implicitly derived
from the rain-ratio and not directly modelled processes, this
formulation is still conservative as all sources and sinks of cal-
cite are balanced by DIC (see Eq.s 114 and 115).

Phil Wallhead:

p7103, Eqn 111. It's not obvious to me why the remineralization flux
of dissolved organic iron might be assumed proportional to the grazing
flux from medium POM to mesozooplankton. What exactly is the se-
quence of events that is being parameterized here? Wouldn't it be better
related to zooplankton excretion fluxes?

In general, the dissolution of particulate organic iron to dissolved in-
organic iron by bacterial remineralisation is described implicitly in Eq.
64, 65 (see also Vichi et al. 2007). The assumption here is that the feed-
ing activity of zooplankton increases the bio-availabiliy of the particles
and accelerates the conversion into dissolved inorganic iron. In addition,
there was a minor mistake in the formula as the second term shouldn't
have had the C, N and P components, so this passage now reads.

X
OM Mgo med  OR
Ll =i Re+SE
t remin R t d
ecomp

It is assumed here that the feeding activity of scavenging zoo-
plankton increases the bio-availability and accelerates the de-
composition of particulate iron.

Phil Wallhead:

p7104, 15. Would be nice to have a reference for silicate remineraliza-
tion being confined to the benthos.

We have added the phrase:

This neglection of silicate conversion into inorganic form in
the water column is based on observations that the recycling
of this element in particulate form while sinking down the wa-
ter column is much lower than for the other nutrients, such
that most of its remineralisation is confined to the sea-floor
(Broecker and Peng, 1982; Dugdale 1995).
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Nevertheless, we are aware that this is an oversimplification at least in
parts of the open ocean and are currently working on an implementation
of remineralisation of silicate in the water column that will be added to
the next model release.

Phil Wallhead:

p7105, Egn 125. How is the calcium ion concentration calculated?
From salinity?

In the current form it is assumed constant at the oceanic mean con-
centration based on the lack of relieable data. The calcium ion concen-
tration is fairly constant in seawater (Kleypas et al., 1999), with a little
increase in deep oceans and locally strong decreases towards river wa-
ter. Consequently a salinity regression as suggested would be desirable,
but there is few evidence for a robust formulation of such a relationship
and the impact of such a formulation would be minor with the exception
of major riverine outflows. We have added the following phrase to the
manuscript in order to clarify:

The variability of this ratio is dominated by Cleoz-] 3 C[ca*] is

nearly constant in sea water (Kleypas et al., 1990) and there-
fore fixed in the model at the oceanic mean value of 0.01028 mol kg ™.

Phil Wallhead:

p7111, 121. If I have understood correctly from reading further, the
benthic state variables describe the total content per square metre of
all three layers combined (corresponding to the ¢, in Eqn 138), so there
is strictly no explicit vertical resolution, even between the three layers.
When it is necessary to account for layer-specific habitat and predation
ranges, the individual layers contents are calculated from the total con-
tent and an implicit vertical resolution model (Eqn 151), and a vertical
line is used to denote the restriction. However, only the unrestricted to-
tal contents are evolved dynamically. Please add something at this point
and/or later to clarify this to the reader.

This is correct. We have amended the core paragraph of the introduc-
tory Sec. 4.1 to make this concept clearer in the revised manuscript.

The model includes the functional types of aerobic and anaer-
obic bacteria as decomposers of organic material, three types
of benthic predators (suspension feeders, deposit feeders and
meiobenthos), dissolved organic matter and three forms of
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particulate detritus classified according to their availability and
decomposition time scales into degradable, available refrac-
tory and buried refractory matter.

Benthic state variables are vertically integrated contents (in
mass per area) whose vertical distributions are constrained
by the following simplifying assumptions: Three distinct layers
are considered in the model, a top, aerobic layer that is oxy-
genated and delimited by the horizon of dissolved oxygen, an
intermediate oxidised layer with no free oxygen, but oxidised
nitrogen available (also referred to as denitrification layer) and
delimited by the horizon of oxidised nitrogen and a completely
anoxic deep sediment layer. Given its very shallow penetra-
tion into the sediments, for simplicity, also dissolved organic
matter is assumed to be restricted to the aerobic layer. Below
these layers, limited by the total depth horizon of the model,
no biogeochemical processes take place and only buried re-
fractory matter exists.

The chemical components of the types are identical to the
pelagic part consisting of carbon, nitrogen, phosphorus, sili-
cate and iron; the silicate and iron cycles are simplified, by-
passing the living functional types, in a similar manner to the
pelagic part of the model. The silicate contained in detritus is
remineralised implicitly into inorganic form in the sediments,
while the iron in detritus is directly recycled and returned to
the water column.

The vertical distribution of dissolved inorganic and particulate
organic matter is crucial in determining the availability of food
and resources to the benthic organisms. It is implicitly re-
solved assuming near-equilibrium conditions for the inorganic
components determining the diffusion rate with the overly-
ing water body for the inorganic forms and assumes expo-
nentially decaying distributions for particalute organic matt-
ter. The vertical dynamics of these distributions are described
by dedicated state variables that describe the structure of the
sediments. These are given by the oxygen horizon (the lower
limit of the oxygenated layer and the upper limit of the deni-
trification layer), the oxidised nitrogen horizon (the lower limit
of the denitrification layer and the upper limit of the strictly
anoxic layer) and the mean penetration depths for available
refractory carbon, nitrogen and phosphorus and degradable
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carbon, nitrogen, phosphorus and silicate.

Phil Wallhead:

p7113, Eqn 139. T assume this comes from parameterizing the phys-
ical exchange as a linear mixing flux and setting the overall tendency to
zero? A little more explanation might help.

p7113, Eqn 140. Please explain where this comes from, and why a
different equation is needed when ¢, > ¢, . Moreover, why do we care
about cpey?

The change of concentration between cell centre of the pelagic bot-
tom layer and sediment interface is indeed approximated by a lineari-
sation of the diffusive mixing given the equilibrium flux condition at the
sediment interface neglecting all other fluxes. The different formulations
for positive and negative fluxes are necessary to guarantee positive con-
centrations. A standard linearisation would risk to generate negative con-

centrations at the sea-bed when ¢, < ‘pvmix %Lf\bgc) . Instead we have

opted to use the Patanka scheme here (Patanka, 1980, Sec. 7.2-2; Bur-
chard et al., 2003), which for the case of a net sink in the sediments uses
the approximation

e
ot

Ched - Cp

o =% ST
bge ©P Cp — Pvmix W‘bgc

Ched = Cp + Pvmix

The concentration at the sea bed ¢, is needed as boundary condition
for the steady state production-diffusion balance in Eq. 138. We have
amended this section as follows:

The sediment surface concentration c,eq required as a bound-
ary condition to the production-diffusion balance above is gen-
erally not equal to the concentration at the centre of the low-
est pelagic discretisation cell ¢,, as diffusion across the sedi-
ment surface will be attenuated by the bottom boundary layer.
In the simplest case the difference between cell centre and
sediment surface concentrations can be estimated assuming
a linear diffusive flux as positively proportional to the biogeo-
chemical net change in the sediments. However, a problem
arises for this formulation when the sediments act as net sink,
as the calculated differences may exceed the cell centre con-
centration suggesting negative concentrations at the sediment
interface. Therefore, for negative net sinks in the sediments
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the formulation suggested by Patankar (1980); Burchard et al.
(2003) is applied, leading to the equation:

_ 9a if %@
o 1 Pvmix 5y }bgc it Gelhg >0
Cbed = 5

% i 9 '
Co — if bge < 0

Sp—Pvmix Ttb bec

where pymix IS an inverse mixing velocity constant.

Phil Wallhead:

p7114-7115, Eqns 144-147. 1 would start by assuming Eqn 147 but
with a general e-folding depth (say \). The total ¢, is then given by Eqgn
144 with D replaced by \. I think Eqn 145 actually only applies for d > \
(note the “uv” term = —\de~9/* when integrating by parts). So then we
can say that in the limit d > ), the mean penetration depth D = the
e-folding scale A. Eqn 144 as written then follows.

This makes the derivation indeed a lot clearer, thanks. We have rephrased
as:

The penetration of organic matter type ¢ into the sediments
is assumed as exponential decay of a concentration 1(/;(0 from

a sediment surface value qéo as a function of the e-folding depth
Al

Y
c

>

(€)= leoe*

Total content qéb is then given by the integral
dhot
%b = %0/ e‘gdC
0

0
and the penetration depth D of matter ¢ is defined accord-
ingly as

Cp 0



i.e. the mean penetration depth is given by the e-folding depth
of the distribution function:

[wESNTaY
[WRSHTAN

O |2

(C) = 1goe

Phil Wallhead:

p7115, Eqns 148-150. I'm afraid you lost me here. What is the basis
for Eqn 148? Eqn 149 appears to relate a function of depth on the LHS to
a constant on the RHS. How does this lead to Eqn 1507

We should indeed have been more explicit. Based on the formulas
144-147 the change of penetration depth due to vertically distributed
sources and sinks f (¢) can then be calculated by the formula:

S o B

dt Ch

(This can be proven by using Eq.s 145 and 146:

o fo ) + f(C)dt) dC

o Jy ( f(¢)dt)d¢
a0 fyTCe(Q)dC + [T ¢ (¢) dedt
S fy c(Q)dC+ o f; F(¢)d¢dt
C @ fy Ce(Q)dCH+ [y CF(¢)d¢dt — o fy7 D (¢)d¢ — [T Df (¢) d¢dt
- 0 J5 c(Q)dC+ o [y~ f(¢)d¢dt

_/M(C—D)@dgdt.

dD =D (c (¢) + fdt) — D (c (¢)) =

-D

)

As the model is not vertically explicit, but based on the model assump-
tions, processes can be attributed to layers (e.g. activity of aerobic bac-
teria to the aerobic layer), the changes F; caused in a given layer can be
attributed to discrete depth levels being the centre of the layer (;, so that

dD Fi
E:Z(Q—D)C—b-

This is complemented by movement of sediment material in bioturbation
that smoothes the concentration gradient and is therefore implemented
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as diffusive flux proportional to the difference in concentrations between
0 and a bioturbatation length scale dptyrp.

However, there was a typo in Eq. 149 which has obscured this step,
the correct form is

P
oD v 0 P
= =2 — Sbturb))
ot gb

bturb

Eq. 150 is then simply the result of inserting the vertical profile of Eq. 147
into this equation. We have amended the corresponding section of the
manuscript as follows:

The change of penetration depth due to vertically distributed
sources and sinks f (¢) can then be calculated by the formula:

dD_/Om(g—D)mdg.

E Ch

As the model is not vertically explicit, but, based on the model
assumptions, processes can be attributed to layers (e.g. ac-
tivity of aerobic bacteria to the aerobic layer), the changes F;
caused in a given layer can be attributed to discrete depth lev-
els being the centre of the layer (.

The changes of penetration depth due to source and sink terms
are complemented by the physical displacement of organic
matter by the process of bioturbation, so that the total change
is given by the equation:

o W
oD v . 0D
= = d — D)~ + 22
gr ~ 2= D)+ g,
! b bturb

Bioturbation smoothes the concentration gradient and is there-
fore implemented as diffusive flux proportional to the differ-

ence in concentrations between 0 and a bioturbatation length

scale dpturh

P
oD Vbturb % ¢
— = 22 (o — c(Fprurb))
ot g
bturb b
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where vy IS the bioturbation diffusivity of particulate matter

0
(Eq. 210). Still assuming that D < dy, this takes the form

P
oD _ Ubturb ~ St
— = 1—e » . (1)
ot P
bturb D

Phil Wallhead:

p7117,113-14. Reference to support exclusive feeding on particulates
by anaerobic bacteria?

The exclusive feeding on particulates by anaerobic bacteria is a con-
sequence of the vertical strucure of the model design which assumes for
simplicity that dissolved matter is confined to the aerobic layer as the re-
duced solubility in the lower layers doesn't allow organic material in dis-
solved form. This should have been included in the introduction to the
benthic form and is now included in the amended introduction quoted
above in the reponse to the comment on p7111, 121. Consequently the
anaerobic bacteria can not obtain dissolved matter.

Phil Wallhead:

p7117, 115-17. Reference to support preferential uptake of organic
nitrogen/phosphate?

We have provided a reference:

The uptake of organic nitrogen and phosphorus is enhanced

by a nutrient preference factor Enup supported by observations
that the relative nutrient content of benthic DOM decreases
under bacteria production (van Duylet al., 1993). It is comple-
mented by the uptake of inorganic forms when organic matter
is nutrient-poor with respect to the fixed bacterial stoichio-
metric ratio.

Phil Wallhead:

p7118, 18. Anaerobic bacteria really only excrete particulate matter?
Please provide a reference.

This is again based on the simplifying model assumption that the
depth horizon of dissolved matter conincides with the aerobic layer. Con-
sequently all organic matter generated by aerobic bacteria in the sedi-
ments is of particulate form.
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Phil Wallhead:

p7119, Eqgn 163. Doesn’t the oxygen dependence only apply to aerobic
bacteria?

No, in both layers the mortality is enhanced at low oxygen, but while
for the aerobic bacteria the enhancement occurs due to reduced dissovled
oxygen leading to a thinner aerobic layer, for the anaerobic bacteria it is
enhanced by reduced levels of oxidised nitrogen and a thinning of the re-
duced layer (see Eq. 244). We have clarified this in the manuscript now:

Bacterial mortality is fully regulated by oxygen (see Eq. 244)
and proportional to the bacteria biomass by factor Fmort:

X X X/
=Tmort { 1 — o HC,N,P-.

mort

X
OHcnp
ot

where aerobic bacteria use oxygen in dissolved form while
anaerobic bacteria satisfy their oxygen requirements from ox-
idised nitrogen.

Phil Wallhead:

p7120, Eqn 166. Why do we have the food preference constants in the
detectability fraction, unlike in the pelagic (e.g. Eqn 27)? Same comment
for Eqn 168.

The reasoning here is that while the pelagic predators may be con-
sidered more passive feeders benthic feeders are assumed to search for
prey more actively. Consequently the detection capability for the benthic
fauna is assumed to vary by food-source as preferred food will attract the
predator at relatively lower amounts. We have updated the manuscript
to include this concept:

The total prey available to each zoobenthos type x is com-
posed of the individual prey types ¢ as

X

Y /

X v forly V0

Prene = Z f;)r|w 5 v N w/c,N,]p,
4 fbr}w ¢(lc + hmin

¥ X
where fpr|l are the food preferences and hy,, is a food half-
saturation constant limiting the detection capacity of predator
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x of individual prey types similar to the zooplankton predation
(Eg. 27). In contrast to the pelagic form the detection capabil-
ity for the benthic fauna is assumed to vary by food-source
assuming that benthic predators search their food more ac-
tively. The prey contents in the half-saturation term are con-
sequently multiplied by the food-preferences.

Phil Wallhead:

p7125, Eqn 181-182. I find this whole derivation a bit dubious. Eqn
182 implies that burial only occurs when the mean penetration depth D is
changing, but in a system in quasi-equilibrium I would expect a constant
burial flux even with a constant D. The argument seems to be based on
approximating the burial flux as the product of a 'burial velocity’, inde-
pendent of the concentration, and the concentration at the total depth.
But this sounds more like an advective flux, whereas the sediment system
is earlier assumed to be diffusion-dominated for inorganic states (Eqn
138). I would have rather expected an argument based on a diffusive flux
at the total depth. Assuming the exponential decay profile and a constant
organic matter diffusivity v,q , this diffusive flux would result in a burial
rate independent of the rate of change of D:

@ _ Vodiff Q@ e’d/D
ot D2(1 — e—4/D)

bur

Perhaps there is in fact a good foundation for Eqn 182 but if so it should
be better explained here (noting that the Kohlmeier 2004 reference is in
German).

The use of the term velocity was misleading here. The reasoning be-
hind this formulation is as follows: bioturbation will inevitably lead to
redistribution of matter that will eventually carry matter across the to-
tal horizon for biogeochemical processes. As bioturbation is stronger in
the uppermost part of the sediments (as expressed by equation 150), the
assumption of a flat diffusivity is unsatisfactory. However, it is possible
to derive the burial flux from the time derivative of the integrated sedi-
ment content between the surface and the depth horizon, using Eq.s 147
and 152. This derivation is straight-forward, but somewhat lengthy, so
we have devided to replace it hear by a simple geometric argument as-
suming that the change of penetration depth maintains its exponential
shape stretching the original profile. The flux across any depth interface
is then given by the local concentration times the dislocation rate of the
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profile. We stress again that this is a purely geometrical argument here
that doesn’t correspond to an advective process.

Unfortunately, the explanation was further obscured by the arbitrary
use of zand ¢ for the depth coordinate (which should have been ¢ through-
out in this paragraph) and the subscript “diff”, which should have been
“bturb” as given in Eq. 150.

We have removed these mistakes and replaced the paragraph by the
following text in order clarify the derivation of the burial flux:

The diffusive process of bioturbation leads to the downward
displacement of refractory material. The resulting flux of re-
fractory organic matter across the total depth horizon of living
organisms in the model d,,r may be interpreted as burial flux
(activated by the ISWbur switch), as material is removed from
the biogeochemical active part of the model.

To derive this flux we use a simple geometric argument here:
it is assumed that the diffusive process will preserve the verti-
cally exponential distribution of refractory organic matter (Eq.
147), stretching it. Consequently the flux across any horizontal
interface can be expressed as the product of the local concen-

tration recfrC,N,P and the displacement rate of the exponential
profile at the given level. Specifically, we know that the lo-
cal displacement rate at the level of the penetration depth is
precisely the change of penetration depth due to bioturbation

bturb
To derive the local displacement rate of the exponential profile
at the total depth we can use the displacement time scale at
drot, that is independent of the local concentration:

refrenp
1 1 3r%frc,N,1P>(C) _ ¢ 9D
Tbur(C) reCfrC,N,JP(C) ot refgm»z ot
bturb

Scaling the disclacement rate with this scale the flux of matter
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at diot, and hence the burial flux, can be computed as:

refr refre np refrc np
0 Q CNP refr Tbur( D ) 0 D refr dtot
— Q. = ¢ NP (drot) = ¢ NP (drot)
ot 7'bur(dtot) ot
bur bturb
refr dhot refrcnp
B Qcnp Treficnp ot O D
refr — ot ¢’ refrcne Ot
C.N,P refrc NP -
D (1 — € b ) D bturb

This result can be formally confirmed by a straight-forward,
but fairly lengthy derivation of the time derivative of the in-
tegrated content of refractory matter between the sediment
surface and di using Eq. 147 and Eq. 152.

Note that this process removes biomass from the biogeochem-
ically active part of the model, as there are no processes con-
nected to buried organic matter and the model currently does
not consider remobilisation. This means that during long term
simulations the loss of nutrients needs to be compensated,
e.g. by riverine inputs or atmospheric deposition (carbon is
restored by air-sea exchange).

refrenp

0

Note, that this formulation is absent in previous references (e.g. Kohlmeier).

Phil Wallhead:

p7135, 16. Only the slowly or never degrading part of the sediment
matter is eroded?

The particulate matter in the benthos is actually split in slowly de-
grading and refractory matter so the “slow” labled POM is actually the
faster degrading one, as the slow was originally intended with respect to
the DOM. In resuspension we take only this more available part labled
as slowly degradable into consideration while the fully refractory part
is more compact in structure and assumed to have a higher penetra-
tion depth. It is therefore not considered in resuspension. In response,
we have in any case decided to relable the slowly degradable matter to
degradable matter in order to avoid confusion.

Phil Wallhead:

p7136, I13. Not clear how this slope (units mass-length =*) is translated
into a time scale.
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This formulation is indeed not very precise and unclear. We have ex-
tended the paragraph which now reads:

For phosphorus, ammonium, silicate and DIC the relaxtion
fluxes towards equilibrium are computed by assuming a parabolic
vertical distribution of excess biomass with 0 surface concen-
tration and 0 bottom flux and assuming contributions to the
generation of the excess proportional to the layer depth. The
compensation flux across the seabed is then again computed
from the production-diffusion balance in Eq. 138.

Phil Wallhead:

p7151, 11-11. It looks like there is also an persistent underestimation
of summer nutrient levels, consistent with the weak secondary blooms
mentioned in the text. Perhaps the benthic system is not remineralizing
fast enough (cf. silicate), or GOTM is not capturing enough summer mix-
ing events... I notice also an apparent decreasing trend in the surface ox-
idized nitrogen, perhaps also because of too-weak benthic return fluxes.
It's also notable that the interannual variability in the model seems con-
sistently weaker than in the data (Figures 2 and 3). Perhaps some aspect
of the forcings is responsible?

While there is clearly some weaknesses in the representation of the
summer chlorophyll a compared to the observational data, which may
well be caused by the slighter underestimation of oxidised nitrogen, spec-
ulations as for the cause of these are difficult in the idealised 1D context.
The Oyster Ground site is characterised by strong lateral influences in-
cluding estuarine, coastal and channel waters that include strong direct
impacts on the nutrient concentrations in the area. Particularly in the
stratified season in summer these lateral effects are dominating the sur-
face water signal while the deeper part of the depression is essentially
isolated from the surface layer (see Weston et al. 2008). Similarly, the
interannual variability can be expected to be dominated by relative varia-
tions in the prevailing currents of the area, that is receiving inflows from
the continental coast, the channel, the English coast and the central North
Sea and can not be fully captured in this 1D case study. We have included
these considerations in the revised manuscript:

In addition, some deficiencies, in the model simulations are
to be expected as the Oyster Ground site is characterised by
strong lateral influences including estuarine, coastal and chan-
nel waters that include strong direct impacts on the nutrient
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concentrations in the area that can not be captured in this ide-
alised setting. Particularly in the stratified season in summer
these lateral effects are dominating the surface water signal
while the deeper part of the depression is essentially isolated
from the surface layer (Weston et al., 2008)

1.3 On the technical comments / typos

Phil Wallhead:

“food web” not “food-web”

“North Sea” not “North-Sea”

“case study” not “case-study”

p7065, I1. “Given the importance of these applications, transparent
descriptions...”

p7065, 19. “occurred”

p7065, 119. “a scientific tool”

p7065, 122. “Allen et al. (2001) adopted”

p7065, 123. “Holt et al. (2012) and Artioli et al. (2012)"

p7065, 124. “Blackford et al. (2004) applied”

p7065, 125. “Barange et al. (2014) used applications of the model in
the major coastal upwelling zones of the planet, and...”

p7066, 11. “(2014) have assessed the skill of the model, demonstrat-
ing...”
p7066, 19. “climate change”

p7066, 121. “nitrogen, phosphorus,”

p7066, 124. “The present paper provides a full description of all model
components , simple case studies illustrating the model capabilities in
an idealised mesocosm type framework and three vertical water-column
implementations of opposing character, and a brief illustration of a full-
scale three dimensional application.”

p7067, 4. “licence” assuming this is UK English.

p7067,117. “feedback”

These have been corrected, thanks.
Phil Wallhead:

p7070, 17-8. Actually the F is used in many instances to denote rates
with units [time ~!] rather than fluxes with units [concentration-time —!]
(e.g. Egns 14, 20, 23, ...). Perhaps those Fs should be changed to Ss?

The different letters as we use them are not so much about their units,
but about the underlying processes: while S is more for rates related to
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physiological processes of a functional type like specific uptake or lysis,
F is used for uptake fluxes that are directed from one functional type to
another.

Phil Wallhead:

p7070, 117. “equations”

p7070, 126. “exception”

p7071, 114. “radiation”

p7071, 116. “coefficients”

p7071, 120. Latex failure.

p7072, 13. “numerical”

p7072, 119. “heterotrophic nanoflagellates”
p7072, 125. “silicic”

p7073, I5. “simplicity; their pathways. . .”
p7073, 17. “dissolved”

p7073, 119. “a net result”

These have been corrected, thanks.
Phil Wallhead:
p7074, 115. Shouldn't this be Geider et al., 1998?

Either of the two works as example here, but we had the Geider et al.
1997 paper in mind, specifically table 2.

Phil Wallhead:

p7075, Eqn6. Q.. should be the fraction excreted, but the RHS ap-
pears to be 1 minus this fraction.

In fact, we have corrected this.
Phil Wallhead:

p7075, Eqn7. Doesn't this blow up (or give poor numerics) as either
limitation factor approaches zero?

In fact this formula has been transcribed erroneously from the code,
the corrected equation now reads:

1
X X
min (/(N]p>,l§,> + 0.1

(See also Blackford et al. 2004, Eq. 7.)
Phil Wallhead:

X X
Slys = Tys -
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p7076, I5. Break this sentence in two, e.g.: “This formulation differs
from the original formulation of Geider et al. (1997) in its asymptotic
limit of the carbon to chlorophyll a synthesis at high PAR. In the original
formulation...”

p7076, 116. Remove “consequently”.

p7079, Egn 24. Missing parentheses around pC02-379.48.

Corrected.
Phil Wallhead:

p7081, Eqns 28-30. The notation may be a bit confusing here. Eqn
28 uses a “specific uptake capacity” S, but it is not specific to the up-
taker concentration (as it was for phytoplankton uptake of nutrients), but
rather to the concentration of “total available prey” (this could be made
clearer by a second equality in Egn 30). Seems it would have been better
to define S, Via EQn 28 with Pr substituted for Z (and adjust Eqn 29).
Maybe too dangerous to redefine anything now. Perhaps the best solu-
tion is to replace “specific” in |1 with “total prey-specific” and in 15 with
“prey-specific”.

We should indeed have stated to what state the specific rate refers.
We have clarified the use of specific not only here, but throughout the
manuscript, in reponse to a similar, more generic comment by referee
M. Baird. As for the motivation of the prey uptake formulation we hope
our earlier answer on the specific comment related to p7080-81, Eqs. 27-
31 has clarified the reasoning behind.

Phil Wallhead:

p7082, I5. “activity-related”

Corrected.

Phil Wallhead:

p7082, Eqn 33. 22 is not defined.

Ot | growth
This should have been %—f upt and has been corrected.
Phil Wallhead:

p7084, Eqn 38. It would be better to write this as a sum of concen-
trations multiplied by layer thickness, divided by the total water column
height.

We have voluntarily used the integral in line with all the rest of the
mathematical description that is formulated in continous rather than dis-
crete space. It is not divided by the water column height as the criterium
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we want to use for hibernation of mesozooplankton (that within limits
are able to move vertically) is the vertically integrated prey mass and not
an average concentration.

We have in any case corrected the formula, which was missing the
final dz.

Phil Wallhead:

p7086, Eqns 45-46. Again I think it would have been better to define
the rate Supt as a flux specific to bacterial biomass instead of available
DOM.

The formulation of bacteria uptake of substrate is in fact switching
between saturated uptake when substrate is abundant (proportional to
bacteria biomass) and substrate-limited uptake, which is proportional to
the substrate available and consequently substrate specific. See also the
answer to the specific comment related to p7086, Eqns 45-46.

Phil Wallhead:

p7087, Eqns 49-50. r;,, should be replaced with r,?
p7087, 116. “occurs”

Corrected.
Phil Wallhead:

p7091, Eqn 64. Might be clearer to divide by g,em.c , SO that the ra-
tio gremv.c/gremv.c €CaN be seen as a factor accounting for nutritional status
(from the point of view of the decomposing bacteria that are not explicitly
resolved).

This would in fact be clearer in the equation, but we have chosen to
stick to the C : N parameter for easy comparison as this is usually used
in literature (e.g. the Redfield ratio is usually expressed as C : N).

Phil Wallhead:

p7098, Eqns 86 and 87. I think there are three typos: “upt” in over-
head of Eqn 86, and “lab” in two overheads in Eqn 87, unless I missed
something.

That's correct, apologies for the careless editing.
Phil Wallhead:

p7098, 116. Replace “where” with something like: “The dynamics of
particulate inorganic carbon (or “calcite”) may be decomposed as:”

We have replaced with:
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The calcite dynamics are then described by the equation:

Phil Wallhead:

p7100, 1. Insert something like “(plus scavenging of dissolved inor-
ganic iron)”

We have added the phrase:

Dissolved inorganic iron is additionally subject to scavenging.

Phil Wallhead:

p7108, 18. “non-modelled forms of inorganic matter and the back-
ground. . ."

Corrected.

Phil Wallhead:

p7110, 110. The R for calcite has changed into an L.

For consistence with the code lable and the state variable table, it is

calc calc
actually the R s in the equations above that should have been L s. This
has been changed consistently throughout the manuscript now.

Phil Wallhead:

p7111, 123-24. “the silicate and iron cycles are simplified, bypassing
the living functional types in a similar manner to the pelagic part of the
model”

Corrected.
Phil Wallhead:
p7111,127. Clash of singular “a particularity” with plural “are” - rephrase.

This has been replaced by

In addition, the benthic model includes dedicated state vari-
ables that describe the vertical strucutre of the sediments,
given by ...

Phil Wallhead:

p7113, 12. “biogeochemical”
p7114,19. Should be ¢, not ¢ I think.
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p7115, Egqn 151. Surplus “/*

p7117, Egn 158. Shouldn't the Rs be Qs for the benthos?

p7118, Egn 159. Shouldn't that be a Q instead of H in the first term
on RHS?

p7121, 12. “capable of feeding on itself”

Corrected.
Phil Wallhead:

p7121, Eqns 170-171. The uptake terms should be specific to the ¢
(“upt, ¢"), or use the Fs.

We have corrected using the Fs:

degr med degr med
E)YX v# QR x v=Q R X
C X Y X Y
W = Z Gexcr -7:|¢ w(IC + Z qpexcr 'F’¢ w(lc
excr ¥ ¥
x degr med degr med
OYnp X QR X Y R X Vo
81', = qdil Z Gexcr fly; wN,IP + Z pexcr f|¢ ¢N,P
excr ¥ ¥
Phil Wallhead:

p7125, 11. “Note that this...”

p7125, 13. “does not”

p7131, 12. "atmospheric inputs, otherwise denitrification...”

p7133, Egqn 209. Shouldn't the “depo” and “sed” be subscripts and the
“cp” overhead

Corrected.

Phil Wallhead:

p7133,110. Isitan R or an L for calcite? Be consistent!

It should in fact be L, we have made this consistent across the manuscript.
Phil Wallhead:

p7135, 12. “In the case”

p7135, 113-14. “towards equilibrium”
p7136, 123. “cycle”

p7137, 116. “identical between”
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Corrected.
Phil Wallhead:

p7138, Eqn 229. Should the G be an O? The “s” is also not defined in
the text.

It should indeed, corrected. The oxygen saturation sp mentioned here
is actually the same as the one in Eq. 240 and is given in the supplements,
we have added the reference to the supplements also at this point:

The regression formula for sy is given in the Supplement.

Phil Wallhead:

p7144,17. Should be > or < 1?

Corrected.

Phil Wallhead:

p7145, Eqn 258. pcrowd on the LHS and RHS?

These should have read p. throughout the RHS. In addition the re-
sult should have been constrained to a lower limit of 0 by a maximum
function:

X X
Yc — Pc

X XX
Pcrowd = max (0, Ye - pC> X N %
Ye — pc + hsat

Phil Wallhead:

p7149, 110. Better “strong nutrient limitation"?
p7149, I11. “microbe dominated”
p7149, 114. “an order of magnitude”

Corrected.
Phil Wallhead:

p7155, 122. Shouldn't this read “product of the chlorophyll a content
and PAR"?

It should indeed, it's the carbon-specific rate that is proportional to
PAR and the chlorophyll a to carbon ratio, so that the actual absolute
rate is proportional to irradiation and chlorophyll a. In any case, the
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corresponding phrase has been removed in response to a comment by
Yool et al.

Phil Wallhead:
p7157, 12. “pigment complements”

Corrected.

2 Answers to Referee Mark Baird

Marc Baid:

The ERSEM model is one of the most sophisticated biogeochemical
models available for shallow water ecosystems. It contains a broad range
of elements (C, N, P, Si, Fe), has dynamic quotas for 4 phytoplankton
types, 3 zooplankton types, bacteria mediating remineralisation, a car-
bon / oxygen chemistry suite, as well as a benthos with three zooplank-
ton. There are models with more sophisticated optical sub-models, size-
resolution of plankton, benthic plants and sediment chemistry (metals
etc.), but in general ERSEM contains one of the broadest set of processes
of any available model. The representation of bacteria in the microbial
loop is, in particular, world-leading. This manuscript describes in detail
the ERSEM model with the ambitious goal to be the definitive complete
mathematical description for users of this model at its present, mature
state. In general the manuscript achieves this goal, although a significant
number of errors appear in the text that need attention, and elements
of the structure are worth considering. I am a strong supporter of peer-
review publication of this type of work and wish to provide the following
comments in order to improve the manuscript. Any bluntness in the com-
ments is due to brevity, as I understanding the challenge in achieving an
error-free document with this many details. Thank you for your com-
mitment to the thorough scientific presentation of your biogeochemical
model.

Thanks again for your effort and time in reviewing our work, we are
glad to receive your constructive feed-back and suggestions.

2.1 On the major comments on clarity
Marc Baid:
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1. It is awkward that Egs. like (3) consider all dP/dt terms to be pos-
itive (i.e. dP/dt|pred is positive), such that it must be subtracted
from growth in Eq. 3. Of course dP/dt due to predation is negative.
This awkwardness is compounded later when the individual terms
are calculated. For example Eq. 32 gives excretion being equal to
uptake, when in fact the terms are the negative of each other. I
would suggest that dP/dt|pred be negative, as well as all other loss
terms. This issue comes up many times in the manuscript.

We understand the problem of a loss term being positively correlated
to a production term, but we had to make a choice here:

e either we incorporate the sign into the sub-process (as you suggest)
to have loss processes anticorrelated to the production term they
originate from, stating all processes of the overall balance equa-
tions in a simple sum,

e or we distinguish already at the top level between loss and pro-
duction terms putting the sign in the actual balance equation and
assume all sub-processes as positive amounts.

We have voluntarily opted for the latter approach which seemed clearer
and more immediate to us to show at a first glimpse what increases and
what decreases the respective state. As a side note, this approach is not
particular to our work, but has been used in other related works (e.g.
Vichi et al. 2007, Fasham 1990, Fennel 1995).

Marc Baid:

2. The symbol ‘q’ is overused, resulting in confusion. ‘q’ is used as
a quota, a fraction, and a turnover rate. In principle, it would be
best to assign a symbol one class of entity to quantify, and then use
subscripts and superscripts to be more specific.

We feel that a single letter representing fractions and proportions
is restrictive enough to make a logical and conceptual distinction be-
tween parameters, but We agree that the letter “q” should not be used
as turnover rate, as this is substantially different to the other uses. How-
ever, we could not find any such occurences.

Marc Baid:
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3. The quotas are state variables? Wouldn't you need a set of equa-
tions to describe their advection and diffusion like Eq. 1 that con-
serves mass? In Section 3.2 of J. Mar. Sys. 50 (2004) 199- 222 1
give a description of how conservation of mass is achieved in the
advection of quotas. Is this what you do?

The quotas themselves are not state variables. The actual state vari-
ables are the components or constituents of the functional groups, e.g.
the diatom carbon concentration and the diatom nitrogen concentration,
rather than its carbon to nitrogen quota. Hence the actual differential
equations are solved on these (conservative) states, while the quotas are
a purely diagnostic consequence. We have clarified this in the statement
describing the model state variables under Eq (1):

"..where ¢, are the pelagic concentrations (per volume) and
¢ the benthic contents (per sediment surface area) of each
chemical component of the organic model types or the inor-
ganic model components.”

Marc Baid:

4. The use of calligraphic symbols for chemical elements does not
abide by conventions in chemistry, although it is still clear.

We assume this refers to the subscripts C,N, P, S, F. We have chosen
to distinguish these from the general font used to evidence them with re-
spect to the “descriptive” subscripts. We believe this facilitates the read-
ing of the equation, even if it breaks with the conventions used in purely
chemical literature.

Marc Baid:

5. ‘Specific’is used regularly though the text, but we are not told whether
it is carbons-pecific etc. In a model with varying stoichiometries I
think this is important. Without this I had trouble with the Egs. on
p7081, as noted below.

Generally, when we say specific, it would be specific with respect to
all chemimical components of a state. E.g. a specific mortality becomes
absolute carbon, nitrogen or phosporus loss by multiplying it with the
current carbon, nitrogen or phosporus concentration. We agree however
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that there is considerable ambiguity in our use of specific that led to con-
fusion (see also some of the comments below), particularly in the cases
you mention, where rates are specific to prey rather than predator con-
centrations. We have ensured that all uses of specifc rates are clearly
defined in the revised manuscript.

Marc Baid:

6. The terms lysis and mortality are used interchangeably at times. Are
they the same thing in the model?

Mostly mortality would consist of lysis, but there are some exceptions.
E.g. in the case of zooplankton it would also include predation by non-
modelled organisms. For clarity, in the equations we refer now to mor-
tality only, which is intended as general mortality predation excluded.

Marc Baid:

7. Primes are used in the sense of B’ = B + small number, to avoid nu-
merical integration issues. I was not confident the prime was used
in consistently in the text. In any case, this is a numerical integra-
tion issue, whereas this manuscript is mostly concerned with the
symbolic presentation of processes formulations. I suggest primes
are removed from all equations, and an additional section added to
describe any numerical approximations that are recommended for
the solution of the equations.

We have carefully checked again that we have used the primes con-
sistently in the descriptions and the model. Even being a numerical is-
sue, we think that specifying the use of full or “available” biomass in the
equations is important as there are cases where the use of either of the
two is ambiguous, such as half-saturation terms (e.g Eq 29 or Eqs 49,50).
Therefore, in order to support the reproducibility of the model from the
equations given, we have decided to keep the primes in the equations.

Marc Baid:

8. The usefulness of this document would be greatly enhanced by pro-
viding a list of parameters for one of the applications given. This
is particularly necessary as many of the parameters are not given
units in the text. I see this as an advantage, as the model equations
are therefore not presented in a specific units system. But at some
point units must be given so that the consistency of the model can
be assessed.
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Indeed, the full parametrisation used in all examples is given in the
Supplement, stating the mathematical representation in the equations
of the manuscript, the name in the code and the value and units used.
Given the volume of these tables and the volume of the manuscript with-
out it and considering the fact that the parametrisation is a customisable
element and not strictly part of the model definitions, we felt that the
Supplement is the adequate place for this information.

2.2 On the specific major comments
Marc Baid:

1. If Eq. 1 contains a seabed term, then Eq. 2 should have a water
column term?

In fact this term should not be there, it is covered by the boundary
conditions in form of the fluxes. It remained there by mistake from a
previous formulation where we had included these fluxes in the balance
equation for the interior, but it shouldn't be there being a boundary con-
dition of the system. Apologies for that. Eq 1 now reads:

dey, . 0¢, o 0c P?*c,  0c

u w —_— =
ot ox Vsl TV T ot

bgc

(2)
Marc Baid:

2. EQ. 4 - should this have an excretion term?

Nutrient excretion was covered by the net uptake term (Eq 18,21)
which may turn negative, e.g. in conditions of no growth (see pg 7078,
lines 2-4. This is not clear from the Eq.4, so we have decided to split the
term explicitly into uptake and release. The corresponding passage in the
manuscript now reads:

Nutrient uptake of nitrogen, phosphorus and iron is regulated
by the nutrient demand of the phytoplankton group, limited
by the external availibility. Excretion is modelled as the dis-
posal of non-utilisable carbon in photosynthesis while the re-
lease of nutrients is limited to the regulation of the internal
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stoichiometric ratio. This approach is consistent with observa-
tions that nutrient excretion plays a minor role in the phyto-
plankton fluxes (Pujo-Pay et al., 1997) Consequently, demand
of nutrients may be positive or negative in sign in relation to
the levels of the internal nutrient storages and the balance be-
tween photosynthesis and carbon losses, so that:

X X X
X : P pF _|PnpF ; PnpF
aPN,IP’,IF B min (eremand|/\/NMF ' favaII|NN,]P,]F) if -Fdemand|/\/N']P,yF >0
ot N X
; PnpF
upt 0 if ]:demand|NNPE <0
X
oP 0 if Faemand| 7" > 0
NPF| demand|/\/N’ﬂ>y]F >
ot B P P
NP,F ; NBF
rel ~;L_demand|/\/lwy[F 0 if ]:demand|NN'M <0

The nutrient demand (with the exception of silicate) is com-

puted from assimilation demand at maximum quota émaXNMC
complemented by a regulation term relaxing the internal quota
towards the maximum quota and compensating for rest res-
piration:

X

Faemang 2% =8, (120 1~ aresp ) G P
demand|/\/Npry]F =Ogpp | 1 — Lexcr ~ aresp ) 9maxyprc " C
, X X X
X / / X /
+ Mnlux (QmaxNyﬂ»,F:@ Pe — PN,]P’,]F) — Fresp PN,]P’,IF

where r,u is the rate of nutrient luxury uptake towards the
maximum quota.

Note, that these terms may turn negative when rest respira-
X X
tion exceeds the effective assimilation rate Sgpp, (1 — Qexcr> <1

or the internal nutrient content exceeds the maximum quota
resulting in nutrient release in dissolved inorganic from. The
maximum quota for nitrogen and phosphorus may exceed the
optimal quota allowing for luxury storage while it is identical
to the optimum quota for iron and silicate.

The uptake is capped at the maximum achievable uptake de-
pending on the nutrient affinities >Faffm,m and the external dis-

39

X
~ Garesp

Pc



solved nutrient concentrations:
p X X
!
favail‘/\/ijg = raff]p,]FN P,F Pc, (3)
X oX ammy\ x
P, X X
J—"avail|/\/§ = (raff,, NIN‘{'raffa NI/\]) P(Cv

where the nitrogen need is satisfied by uptake in oxidised and
reduced form in relation to the respective affinities' and ex-
ternal availability.

And for silicate:

dia

oP dia dia
7| T max (q refuc O growth 0) ,
upt
o a a
ia . ia
N dia
81‘ = max (Pé - ql’efs:(c Pé:' O> !
rel

4)

Similarly the uptake and release of nutrients and bacteria was covered
by a single term, which has now been been split in two explicit terms as
well:

B B B Nlll’ . B B
0Bp Frel <qIP:(C - qmax]p:@> Bc N/+I? if dp.c < Imaxpc
- — P
ot ’ .. B B
upt 0 if dp.c 2 Grmaxp.c
. B B
8BP o 0 if dp.c < Amaxe.c
a, - B B B . B B
Ot | Irel (quc - qmaXE’:C) B'c if qpc> Grmaxp.c
Marc Baid:

3. Eqg. 7 will produce an undefined number when either of the limiting
functions is zero.

"Note that the dimensions of these are [volume' x mass~! x time '] as opposed to
[time™'] as for most other rates.
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This is a mistake in the transcription, the formulation in the code in
fact augments the denominator by 0.1. The corrected equation reads:

1 X

X X Fys -
min (l(Nm, /§> + 0.1

X
Slys =

Marc Baid:
4. Eq. 24 - I think there should be a bracket around (p-379.48)

Thanks, this has been corrected in the manuscript.

Yenhc = 1.0 + (pco2 — 37948) x 0.0005.

Marc Baid:
5. Ithink Eq. 28 should have Prc on the nominator?

No, not at this stage of prey-specific uptake. The prey biomass comes
into play later, when the absolute uptake is computed (Eq. 30). This
should be clearer now that we have clarified the meaning of the various
occurences of specific rates (see the response to major comment number
5).

Marc Baid:

6. Eq. 27-30. To illustrate an inconsistency, imagine you have one
phytoplankton species P = 1 mg C m-3, fmin = 1. fpr becomes 1,
and the grazing rate is proportionalto 1 x1/(1+1)=2 1. Now split
the phytoplankton into two identical populations, indistinguishable
to the zooplankton, then fpr becomes 0.5 for both, and the grazing
rate is proportional to 0.5 x 0.5/(0.5+1) + 0.5 x 0.5/(0.5+1) = 0.3333.
I am not sure about the definition of fpr, but the definition of fmin
is problematic. This same issue is exists for benthic feeders. Here
(Eg. 168) a detection capacity is assumed. The only justification I
could imagine for a detection capacity is that the concentration is
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less than one individual. If so, then there would be a calculation
that could be made to determine the value. But I don't think this is
what you are trying to represent. If it is relative availability, then you
could use an affinity for prey in the same manner as you consider
NH4 and NO3 uptake.

If the two prey types are indistinguishable to the zooplankton, i.e. they
are percieved as the same thing by the predator, then the fmin, i.e. the
detection concentrations for the single perceived prey type, should be
split between the two actual prey types equally. Specifically, in your ex-
ample, if the single prey type has fmin=1, than the two prey types per-
ceived as one should have fmin=0.5, which then yields 0.5 as prey avail-
ability in both cases.

The detection capacity is essentially an attempt to include sub-scale
effects, in that different prey types are likely to be distributed in the wa-
ter volumn in separate patches. At that point, if one prey type is very
rare it is unlikely to be detected with respect to other prey types that
are abundant. We have amended the manuscript to explain this concept
better:

This formulation is similar to the approach used in Fasham et
al. (1990), but introduces additional Michaelis-Menten terms
for inidividual prey types. The purpose here is to include sub-
scale effects of pooling as prey of different types can be as-
sumed to be distributed in separate patches in the compara-
tively large cell volume. Consequently, individual prey patches
below a certain size are less likely to be grazed upon compared

X
to the larger patches, which is expressed by the Ay, parame-
ter.

Marc Baid:

7. Eq. 38 might be incomplete. The LHS implies a depth-average con-
centration, which would require the integral through the water col-
umn to be divided by the depth, while the RHS implies the depth
integral (although the dummy variable, dz, is not given)

This is a misunderstanding, the “av” subscript here stands for avail-
able prey as stated in the phrase on top of the equation. It is given by
the vertical integral of prey in each horizontal position. Nevertheless, the
integral formula was missing the integrand and has been corrected:
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Marc Baid:

8. Eq. 45,46. I don't see how these equations work. If Sup is the
bacteria-specific uptake rate, then Eq. 46 should be dB/dt = S B,
where Sup depends on the available organic matter, not the bacte-
rial population? In Eq. 45, should it be Rlab?

There was a minor mistake in the super- and subscripts of these equa-
tions: the “lab”s should have been “dis”, so refer to the labile dissolved
organic matter. This possibly has caused confusion here and has been
corrected. In any case, the uptake rate of equation 45 is specific with
respect to the substrate available and not to the bacteria biomass (sim-
ilar to the predation uptake being specific to prey, see the comment to
your point 5). This means that under the condition of the first case of
the minimum function (representing the case that sufficient substrate to
saturate uptake by bacteria is available), specific uptake will increase the
bigger the bacteria biomass. The second term represents uptake that is
limited by scarcity of substrate with respect to the bacteria biomass in
a simplified manner as a fixed substrate specific rate, compared to the
half-saturation formulation of the predators . The formulation essen-
tially is a switch between uptake proportional to bacteria biomass when
enough substrate is available or proportional to substrate if substrate is
scarce, regulated by the bacteria over substrate ratio. This explanation
was added to the manuscript, which now reads:

Bacterial uptake of DOM is given by a substrate mass spe-

cific turn-over rate r.‘ib for labile dissolved organic matter when
substrate is scarce and by a maximum bacteria mass specific
potential uptake regulated by temperature and limited by nu-
trient and oxygen conditions when substrate is abundant and
the uptake per bacteria is saturated , regulated by the ratio of
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bacteria over substrate biomass:

B _ B B B B B B\ B¢
Supt:mm Nab, & max k lp min (/IP:/N)E '
Re
8B<CN]P’ B lab
a’ : :Supt RIC,N,P,
t upt

Marc Baid:

9. I am not sure of the meaning of the bold brackets in Egs. 57 and
58, but they seem to imply multiplication of local derivatives, which
I don't think is the intention.

The squared brackets here and in other places represent terms that
hold only for individual functional groups, e.g. the silicate components in
the phytoplankton equations that are only present in diatoms. We have
added the following phrase to the nomenclature section:

In equations that hold for multiple functional groups or com-
ponents squared brackets are used for terms that are only
valid for a single functional group or component.

However, the terms in Eq 57 sepcifically shouldn’t have had brackets.
We have taken them out.
Marc Baid:

10. P7091. Is r_decomp = r_remin by definition in the equations? If so,
it would be better to have just one parameter.

“r_remin” is not used in the manuscript. If the comment refers to the
remineralisation rates from dissolved organic matter to inorganic matter
(remn,p), the decomposition of particulate matter to dissolved matter in
the standard bacteria model is in principle independent of the reminer-
alisation of dissolved matter by bacteria, which is why we have preferred
to use two parameters.

Note: Point 11 seems to have been removed by the referee?
Marc Baid:
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12. P7105 - If alkalinity is correlated to temperature, which is non-
conservative, then alkalinity will be non-conservative. Why not ini-
tialise the model with alkalinity based on T and S, and then advect
total alkalinity (not just the bgc perturbations), with bgc processes
as local sink/sources.

Indeed this option is included in the model by switching the regres-
sions off ( ISWTALK=5). Then whatever initial condition provided will
be advected and diffused conservatively if the transport operator of the
physical driver is conservative. This is in fact the option used in the global
ERSEM simulation in Kwiatkowski et al. 2014. However, we have chosen
to allow a hybrid formulation of alkalinity as not all processes contribut-
ing to the carbonate system are included in the model, so conservation
is not necessisarily a desirable feature in this case. At the same time
relatively robust regressions for alkalinity from salinity or alternatively
temperature and salinity exist at least for some areas of the world ocean
(see e.g. Artioli et al. 2012, Lee et al. 2006), that in combination with
the biological changes give a good approximation for the total alklinity,
as demonstrated in the Artioli et al. paper. In these areas this semi-
prognostic approach gives a much better representation of the carbonate
system compared to the fully prognostic description used in Kwiatkowski
that performed comparatively poor. In any case, we have rewritten the
final part of the carbonte system section in order to clarify the different
options:

Two different modes to compute total alkalinity are provided
with the model:

e A diagnostic mode, that computes alkalinity from salinity
or salinity and temperature. This mode is non conser-
vative and the field of alkalinity is recomputed at each
time step without physical tranport. It does not include
changes to alkalinity by the biogeochemical processes of
the model.

e Aprognostic model, thatincludes biogeochemical changes
to alkalinity. It is fully conservative and adds a state vari-
able for alkalinity that is subject to physical transport.

As a third semi-diagnostic option, these two modes can be
combined as a sum by setting the prognostic alkalinity state
to 0, so that the diagnostic mode provides the backgound field
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and the prognostic mode gives a trace of the contribution of
biogeochemical processes to the total alkalinity.

The recommended option is the semi-diagnostic option for
coastal applications and shelf seas, where reliable and robust
regressions exist or the fully prognostic mode, where no sin-
gle reliable regression is available, e.g. in global simulations.
(For further detail the reader is referred to Artioli et al., 2012)

The changes of alkalinity due to biological processes are given
by sources and sinks of phosphate, oxidised nitrogen and am-
monium as well as calcification and dissolution of calcite:

amm calc OX calc

0Abio 0 Ny OLc ONp ONy OLc

= +2 = - == - _2==

Ot |pge ot ot Ot |pge Ot ot
bgc diss bgc calc

In three dimensional simulations, these changes are accom-
panied by the effect of riverine inputs (see Artioli et al., 2012).

Marc Baid:

13. The equation of the vertical attenuation of light (Eq. 128) calculates
light at a depth z. But the model considers discrete layers, in which
case any single depth (top, centre, or bottom of the layer) does not
represent the mean available light in the layer. The correct depth-
averaged light within a layer is given by (Etop-Ebot)/(Kd dz) where Kd
is the vertical attenuation of light coefficient, and dz is the thickness
of the layer. A similar problem is described on the ROMS forum:
https://www.myroms.org/forum/viewtopic.php?f=33&t=1314.

Indeed, this issue relates to the fact that the “average” light in an in-
dividual cell should not be the light at the cell centre, but the integral
of the exponentially decaying light over the cell thickness, divided by the
cell thickness, which is how it is implemented in the aquarium and gotm
drivers provided with the model release code and also in the various cou-
pled systems using the POLCOMS and NEMO ocean models cited in the
paper. We have amended the corresponing point in the section on de-
pendencies on the physical environment:

e Primary production relies additionally on the photosynthetically ac-
tive radiation (PAR) as energy input which should be computed from
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shortwave radiation at the sea surface I, taking into account the
attenuation coefficients given in Section 3.9. Note, that the model
requires the average light in each discrete model cell, which is not
given by the light at the cell centre, but by the vertical integral of the
light curve divided by the cell depth.

Marc Baid:

14. Eqn 245 has a parameter h with units of (mass/length)A3. If you
replace h with hA3, the units of h will be concentration, and the
value will be a meaningful concentration. Same for Eq. 246.

We had considered the option of setting this parameter to the units
of simple concentration, but have opted for leaving it cubic at this point
for easier comparison with previous parametrisations (Blackford et al.,
2004).

Marc Baid:
15. Eqn 247 - is this really a 2. If so explain.

That value has been chosen to limit the impact of pH on nitrification
rate at high pH to a factor of 2, to avoid unreasonable extrapolation of
Huesmann et al. 2002 Anyway, this limit is purely a safety-valve for patho-
logical cases because such doubling of nitrification rate will occur only
when pH>9.637, i.e. a value that is usually higher than the values simu-
lated by the model in natural environment.

Marc Baid:

16. You could replace equation 254-255 with x./(abs(x)+hcalc) where x
= omega - 1, which would be positive for calcification and negative
for dissolution.

That would be a possibilty, but would still require the “non active”
limitations to be set to zero and the dissolution ones to be reset positive
in case of a negative result. Overall, this seems less transparent to us, so
we prefer the original formulation.

Marc Baid:
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17. P7145 - So the calcification is unaffected by temperature above say
10 C? Rather than use the rain ratio, would it be easier to have an
explicit calcifier.

We don't fully understand the first half of the comment: the effect of
temperature on calcification is described by a saturating curve (Eq 256),
with half saturation constant equal to 2°C. This implies that at 10°C cal-
cification is 83% of the maximum value and at 30°C is about 94%.

Although the implementation of an explicit calcifiers would improve
the ability of the model to simulate some aspect of calcification (e.g. the
dependency of calcification from the physiological state of the calcifier),
including a specific group of calcifier is problematic given the diversity of
calcifying organisms in the marine environment and will therefore lead to
the exclusion of the contribution of calcifiers that are not included in this
new group. Hence, in order to include all possible sources of calcifica-
tion, and given the limited knowledge on the mechanistic representation
of the process involved, we decided to use this implicit parametric for-
mulation, that is simlar to the ones used in other biogeochemical models
(e.g. PISCES - Gehlen 2007, MEDUSA - Yool 2013).

2.3 On the minor comments
Marc Baid:

1. L10 p7083. I know what you mean, but ‘enhanced inefficiency’ is an
oxymoron? Perhaps ‘reduced efficiency’ would be simpler.

Thanks, we have changed this in the manuscript to:

It is capable of scavenging on medium size organic matter
whose assimilation is less efficient and therefore subject to

. MESO
enhanced excretion grexcr:

Marc Baid:
2. L9, p7068 replace ‘with respect to’ with ‘compared to'.

Corrected.
Marc Baid:

48



3. P9‘according to the internal quota and storage capacity’ - are these
different quantities?

Yes, the internal quota would be the actual internal quota and the
storage capacity its maximum threshold (or better the difference of max-
imum and reference internal quota). This should become clearer in the
section on primary producers.

Marc Baid:
4. Eq. 2 direction of z is important in this definition.

The direction of the z coordinate is given in the Nomenclature section
just beneath, but to make this clearer at this point of the manuscript, we
have inserted the phrase:

X represents the vector of spatial coordinates of which z is
the vertical coordinate being 0 at sea surface and increasing
downwards.

Marc Baid:
5. P7070, 112 'equations’.

We assume this comment is referring to line 17 on the same page and
have corrected it.

Marc Baid:
6. P7071, 115 small ‘P’ production, radiation misspelt.

Corrected.
Marc Baid:

7. P7071, 120 vecu_wind is not defined.

This was a latex typo and has been corrected to d.qg-
Marc Baid:
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8. P7072, 13 ‘numerical’ misspelt.

Corrected.
Marc Baid:

9. P7073, 119 ‘as the net result’

This has been corrected to “as a net result” on suggestion of referee
P. Wallhead.

Marc Baid:

10. P7073, 121 ‘predation by zooplankton’

Corrected.
Marc Baid:

11. P7074 14 for diatoms is the'

We have corrected to:

“and where the silicate component (S) is only active for di-
atoms.”

Marc Baid:

12. P7074,110-114 quotae? ‘in unlimiting conditions at the reference’

13. P7078 116 replace tendency with rate, and misspelling of luxury.

Corrected.
Marc Baid:

14. P7080 116 - I thought ‘h’ was going to be for half-saturation con-
stants? Might be worth saying that a low f means better detectabil-
ity (i.e. fis actually a measure of indetectability!)
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Thanks, we have followed the suggestion to lable the half-saturation
constant with h. Labeled clearly as half-saturation constant now, we be-
lieve that the relation of a low half-saturation meaning high detection
capacity should be clear.

Marc Baid:
15. P7082 - internal stoichiometric quota.

If this refers to line 10, we couldn’t find any mistake with the original
phrase.

Marc Baid:
16. Eqg. 57 - the meaning of ‘adj' is not given.

Apologies, this shouldn’t have read ‘exu’ as in exudation, which is de-
fined below. We have corrected this.

Marc Baid:
17. P7086, 115 - what is the meaning of ‘at rest’

“at rest” here refers to the pure maintenance metabolism of the mi-
crobes without any decomposition of substrate. We have added the phrase:

(representing the maintenance cost of the metabolism in ab-
sense of uptake activity)

Marc Baid:
18. P7090 14, ‘excretion by zooplankton’, 16 ‘respectively’

Corrected.
Marc Baid:

19. In some places (Eqs. 144,145, 152) zeta is used as the dummy vari-
able for distance in the vertical, where z is used elsewhere. Might
be clearer to stick with z.
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We have chosen to use a separate depth coordinate for the sediments,
as for the benthos the level 0 is at the sediment interface, while for the
pelagic part it is at the sea surface, so strictly they are separate coordi-
nates.

Marc Baid:

20. P7098. L8 replace ‘quota’ with ‘proportion’ or something other than
quota.

We have replaced with “ratio”.
Marc Baid:

21. P7117 Eq. 158 - the use of the vertical line delimited by depths is
unusual.

We agree that the vertical line is a fairly ambiguously used symbol
in mathematical notation, but at the same time think that our use here
is sufficiently clear (“substrate concentrations available in the respective

OXy
layer”,"where the layer limits diow, dyp are 0, D for aerobic bacteria and

oxy
D, diot for anaerobic bacteria”) ” and we don't think our use is particularly

uncommon (See e.g. https://en.wikipedia.org/wiki/Vertical_bar: “Some-
times a vertical bar following a function, with sub- and super-script limits
‘a"and ‘b’ is used when evaluating definite integrals to mean ‘f(x) from a
to b’, or “f(b)-f(a).")

Marc Baid:
22. P7138 15 ‘through’

Corrected.
Marc Baid:

23. P7141 replace ‘M-M constants’ with ‘half-saturation’ constants.

24. P7143 19 - 'nitrification’

Corrected.
Marc Baid:
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25. P714416 Do you mean>07?

This should indeed read > 1, it has been corrected.
Marc Baid:

26. P7155113-14 - check units of PAR and Ns.

The relevant phrase as been removed as a response to a comment by
A. Yool et al. on this section.

3 Answers to Andrew Yool, Tom Anderson and
Katya Popova

Andrew Yool, Tom Anderson and Katya Popova:

In the first instance, we are very pleased to see ERSEM get a thor-
ough and updated description, and the authors are to be commended.
As a long-standing and much-used staple of many marine biogeochem-
istry studies, particularly in the shelf seas region, it is crucial that ERSEM
is transparent and accessible to interested researchers. Especially since
recent work (e.g. Kwiatkowski et al., 2014) has shown ERSEM now running
at the largest possible scales. However, while welcoming this manuscript,
there are a number of weaknesses in it that we feel do not allow ERSEM to
be shown in its best light. In our opinion, addressing these would make
the resulting manuscript a much more valuable resource, both for exist-
ing ERSEM users and as an advert to potential new users of ERSEM. We
have divided our comments into general, overarching points and shorter
remarks on specific facets of the manuscript.

Thank you again for the attention you have given to our work, we have
considered your points carefully and have tried to address them in our
aswers that you find below.

As a general remark, we believe that some of the criticism raised is
based on a misconception of our purpose of this paper having a concep-
tually different paper in mind that would “show case” the model in its
entire broadness with a considerable weight on the variety of full scale
applications. This however wouldn't be possible in reasonable space (as
you recognise yourself in point 4), if not at the cost of an incomplete
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mathematical description which would repeat the short-coming of ear-
lier works on this model. In addtion, there is a variety of examples in the
scientific literature that illustrate the spectrum of ERSEM applications, so
adding these here would only repeat previous efforts, therefore we have
limited ourselves in this occasion to refer to these works in the introduc-
tory and concluding remarks.

On the contrary our main objectives for this paper were:

e providing a full, transparent mathematical description and a full il-
lustration of the model software.

e provide test cases that demonstrate the main model capabilities,
but at the same time allow for a full replication of results within
reasonable effort and at a low level of requirements in terms of
computational resources.

We realise that this approach may be slightly different to at least some
previous papers in GMD on similar types of models, but we believe it is
fully supportive of the GMD standards for a model description paper.
Specificallly it:

e fully supports reproducibility, either of all model equations in a dif-
ferent framework, either of the test cases presented,

e provides examples of model output with comparison to observa-
tional data.

We believe that this focus on transparency and reproducibility renders
the work interesting and relevant to both, expert modellers familiar to
models of similar type, and modellers of related fields as well as other
scientists that are interested in the backgrounds and details of our model.

We have rephrased the beginning of the last paragraph of the intro-
duction in order to reflect these intentions:

Our main objective with this paper is to provide a full de-
scription of all model components, accompanied by simple
case studies with low resource requirements that illustrate the
model capabilities and enable the interested reader to imple-
ment our model and reproduce the test cases shown. To this
purpose we present the examples of a mesocosm type frame-
work and three vertical water-column implementations of op-
posing character complemented with basic validation metrics
against in-situ observations. All material required to replicate
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these test cases, such as parameterisation and input files, are
provided in the Supplement. In addition, a brief illustration of
a full scale three dimensional implementation is given to show
the model in a large scale application.

The next section gives...

3.1 On the general points

Andrew Yool, Tom Anderson and Katya Popova:

1. While the model equations are doubtless mathematically correct,
they are expressed throughout in an overly nested and quite repet-
itive style that makes following and interpreting them unnecessarily
difficult. We would suggest that the authors examine descriptions
of comparable models (e.g. PISCES was very recently published; Au-
mont et al., 2015) and adopt some of the style conventions there.

The way we have presented the equations follows the strategy to first
present the balance equation for each functional class giving an overview
of the processes that change it, and then specify the individual processes
in more detail. We appreciate that the volume of mathematical descrip-
tions may at first be a bit overwhelming to readers who are not familiar
with the model, but at the same time, we think that this is the best way
in which a description of a model of this detail can be presented, when
completeness of the description is our main goal. This approach allows
unfamiliar users to get an idea of what is changing a state by a quick
look at the head of each section, with the possibility to get more into de-
tail, where desired. The same approach has also been followed in other
works (e.g. Vichi et al. 2007) of comparable model detail. Specifically, we
think that the more “all in one” approach, which works well e.g. for the
mentioned PISCES model description, is unsuitable here as the balance
equation for the individual states would become excessively long, spread-
ing over several lines, rendering them essentially unreadable. For this
reason, we are inclined to stick to our general approach of mathemat-
ical representation, also considering, that none of the two referees ex-
pressed a similar concern and one of them even finding the current form
“surprisingly readable”. Nevertheless, we have reviewed our description
and reordered in several places equations where they appeared exces-
sively nested or hard to follow (see e.g. some of the comments raised by
Referee P. Wallhead and their response).
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Andrew Yool, Tom Anderson and Katya Popova:

2. More broadly, while the model equations are scrupulously docu-
mented, their origins are not explained. As such, it is difficult for
readers to chase up particular functions to understand the rationale
for framing them or their underlying assumptions and limitations.
Where possible, we suggest that the authors either make reference
to their sources and / or identify where they have used “standard”
functions (e.g. type-II or type-III responses).

We agree that the origin of the model formulation is at times weakly
motivated and documented and have amended the formulations to im-
prove this point adding the reasoning for a particular formulation, in-
cluding references where adequate (see some of the reponses to the tow
referees).

Andrew Yool, Tom Anderson and Katya Popova:

3. Oddly, the model description includes a number of additional op-
tional functionalities for particular processes, but it offers no in-
formation on how these perform (functionally and computation-
ally), how they impact model performance, or under which circum-
stances they should be preferred. We would suggest that an ob-
vious inclusion on these occasions would be to perform a simple
sensitivity analysis that illuminates on these points. Alternatively, if
these options have formed part of a preceding publication, a pointer
to this would help.

We agree that the various options of the model formulations are not
clear enough. We have decided to add a section on optional model choices
to summarise these along with information on their impact, advantages
and disadvantages. However, we believe that a sensitivity analysis, even
if brief, for each of these options would exceed the volume of the present
work (see point 4), whose main purpose is a a full description of the
model formulations. We have ensured in any case that references to
relevant previous works are in place.

Andrew Yool, Tom Anderson and Katya Popova:
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4. The paper is exceptionally long, even by GMD standards, and we
appreciate that our suggestions are unlikely to shorten it. One pos-
sible avenue might be to separate the manuscript into two shorter
manuscripts in which the pelagic and benthic submodels are (semi-
)separately described and explored. At present, the manuscript
does not do the benthic submodel justice.

This underlines a fundamental problem in accomadating a significant
number of your comments. Given the considerable size of the manuscript
in the submitted form and the addition of the background information on
the various model formulations we can not accomodate a lot of the sug-
gestions you've made without splitting the work into pieces. This would
result in a different work, that is against our main purpose with this
manuscript which is to provide a description of the model as a whole. On
the contrary, we have opted to focus on a full mathematical description
in this work accompanied with reproducible examples. Summarising a
model of this volume in a single publication will always be a challenge as
itis impossible to enter into the details of the individual processes within
a reasonable limit of length, but we believe there is merit in presenting
the concise description in itself as a reference to interested readers. Fur-
thermore, we have refrained from splitting the benthic from the pelagic
model description as the two systems are deeply interconnected there-
fore both systems should be thought of as a single framework and not as
two separate pieces.

With respect to the sediment model, we have amended the section
of the benthic model in various parts, which we believe gives now an
adequate description of this part of the model.

Overall, we believe that the paper in its current form, including the
amendments we suggest for the revised manuscript, is certainly longer
than average, but still of acceptable length for GMD.

Andrew Yool, Tom Anderson and Katya Popova:

5. The extensive use of idealised OD and 1D configurations followed
by just two paragraphs on a 3D configuration does something of
an injustice to ERSEM'’s long record in 3D work. While the former
configurations have particular uses, as the authors note, they are a
poor representation of what ERSEM is capable of. We would sug-
gest that that manuscript would be much improved if the focus was
on the 3D model (either in shelf seas or global mode) with passing
mention made of these useful, cut-down modes.
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Andrew Yool, Tom Anderson and Katya Popova:

6. On a related point, the demonstration of ERSEM’s range and util-
ity is very weak. The ways chosen to illustrate this are limited and
do not provide any context for the model-observation comparisons
(i.e. is ERSEM doing well / badly relative to other models?). This is
compounded by some weak figures and analysis, but is principally
hampered by the focus on idealised cases rather than ERSEM's work
in 3D (which, as already noted, is given seriously short shrift in this
draft of the manuscript). Again, we would strongly suggest that the
authors examine recent model descriptions in GMD, of which the
PISCES model provides (in our opinion) a good example.

Our decision to focus on “simpler” test cases here is following two
main motivations in order to support transparency and reproducibility:

e This class of test cases eases the approach to the model to unfa-
miliar readers as the effect of model mechanisms is more directly
tractable and clearer than in a full 3D applications where the inter-
actions with the physical driver are much more complex.

e The OD and 1D test cases are easier and faster to set-up and have
much lower demands on data volumes of in- and output data and
much lower requirements in computational power to run the simu-
lations allowing the reader to reproduce our examples on any stan-
dard work station or laptop. This enables us to provide the full input
data and configuration required to reproduce the test cases, and it
enables the interested reader to reproduce all our test cases on a
standard work station without the need of access to a high perfo-
mance computing system.

This approach offers the interested reader the actual possibility of tak-
ing the paper, downloading the code and reproducing the examples given
at full extent.

In addition, as you rightly state, the model has a long history of simu-
lations in full 3D. But instead of repeating these we have decided to focus
on the simpler reproducible applications. The full spectrum of model ap-
plications and validation studies it has been subject to is extensively ref-
erenced in the introductury and concluding remarks providing providing
the background of more detailed work at full scale.

Finally, model intercomparison is surely a useful and interesting ex-
ercise (and ERSEM already participated in one of these exercises, see

58



Kwiatkowski et al., 2014), however it is not the aim of this paper that
is focussed on describing ERSEM and its ability to reproduce observed
patterns in some illustrative test cases (see also point 8).

Andrew Yool, Tom Anderson and Katya Popova:

7. ERSEM's treatment of alkalinity appears to have several confusing
elements. Calcifiers are included, but alkalinity is effectively implicit
. while also being open to modification - it's not at all clear how
the model can “remember” this modification in the absence of an
explicit TA tracer. It is also unclear what this does to carbonate
chemistry and air-sea CO2 exchange. On a related point, if TA is
a function of T S, what happens to it at depth where these rela-
tionships completely breakdown because of the biological pump?
More broadly, either ERSEM or the manuscript (or both?) are not
self-consistent when it comes to alkalinity - even simple nutrient-
restoring models manage this more straightforwardly.

The description of the alkalinity options in the carbonate system sub-
module unfortunately hasn't been very clear. We have clarified the op-
tions for the alkalinity computation in an amended version of the final
part of the carbonate system section:

Two different modes to compute total alkalinity are provided
with the model:

e A diagnostic mode, that computes alkalinity from salinity
or salinity and temperature. This mode is non conser-
vative and the field of alkalinity is recomputed at each
time step without physical tranport. It does not include
changes to alkalinity by the biogeochemical processes of
the model.

e Aprognostic model, thatincludes biogeochemical changes
to alkalinity. It is fully conservative and adds a state vari-
able for alkalinity that is subject to physical transport.

As a third semi-diagnostic option, these two modes can be
combined as a sum by setting the prognostic alkalinity state
to 0, so that the diagnostic mode provides the backgound field
and the prognostic mode gives a trace of the contribution of
biogeochemical processes to the total alkalinity.
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The recommended option is the semi-diagnostic option for
coastal applications and shelf seas, where reliable and robust
regressions exist or the fully prognostic mode, where no sin-
gle reliable regression is available, e.g. in global simulations.
(For further detail the reader is referred to Artioli et al., 2012)

The changes of alkalinity due to biological processes are given
by sources and sinks of phosphate, oxidised nitrogen and am-
monium as well as calcification and dissolution of calcite:
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In three dimensional simulations, these changes are accom-
panied by the effect of riverine inputs (see Artioli et al., 2012).

Andrew Yool, Tom Anderson and Katya Popova:

8. The concluding statement “The ERSEM 15.06 model is the only model
currently available that provides the structure for simulating in one
coherent system the biogeochemical cycles of carbon, the major
macronutrients and iron, the carbonate system and calcification,
the microbial food-web and the benthic biogeochemistry” is over-
reaching in the extreme. That this description is not backed up in
this manuscript by any strong evidence that it does a good job on
any of these components makes it difficult to sustain. The manuscript
needs to demonstrate ERSEM’s skill (e.g. comparison with a range
of other models) to justify as strong a statement as this.

It is not our intention with this phrase to underline that ERSEM would
be better with respect to any other models in all these aspects. Given that
we don't provide a model inter-comparison in this paper (which would go
beyond the scope of this paper), we have omitted any comment at this
point on the actual quality of the model elements mentioned compared
to other models. We have simply stated that the model in the current
form “provides the structure” to include these processes in simulations
and that is to our knowledge unique. Given that we also provide a full
description of each of these elements, it is transparent to the reader/user
how and to what detail these processes are included or not. Based on
these considerations, we believe this is a fair statement. In any case, we
have slightly changed the phrase to:
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The ERSEM 15.06 model is to our knowledge the only model
currently available that provides the structure for simulating
in one coherent system the biogeochemical cycles of carbon,
the major macronutrients and iron (using variable stochiomet-
ric relationships), the carbonate system and calcification, the
microbial food web and the benthic biogeochemistry.

3.2 On the specific points

Andrew Yool, Tom Anderson and Katya Popova:

e Why is this version “15.06” of ERSEM?; why not version 15?; like
many models, ERSEM is documented sporadically so does it really
need a“.06” designation in its version number?; this especially seems
odd given that previous manuscripts do not routinely report a spe-
cific model revision, and also because this manuscript will presum-
ably be the go-to description for the model for years to come; in the
language of modern marketing, Apple promotes iOS 9, not iOS 9.06

The version number refers to the year.month of the release. There
are undoubtedly different approaches to versioning computer software,
most of them are based on either a running number, like iOS, or on the
time of the release, like some windows releases or the ubuntu operat-
ing system. We have decided to go for the release number based on the
release time in order to avoid the difficulty of attributing an adequate
running number given the dispersive development previous to this re-
lease. The decision to include year and month leaves us the opportunity
to release more than once in a year, which may or may not be necessary,
but in this way at least we are not restricted by the version number.

We have added the following phrase to the code availability section:

The versioning convention used with this software refers to
the year and month of the release.

Andrew Yool, Tom Anderson and Katya Popova:

e An explanation of the differences between BFM and ERSEM might
be helpful; they are introduced as cousins but one is shelf seas while
the other is (at least ostensibly) open ocean
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Actually also the BFM branch of the ERSEM model has been applied
on the shelf and in the global ocean as alluded to in the introduciton
on pg. 7065, lines 8-13, references to Leeuwen et al. 2012 and van der
Molen 2014. As the main concepts of the two models are very similar,
but the differences lie in smaller details of the model equations, we be-
lieve that a listing of the differences in between the two models would be
more confusing to the reader than it would help and would lengthen the
manuscript considerably. In addition, we would be obliged to compare
an up-to-date description of 2015 with the last publication of the BFM
dated 2007, which would probably not give a fair representation of the
current state of the BFM. Again, a model comparison is not our purpose
here, but on the base of this work any interested reader has full access
to the description of our model in order to compare.

Andrew Yool, Tom Anderson and Katya Popova:

e Lots of examples of diverse use are given in the introduction, but
it's used in a very narrow way in this manuscript; arguably, the 1D
uses are rather passé when we know that it's more routinely used in
3D and even at the global scale (of which, the manuscript is rather
coy about its performance)

There is a variety of expamples of 0D and 1D uses of the ERSEM model
along the 3D works in recent scientific literature and the manuscript gives
references to these works. We believe that scrupulous, intensive and
well documented model develpoment in idealised OD and 1D implemen-
tations should be at the base of any full scale model implementation, be-
cause by simplifying the context they allow to isolate the different model
components and to better understand the interactions among these. Up
to this day there is a long record of publications using the ERSEM model
in idealised 0D or 1D simulations (including recent ones) and as far as we
are concerned, there will be a lot more in the future.

Andrew Yool, Tom Anderson and Katya Popova:

e A“model of intermediate complexity” is an odd way to hear ERSEM
described; relative to most other plankton models, it's more a “kitchen
sink” model in which complexity has been successively extended
to include functional groups for which there is arguably still only
limited knowledge about; perhaps some examples of other models
would make this intermediate status clearer?
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What we intended here is that the model is certainly on the complex
side of biogeochemical models, but compared to some models of the ma-
rine food-web, the complexity of the ecosystem representation is rather
reduced.

In any case, we have removed the statement concerning the complex-
ity of the model as it is not further explored in this work.

Andrew Yool, Tom Anderson and Katya Popova:

e What does “a particularity of ERSEM” actually mean?; this is not
unique to ERSEM by a long chalk

Of all the main models currently in wider use, to our knowledge the
majority of models still uses fixed stochiometric or limited stochiometric
dynamics of individual constituents. So while we don't insinuate this is an
exclusive charateristic of ERSEM, it is still a particular element compared
to the bulk of models available. Nevertheless, we have rephrased to:

Importantly, ERSEM uses a fully dynamic stoichiometry in es-
sentially all its types (with the exception of mesozooplankton,
benthic bacteria and zoobenthos which use fixed stoichiomet-
ric ratios).

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 1 does not do a good job of describing something as com-
plex as ERSEM; it would be far better to separate out the pelagic
and benthic components and do a better job separately for each;
for instance, the diagram makes it look like all phytoplankton use
all nutrients, that all zooplankton have access to all phytoplankton,
and that there's only a single size class of detritus (which the text
later makes clear is not the case); also, the diagram has no need of
including the carbonate system in this way - one assumes pH and
omega; the arrows on the diagram, in particular, for this part are
unhelpful since they imply that alkalinity is consumed by not just
the phytoplankton (and possibly the “microbes” and zooplankton;
which P and Z, incidentally, is left to the imagination of the reader)
but also the DIC system, which in turn is consumed by pCO2

Just as the paper is aiming to give an all-in-one description, the ratio-
nale for this figure is to give an overview of the model in its entity, which
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we believe is a crucial requirement for a manuscript such as this. Con-
sequently much detail is omitted from this diagram, which aims to show
the interactions between model components, not just fluxes of biomass
or compounds. This is why the links with the carbonate system are appro-
priate, and we believe pertinent to include. We have however improved
the figure in order to make our intentions clearer.
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Figure 1: ERSEM schematic showing how model components interact
with or influence each other. Blue connectors represent inorganic car-
bon fluxes, red represents nutrient fluxes, yellow represents oxygen,
black represents predator-prey interactions and green represents fluxes
of non-living organics. Dashed arrows indicate the influence of carbonate
system variables.

Multiple size classes of particulate organic matter (and labilities of dis-

solved organic matter) were already implied by the previous diagram, but
have been made more explicit. Very similar versions of this figure have
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been published in many other publications to date as an introductory
overview of the model.

We agree that additional diagrams help to illustrate some of the more
detailed aspects of the model in other points of the manuscript (e.g. the
connections between prey and predators mentioned in a later comment
and diagrams of the two bacteria sub-models) and we have provided
these in the revised manuscript.

Andrew Yool, Tom Anderson and Katya Popova:

e Stating “small scale and high resolution applications” would bene-
fit from having scales attributed to them; among other things, the
continuity assumption is only ever an approximation

The continuity assumption is in fact always an approximation. The
point we are making here is that one needs to keep in mind that this ap-
proximation is only justifyable when one is looking at the dynamics from
scales coarse enough so that the abrupt discrete changes vanish. A pre-
cise limit is hard to define and depends on the precision required, but as
a rule of thumb one should use scales that are at least an order of magni-
tude larger than the body and patch size of the modelled organisms. We
have added the following phrase to the manuscript:

As a rule of thumb, in order to guarantee the validity of the
equations, the modelled scales should at least be an order
of magnitude bigger than the organims modelled and smaller
patches.

Andrew Yool, Tom Anderson and Katya Popova:

e Table 3, which describes the predator-prey relationships in the model,
would surely have been better off as a diagram; Figure 1's job should
have been this

We agree, we have added these figures to the revised manuscript.
Andrew Yool, Tom Anderson and Katya Popova:

e From the get-go the equations, while doubtless mathematically cor-
rect, are fairly impenetrable to read; it would be a lot of work to
understand and follow them enough to reproduce them in another
model; and why is the format of a vertical line followed by a short-
hand description used?; wouldn't underbraces, or just well-chosen
names, be better?
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The general principle we have followed in presenting the equations,
as described in the answer to the similar general comment above (1.), is
to give an overview of what processes affect a single orangism in form
of the general balance equation, followed by the specification of the in-
dividual terms. Taking also into consideration the feed-back of the two
nominated referees, we don't have the impression that the general lay-
out of the equations is a major problem in principle. However, we admit
that on occasions the specification of individual terms was slightly con-
vulsive and has not helped readibility. Consequently, we have changed
these where they've occured to us. We believe that these changes have
improved the readiblity of the overall manuscript even further.

As for the notation style of vertical lines specifying types of source-sink
terms, the choice between our notations and other forms as underbraces
is surely subjective and we have favoured the vertical lines (which has
also been used in other works, e.g. Vichi et al., 2007).

Andrew Yool, Tom Anderson and Katya Popova:

e Insection 2.3, how sensitive is the model to the size of this number?;
while it's small, it's a value that the model could reach relatively eas-
ily; also, does this mean that the ocean has an enormous standing
stock of biological material when integrated everywhere?

Sensitivity studies we have performed when introducing this thresh-
old have shown that the results in spun-up simulations remain unaltered
in between runs using this negativity control and runs that do not use
the concentration buffer. The model indeed reaches values of 0.01 mg
m-3 carbon at times, but these occasions have entirely negligible impact
on the model dynamics and overall flux budgets. The formulation and
magnitude of these litmits is similar to the overwintering limits in Fennel
(1995). As for the biomass budgets over entire domains, one should use
the available biomasses to compute the overall budgets in order to ex-
clude these background concentrations. We have added a corresponding
comment to the revised manuscript:

...These small resilient buffers additionally support the spawn-
ing of new biomass as soon as favourable conditions occur,
similar to the low overwintering biomass limits in Fennel (1995).
Note that when calculating the overall budgets of a domain,
these background concentrations should be subtracted in or-
der to give adequtate results.
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Andrew Yool, Tom Anderson and Katya Popova:

e We presume that “hetero nanoflagellates” are “heterotrophic nanoflag-
ellates"?

Thanks, we have corrected this.
Andrew Yool, Tom Anderson and Katya Popova:

e The equations contain a large number of diverse functional forms,
but these are neither sourced to particular work, nor are the func-
tional responses of them illustrated diagrammatically - this might
help in the more complex cases; for instance, how is the rather
complex nitrification equation derived?; is there empirical support
for such a multi-factorial form, or is it a composite function based
on separate studies for each factor?

We agree and have added a significant amount of background on the
origin of the model formulations to the revised manuscript, as stated in
response to general comment “2.”. Also we have added some diagram-
matical representations of parts of the model (within limits to keep the
paper at a sensible length, see also response to the comment on figure
1). More specifically on the description of nitrification, we have amended
the manuscript as follows:

...where br?mtr is the maximum ammonium mass specific nitri-
fication rate at reference temperature. In the absense of ex-
plicit nitrifiers, nitrification is modelled as an implicit process
depending on multiple environmental factors, based on tem-
perature, oxygen and availibility ammonium taking into ac-
count the poor competitiveness of nitrifying microbes with re-
spect to other pelagic consumers of ammonium (Ward, 2008).
The various regulation and limitation factors...

Andrew Yool, Tom Anderson and Katya Popova:

e Is there any exploration in the manuscript of the different bacterial
degradation schemes?; if not, why not?; the text makes a point of
describing both at length
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The DOCDYN sub-model is simply an updated version of the standard
ERSEM formulation meant to represent the bacteria-mediated produc-
tion of recalcitrant DOC. The enhancements offered with this new fea-
ture in simulations is already documented in the literature (Polimene et
al., 2006, 2007). As such we think that going further in exploring the dif-
ferences between the two formulations is outside the scope of this paper.
The tendency within the group of developers is to use the DOCDYN for-
mulation as default bacteria model. However, for the sake of complete-
ness we have left the possibility to choose the “old” version also consider-
ing that, in some cases, it could be convenient to run the model without
the semi-refractory DOC (R3 variable in the code) reducing the computa-
tional cost. In order to make the differences of the two sub-models more
transparent we intend to include diagrams showing the different versions
in the revised manuscript.

Andrew Yool, Tom Anderson and Katya Popova:

e Where does this calcification form originate?; it is not sourced; also,
extra functionality is described for CaCO3 dissolution but again ap-
pears unexplored; ordinarily one would expect a sensitivity analysis
section in the manuscript, not least to help users of ERSEM decide
which of the optional functions (here and elsewhere) they should
use; of course, it may be obvious from the sources of the functional
responses, but - as noted - these are not made clear

We have amended the introduction of the calfication section in order
to clarify reasoning and background of this sub-module. It now reads:

The model in its current form does not include calcifiers as
a dedicated

functional group given the limited knowledge of the physiological con-
straint of calcification. Therefore, the process of calcification is not di-
rectly modelled, but is treated implicitly by considering part of the nanophy-
toplankton to act as calcifiers. Calcification processes are inferred from
the system dynamics based on the assumption of a given ratio between
particulate inorganic carbon over particulate organic carbon in sediment-
ing material, usually referred to as rain-ratio. Here this ratio is used as a
proxy for the calcite production matching the local increase of POC orig-
inating from nanophytoplankton. Since the rain ratio has been defined
for the sinking fluxes and calcite is the more resistant mineral, we limit
the description to calcite in this part of the model, neglecting aragonite.
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This approach is similar to the implementations in other biogeochemical
models, e.g. PISCES (Gehlen et al, 2007) or MEDUSA (Yool et al.,2013).

Andrew Yool, Tom Anderson and Katya Popova:

e Nice light modelling, but, again, what's the difference in the schemes
presented?; is either functionally superior, and does it come at extra
cost?

The two models can be tuned to give essentially the same results, but
the new formulation includes the major advantage of being formulated
on the base of inherent optical properties, which with respect to the ap-
parent optical properties of the earlier formulation are more directly and
much more often measured. This gives the possibility to:

e base parameter choices on collected data available,

e validate the optical sub-model against data sets of inherent optical
properties,

e constrain the non-modelled optical parts on observed quantities
that are closer to the model formulation (e.g. ADYTRACER option),

e assimilate optical data directly rather than the derived product ocean
coulour.

The computational cost of the two models is comparable.
We have added the following phrase to the manuscript at the end of
the section:

The two models can be calibrated to give comparable results,
but the latter formulation based on inherent properties has
the advantage to be based on quantaties that are frequently
measured, which helps in constraining the parameterisation,
validation and enables the direct assimilation of optical data.

Andrew Yool, Tom Anderson and Katya Popova:

e The second benthic scheme is a bucket; would it be better to present
this as tier 1, with the more advanced one as its successor (which is
doubtless how the model actually evolved)
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We have followed this order as the second scheme is strictly speaking
not a full benthic sub-model, but more of an extended boundary con-
dition or benthic closure as no internal process of the sediments is in-
cluded. Therefore its description in fact resides in section 5 on horizontal
interfaces rather than in section 4 on the benthic model. In this context
we admit that the introductory section of section 4 is a bid misleading and
have rephrased accordingly, see the reponse to the following comment.

Andrew Yool, Tom Anderson and Katya Popova:

e On benthic schemes, again, is there any sensitivity analysis on the
choice?; also, the “complex” scheme is simplified from a model that
is 20 years old - why not include the full scheme it's derived from
as an option?; one would expect it to be more computationally
tractable now than before

The original full scheme is for most applications of unnecessary detail
and numerically significantly more vulnerable than the currently imple-
mented form, which is why it has been abandoned. On the choice of
the benthic model, we have rephrased the introductory paragraph of the
benthic system as follows:

The benthic model in ERSEM is predicated on muddy sedi-
ments of the continental shelf, including zoobenthos, bacteria,
different forms of organic matter and implicit vertical distri-
bution of material within the sea-bed. It explicitly describes
the main functions of the sediment such as benthic preda-
tion, decomposition and recycling of organic matter, bioirri-
gation and bioturbation. As an alternative to using a full ben-
thic model, the benthic-pelagic interface can be described by
a simple benthic closure given in Sec. 5.1.5. This scheme ad-
sorbs depositing particulate matter and phytoplankton and
returns dissolved inorganic nutrients and carbon to the wa-
ter column at a given time scale reducing the sediments to a
simple buffer layer of organic matter recycling, that however
does not involve any explicit benthic processes. It is compu-
tationally considerably lighter compared to the full model, but
the computational effort in both cases is neglectible compared
to the pelagic component. While the full benthic model is
more adequate for shelf seas application that are dominated
by the sediment type it represents with a close connection to
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the productive upper ocean, the simplified closure scheme is
more suitable in deep domains under oligotrophic conditions,
where the sediment processes are of lesser importance.

Andrew Yool, Tom Anderson and Katya Popova:

e In passing, it is difficult to ascertain the total number of tracers (and
parameters) in the model; a table could help

The full list of tracers in the model is in fact provided in tables 1 to 6.
These tables have been split into various categories in order to fit each
table on a single GMD discussion format page, but we aim to merge these
into a single table for pelagic and benthic state variables each, which
should make the total number of state variables transparent. Tables in-
cluding all parameters are given in the supplements.

Andrew Yool, Tom Anderson and Katya Popova:

e The information in Section 6 seems oddly placed; should this not
have appeared when these terms were first introduced?

The reason they appear in an individual section is that they are over-
arching formulations used in several parts of the model, e.g. the tem-
perature response factor, or that their detailed description would have
interrupted the logical flow of the process description if they would have
been left in place, e.g. the internal nutrient limitation factors of phyto-
plankton. We believe that moving these where they were first introduced
would deteriorate the readibility of the manuscript.

Andrew Yool, Tom Anderson and Katya Popova:

e Section 6.2's stoichiometric adjustments are presented as if they are
a simple fudge rather than being derived from an existing formula-
tion; is this correct?

These terms are indeed stochiometric correction fluxes in order to
close the mass balances, we have clarifedy this point in the manuscript:

For states ¢ with fixed stoichiometric quota gy r.c (Mesozoo-
plankton, benthic bacteria and predators) the process rates
are complemented by exudation fluxes that regulate imbal-
ances on order to preserve the fixed reference quotas as fol-
lows: ...
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Andrew Yool, Tom Anderson and Katya Popova:

e ERSEM-Aquarium seems to be a perfect system that could be used
to examine the model's sensitivity to the extra functionality that’s
loaded onto it; but that hasn't been done here

As stated in an earlier point, we are unable to address the suggestions
raised that would extend the length of the work considerably, given that
we are inclined to stick to our approach of provding a single paper with
the full description of the model. To underline our issue here, we are
asked to

e consider the excessive length of the paper.

e change the balance of 0D, 1D and 3D applications in favour of 3D
applications.

e include more 0D applications with sensitivity studies.

which is simply not possible maintaining the same concept of the pa-
per.

Having to choose, we have decided to show as a OD simulation an
example that illustrates the pathways of the model in contrasting envi-
ronments to illustrate the overall model dynamics in different conditions
rather than an individual sensitivity study.

Andrew Yool, Tom Anderson and Katya Popova:

e The manuscript’'s imbalance towards idealised frameworks (0D, 1D)
is difficult to understand given that ERSEM is largely used in 3D sim-
ulations

The motivation for our balance is given by our aim to provide light-
weight and easily reproducible examples along with a complete trans-
parent description as described more in detail in the general comments
above, while the full-scale applications are best dealt with within dedi-
cated publications that do justice to the physical processes and their in-
teractions with the biogeochemistry. For this paper that deals specifically
with the ingredients of the biogeochemical model we believe that the ex-
pamples we give provide the better focus. In addition, we are referring
to some recent examples that use the ERSEM model in various parts of
the manuscript.

Andrew Yool, Tom Anderson and Katya Popova:
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e Section 8 is an anomaly; ostensibly about the “Development and
Testing Framework”, it wraps up on a discussion of diatoms and
chlorophyll which should really appear during the model descrip-
tion

The purpose of this paragraph illustrates on the base of a practical
example of how the sofware infrastructure can be used to test individual
components of the model and perform sensitivity analysis. The discus-
sion of the photosynthesis description of the model occurs in this place
in order to explain the context of the example plots, but the purpose
of the paragraph remains the illustration of the possibilities offered by
the software package in isolating the individual process formulation. We
have modified passages across the entire section in order to maintain the
focus and make its purpose clearer.

In addition to the 0- and 1-D ERSEM implementations a frame-
work is provided with the model that allows developers and
users of the code to analyse and plot the result of calls to in-
dividual ERSEM procedures from Python. This facility is sup-
ported through Fortran-C interoperability, that arrived with
the Fortran 2003 standard (ISO/IEC 1539-1:2004(E)), and the
Python Ctypes package. ERSEM test harnesses consist of the
ERSEM library and a set of C wrappers, which are jointly com-
piled as a shared library. A Python interface to the shared
library permits access to Fortran data structures and proce-
dures from Python. This allows developers and users of the
code to quickly interrogate the validity and behaviour of in-
dividual procedures, without first reimplementing them in a
second language, and without running the full model. Here we
illustrate this feature by examining the photosynthesis model
implemented in ERSEM.

The photosynthesis model used in ERSEM is based on Gei-
der et al. (1997), and is described in Sect. 3.1. In the model,
photosynthetic cells are able to regulate their chlorophyll a to
carbon ratio in response to changes in irradiance, tempera-
ture and silicate (in the case of diatoms) by modifying the pro-
portion of photosynthate that is directed towards chlorophyll

biosynthesis (p; see Eq. 9). Balanced growth is achieved when
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cells are fully acclimated, in which case:

d I>-g’
C —_
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Chlorophyll a biosynthesis is assumed to be up-regulated in
response to a reduction in irradiance and down regulated in
response to an increase in irradiance. Through this process,
cells are able to balance the rate of energy supply through
light absorption, and energy demands for growth. The maxi-

mum, light saturated photosynthesis rate g(T) is assumed to
be independent of changes in irradiance, which is consistent
with observations which indicate Rubisco content is relatively
invariant with respect to changes in irradiance (Sukenik et al.
1987), and the hypothesis that these cells are adapted to sur-
vive and reproduce in dynamic light environments (Talmy et al.
2014).

Using the ERSEM testing framework, it is possible to investi-
gate this process in isolation. Model cells can be artificially ac-
climated to a given set of environmental conditions by finding

a value for q&; which satisfies Eq. (263). Figure 8 shows a plot

of qéf(c vs. lpar for fully photo-acclimated diatoms in ERSEM.
Cells were acclimated to a given irradiance by holding cellu-
lar carbon fixed and varying the cellular chlorophyll a content

within the range dmin.. < 4§ < Gumax in Order to achieve bal-
anced growth. Using the testing framework, the model can be
compared with observations in order to sanity check the valid-
ity of the implementation, or parameterised against observa-
tions using curve fitting procedures. In Figure 8, observations
for the diatom T. Pseudonana have been overlaid. No attempt
was made to fit the curve to this particular set of observations,
although the fit appears reasonable. The parameter set is the
same as used in the simulations of Sect. 7 and is given in the
Supplement.

Diatoms are a physiologically and morphologically diverse group,
which are characterised by their requirement for silicate, which
they use to construct their cell wall. It is perhaps unsurpris-
ing that model fits to photosynthesis-irradiance curves for dif-
ferent diatom species result in a range of parameter values,
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including differences in the maximum light saturated carbon
specific photosynthesis rate as a function of temperature, and
the initial slope of the photosynthesis-irradiance curve (e.g.
Geider et al., 1997). Ultimately, many of these differences
arise due to differences in organism morphology and physi-
ology, with, for example, different pigment complements or
levels of investment in biosynthesis, being reflected in derived
parameter values. These within group variations pose a peren-
nial problem to the development of marine ecosystem and
biogeochemical models. The diatom group in ERSEM is de-
signed to be representative of diatoms as a whole, and to re-
flect the important biogeochemical role these organisms per-
form in nature.

ERSEM includes four phytoplankton functional groups: diatoms,
which are characterised by their requirement for silicate, and
three further groups which are characterised according to their
size. These are the pico-, nano-, and microphytoplankton. The
choice to characterise groups according to their size reflects
the importance of size as a physiological trait (Litchman et al.,
2007, 2010), which influences an organism’s competitive abil-
ity through its effect on nutrient acquisition, carbon and nu-
trient storage, the intracellular transport of solutes, photosyn-
thesis rates through pigment packaging effects, and suscepti-
bility to predation (e.g. Chisholm, 1992; Finkel et al. 2010).

Using ERSEM’s testing framework it is possible to demonstrate
how this classification impacts the competitive ability of the
four photosynthetic groups represented in the model. Fig-
ure 9 shows photosynthesis-irradiance curves for ERSEM’s four
phytoplankton groups under the condition of balanced growth.
As with the diatoms, the use of a single parameter set for each
size-based group ignores within group variations that are ob-
served in nature. It is important to take such abstractions into
consideration when interpreting model outputs.

This example illustrates how ERSEM's testing framework can
be used to study and check the implementation of different
processes within the code. Importantly, this is achieved with-
out having to rewrite sections of the code in a second lan-
guage with visualisation capabilities, which is an inherently
error prone procedure. This capability is designed to com-
plement the 0-D and 1-D drivers that simulate more complex
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time-varying environments, in which it is often difficult to study
processes in isolation.

Andrew Yool, Tom Anderson and Katya Popova:

e Section 8's concluding paragraph on not having to write visualisa-
tion for the model in a second language is unnecessary; most users
would almost certainly run the model and visualise the output along-
side in a separate program anyway

This is a misunderstanding, this statement is not referring to a sec-
ond programming language in order to perform the visualisation after
running the full model. On the contrary the purpose of this part is to
demonstrate, that the test harness enables the testing of isolated pieces
of the code running only a specifc part of it without the need to export it
or even rewrite the mathematical formulation in a separate environment.
Importantly, this is achieved by directly operating on the same instance
of the code that is used for the full simulation, without having to extract
and rewrite the part of the code related to the investigated process. It is
simply compiled against the test harness library.

This should be clearer now that we have rephrased the section (see
previous comment).

Andrew Yool, Tom Anderson and Katya Popova:

e Table 2 - this has got to be among the most arcane naming conven-
tion we've seen

We are sorry that you don't appreciate our naming convention. It is
an attempt to use a consistent convention throughout, starting from a
basis that relates functional types to variables in the model without us-
ing numbers for legibility and were possible relating to the code names
inherited from the early ERSEM versions.

Andrew Yool, Tom Anderson and Katya Popova:

e Table 3 (and other locations in the text) - “preys” is grammatically
incorrect; “prey” is both plural and singular, like “sheep”

Thanks, corrected.
Andrew Yool, Tom Anderson and Katya Popova:
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e Table 4 - “particulate” spelt wrong

Corrected.
Andrew Yool, Tom Anderson and Katya Popova:

e Figure 1 - inadequate; would benefit from being split into pelagic
and benthic components, and from a focus on the core nutrient
cycles rather than including peripheral (in a diagrammatic sense)
processes; arrow heads are also missing in places, and sometimes
convey implausible pathways (e.g. TA -> DIC -> pCO2)

See previous comment on the same topic.

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 2 - the use of line thickness does not make this diagram clear;
it's also missing what would be interesting detail re: differing phyto-
plankton and zooplankton fluxes between functional types; the di-
agram also makes it look like different model structures were used
rather than just different pathways being favoured; that these dif-
ferent foodwebs are derived from idealised simulations makes the
inclusion of this diagram questionable

We are not sure why the use of line thickness woud be not clear. The
choice to omit details concerning the functional types of phytoplankton
and zooplankton was taken to keep this diagram readable and clear. Also,
the general behaviour of the modelled phytoplankton community struc-
ture is later on illustrated in the summary plot on the 1D simulations
(figure 6).

Concerning the model structures, we assume this refers to the benthic
componenents and they are in fact different. As is clearly stated in the
text on this test case and referring to this figure, on pg. 7149 lines 1-4
the oligotrophic case uses the simple benthic closure while the eutrophic
case uses the full benthic model.

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 3 - are the modelled cycles really out of phase in places?;
that’s not good; also, these target diagrams would be much more
useful if they compared the model to another model (or different
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versions of the same model; like, for instance, versions using differ-
ent options); as it stands, all the reader can see is that the model
performs differently well for different properties (which, to be fair,
is all that showed in our MEDUSA-1 paper, but in MEDUSA-2 we also
included model intercomparisons); that the model shows that the
relative fit for different properties varies between sites (Figures 3-5)
makes it difficult to judge how ERSEM is actually performing.

We are interested here in a full description of the ERSEM model and al-
ready push the manuscript to its size limit. The inclusion of a fair compar-
ison to a different model would require an adequate description of this
model and planned common joint experiments like the one published in
Kwiatkowski et al., 2014, in order to achieve a proper and fair compari-
son. Comparing different version of the model would be surely inerest-
ing, however we believe that this would push the manuscript beyond its
limits. That the model behaves quantitatively differently in different en-
vironments should not be a big surprise. In our experience, any model
would perform differently between fundamentally different sites, the im-
portant point here is that it doesn't completely fail in one with respect to
the other. As for the chlorophyll-a being out of phase, we have alluded to
possible reasons for episodic deficiencies in the text, these occur mainly
in periods when data is scarce and is barely sufficient to individuate the
seasonal cycle, while for the last, more data rich years, the bloom timing
appears to be well captured for a 1D model of a shelf site, where lateral
advection is not included. We have added a paragraph explaining the
issue and limitations of modelling a shelf site in 1D:

In addition, some deficiencies, in the model simulations are
to be expected as the Oyster Ground site is characterised by
strong lateral influences including estuarine, coastal and chan-
nel waters that include strong direct impacts on the nutrient
concentrations in the area that can not be captured in this ide-
alised setting. Particularly in the stratified season in summer
these lateral effects are dominating the surface water signal
while the deeper part of the depression is essentially isolated
from the surface layer (Weston et al., 2008)

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 4 - seems to show the model including a bloom that doesn’t
occur in the real world at all
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We do agree that the simulation of chlorophyll a presents limits (es-
pecially at L4). Our intention was to make this clear by the objective com-
parison with data we presented and by discussing the issue in the text.
In particular, as you correctly point-out, some chlorophyll peaks seem to
be out of place. However, it should to considered that the L4 station is
a highly variable site, strongly affected by riverine inputs (Smyth et al.,
2010) which are only partially (through the assimilation of T&S observed
profiles) taken into account in our one dimensional framework.

All these issues make the simulation of chlorophyll a at L4 particularly
challenging. However, even with all these caveats, the simulated spring
bloom (chlorophyll) is still comparable with the climatological values (in
terms of both phenology and concentration) for the L4 site. From figure 4
it emerges that the spring bloom is simulated in April which is consistent
with Fig 12 of Smyth et al 2010

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 5 - this figure has a number of issues; these include: 1. In-
cluding the model spin-up period in the plot when it should be per-
fectly possible not to do this; 2. Showing the model for a period
when there’s no data; 3. Not having data on a plot when the data is
widely known to exist (this looks suspicious); 4. Showing the same
data twice for no good reason

We agree to the first two points. As for the data, we have taken
the Turner chlorophyll-a data from the source we are referring to in the
manuscript and are not aware of any omission. In any case, in order
to adress your concern, we have replaced this with the HPLC data avail-
able, which doesn’t have the gaps and extended the simulation period up
to July 2012. In the new Hovmoeller plot of chlorophyll-a we have now
exluded the scatter plot and show only the interpolated in-situ data. (We
had included the scatter plot in order to illustrate to the reader the level
of availability of data.) Both, the Hovmoeller plot and the statistics now
exclude a spin-up period of four years.

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 6 - any observations here?; for instance, Hirata et al. (2011)
and Ward (2015) present absolute and fractional chlorophyll data
that would provide a good comparison; as it happens, it looks like
ERSEM is going a good job here

79



Chlorophyll-a at BATS

Bias/IQR,,,

ophyll-a [mg/m?]

08
06
04
DIC E
° g
02 %
o ]
o4 Bag 00 8
] K 5
JPOC g
8
o,
o0

" Chlors

s
sign(IQR-IQR, ) « MAE[IQR, ;

Figure 2: Simulation results vs. in situ data at BATS - left: chlorophyll a
concentrations (Top - model, bottom - interpolated HPLC data); right:
target diagram with bias (abscissa), MAE’ (ordinate) and spearman cor-
relation (colour code) for oxidised nitrogen (NO3), phosphate (PO4), sili-
cate (Sil), dissolved inorganic carbon (DIC), dissolved oxygen (O,), chloro-
phyll a (Chl) and particulate organic carbon (POC).

We are in fact referring to the Hirata et al. paper in the text discussing
the figure and specifically to figure 2a-c therein which shows the close
match in comunity structure (pg. 7154 line 25 to 7155 line 4).

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 7 - while eyeballing model vs. observations is considered bad
form these days, would it really hurt here to show the spatial map
of observed chlorophyll?; we know it exists because the model has
been compared to it

We believe that it is not possible to produce a meaningful comprehen-
sive map comparable to the model based on the data used for the com-
parison. As stated in the text (7154 lines 22-23) and in the figure caption,
we compared the full hindcast with in situ data from the ICES database,
i.e. with bottle data. For this reason data are sparse in time and space,
therefore a synpotic map cannot be produced without significant inter-
polation bias. We could produce a comparable map if we used satellite
derived Chlorophyll, however this way we should limit the comparison to
a much shorter period. Finally, the aim of section 7.3 and figure 7 is not to
provide a comprehensive validation of the 3D implementation of ERSEM
in the North Western European Shelf, this has already been done several
times (e.g. Lewis et al., 2006, Allen et al., 2007, Allen and Somerfield 2009,

80



Shutler et al., 2011, Artioli et al., 2012, Holt et al., 2012 to name a few) but
to illustrate the potential use of ERSEM in a 3D implementation.

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 8 - is this comparing the model to a dataset that was used
to parameterise it?; that seems to undercut the rationale for this
figure

In the first instance, we are quoting pg. 7156 line 17:

“No attempt was made to fit the curve to this particular set of
observations.”

In addition, this figure appears in the section of the testing framework
whose purpose is to check the correct implementation of isolated pieces
of the model. So we don't think it undercuts the purpose, quite the con-
trary, it shows that the model behaves as was intended.

Andrew Yool, Tom Anderson and Katya Popova:

e Figure 9 - is there any observational data to add to this plot?; and
why is this plot not in colour?; it is difficult to discern the different
lines easily

Again, the purpose of this plot is not a model validation, but the possi-
bility to isolate parts of the code and use them on their own for sensitivty
studies, in this case an illustration of the effect of different parameter val-
ues for the modelled P-I-curve. For this purpose the data is not required.
We have included this plot in colour now.
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Figure 3: Phytoplankton growth over PAR for the four phytoplankton
types.
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Abstract

The ERSEM model is one of the most established ecosystem models for the lower trophic
levels of the marine foed-web-food web in the scientific literature. Since its original devel-
opment in the early nineties it has evolved significantly from a coastal ecosystem model
for the Nerth-Sea-North Sea to a generic tool for ecosystem simulations from shelf seas to
the global ocean. The current model release contains all essential elements for the pelagic
and benthic part of the marine ecosystem, including the microbial feod-webfood web, the
carbonate system and calcification. Its distribution is accompanied by a testing framework
enabling the analysis of individual parts of the model. Here we provide a detailed mathemat-
ical description of all ERSEM components along with ease-studies-case studies of meso-
cosm type simulations, water column implementations and a brief example of a full-scale
application for the North-West European shelf. Validation against in situ data demonstrates
the capability of the model to represent the marine ecosystem in contrasting environments.

1 Introduction

Over the last two decades a number of marine ecosystem models describing ocean biogeo-
chemistry and the lower trophic levels of the foed-web-food web have emerged in a variety
of contexts ranging from simulations of batch cultures or mesocosms over estuarine and
coastal systems to the global ocean (e.g. Fasham et al., 1990; Flynn, 2010; Geider et al.,
1997; Wild-Allen et al., 2010; Zavatarelli and Pinardi, 2003; Aumont et al., 2003; Follows
et al., 2007; Yool et al., 2013; Stock et al., 2014). Some of them have matured with the
years into sound scientific tools in operational forecasting systems and are used to inform
policy and management decisions regarding essential issues of modern human society,
such as climate change, ecosystem health, food provision and other ecosystem goods and
services (e.g. Lenhart et al., 2010; Glibert et al., 2014; van der Molen et al., 2014; Doney
et al., 2012; Bopp et al., 2013; Chust et al., 2014; Barange et al., 2014). Given the im-
portance of these applications, transparent descriptions of the scientific contents of these
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models are necessary in order to allow full knowledge and assessment of their strength
and weaknesses, as well as maintenance and updating according to scientific insight and
progress.

Here we provide a full descripton of one of these models,
ERSEM (European Regional Seas Ecosystem Model), developed in the early nineties
(Baretta et al., 1995; Baretta, 1997)" out of a European collaborative effort, building
on previous developments (Radford and Joint, 1980; Baretta et al., 1988). Subsequent
development of the model has eceured-occurred in separate streams leading to indi-
vidual versions of the model, the main ones being the ERSEM version described in
Allen et al. (2001); Blackford and Burkill (2002); Blackford et al. (2004) and the ver-
sion of Vichi et al. (2004, 2007); Leeuwen et al. (2012); van der Molen et al. (2014);
http://www.nioz.nl/northsea_model, also referred to as the Biogeochemical Flux Model.
The present release is based on the former development stream (Blackford et al., 2004). It
has since the beginnings of ERSEM gradually evolved into what is now the principal model
for shelf-seas applications within the UK and beyond. It is part of the operational suite of
the UK Met Office, and the biogeochemical component for the North-West European shelf
seas within the European Copernicus Marine Service.

While it was originally created as a scientific tool for the North Sea ecosystem (hence
the name), it has since evolved considerably in its scientific content, broadening the scope
of the model to coastal systems across the globe as well as the open ocean. Allen et al.
(2001) have—adopted the model for simulations across the entire North-West European
shelf sea, further extended in Hettetal{2012);-Artioti-etat{2612)-Holt et al. (2012) and
Artioli et al. (2012) to include the North East Atlantic. Blackford et al. (2004) have-applied
the model across six different ecosystem types across the globe, Barange et al. (2014)
have-used applications of the model in the major coastal upwelling zones of the planet,
and Kwiatkowski et al. (2014) have assessed the skill of the model, demonstrating its com-

'The two given references are the introductions to two special issues published on the original
model versions ERSEM | and Il, representing the entire volumes. More specific reference to single
papers within these volumes are given in the relevant process descriptions.
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petitiveness with respect to other established global ocean models. The model has been
subject to validation on various levels ranging from basic statistical metrics of point-to-point
matches to observational data (Shutler et al., 2011; de Mora et al., 2013) to multi-variate
analysis (Allen et al., 2007; Allen and Somerfield, 2009) and pattern recognition (Saux Pi-
cart et al., 2012).

The model has been applied in a wide number of contexts that include short-term
forecasting (Edwards et al., 2012), ocean acidification (Blackford and Gilbert, 2007),
climate-change-climate change (Holt et al., 2012), coupled climate-acidification projections
(Artioli et al., 2013), process studies (Polimene et al., 2012, 2014), biogeochemical cycling
(Wakelin et al., 2012), habitat (Villarino et al., 2015) and end-to-end modelling (Barange
et al., 2014). The wide range of applications and uses of the model coupled with devel-
opments since earlier manuscripts documenting the model (Baretta-Bekker, 1995; Baretta,
1997; Blackford et al., 2004) make a thorough and integral publication of its scientific ingre-
dients overdue.

Being an evolution of former models within the ERSEM family that emerged in parallel
to other, separate development streams of the original model, the core elements of the
current model version closely resemble earlier versions even if presented in much more
detail compared to previous works. We present a model for ocean biogeochemistry, the
planktonic and benthic parts of the marine ecosystem that includes explicitly the cycles
of the major chemical elements of the ocean (carbon, nitrogen, phosphorus, silicate and
iron); it includes the microbial feed-webfood web, a sub-module for the carbonate system,
calcification and a full benthic model.

The-present-paper—provides-OQur_main_objective_with this_paper is_to_provide a full
description of all model componentsand-simplte—ease-studies—itustrating—, accompanied
by simple case_studies with low resource requirements that illustrate the model capa-
bilities in—an-idealisec-and enable the interested reader to implement our model and
reproduce the test cases shown. To this purpose we present the examples of a mesocosm
type framework and in-three vertical water-column implementations of opposing character

supplemented-by-complemented with basic validation metrics against in-situ observations.
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All material required to replicate these test cases, such as parameterisation and input files,
are provided in the Supplement. In addition, a brief illustration of a full scale three dimen-

sional application—implementation is given to show the model in a large scale application.

The next section gives an overview of the model and its philosophy while the two fol-
lowing sections contain the descriptions of the pelagic and benthic components, describe
the air—sea and seabed interfaces and detail some generic terms that are used throughout
the model. The model description is complemented by two sections that present different
implementations of the model and illustrate the testing framework. We complete the work
with a section on optional choices of model configuration and a section on the technical
specifications of the software package, tieense-licence and instructions of where and how
to access the model code.

2 The ERSEM model

ERSEM is, since its origins, an ecosystem model of-intermediate-complexity-for marine

biogeochemistry, pelagic plankton and benthic fauna. Its functional types (Baretta et al.,
1995; Vichi et al., 2007) are based on their macroscopic role in the ecosystem rather than
species or taxa and its state variables are the major chemical components of each type
(carbon, chlorophyll a, nitrogen, phosphate, silicate and optionally iron). It is composed of
a set of modules that compute the rates of change of its state variables given the envi-
ronmental conditions of the surrounding water body, physiological processes and preditor—
prey interactions. In the simplest case the environmental drivers can be provided offline,
or through a simple 0-dimensional box model. However, for more realistic representations,
including the important processes of horizontal and vertical mixing (or advection) and bio-
geochecmial feed-backsfeedback, a direct (or online) coupling to a physical driver, such as
a 3-D hydrodynamic model, is required.

The organisms in the model are categorised along with the main classes of ecosystem
function into primary producers, consumers and bacterial decomposers, particulate and dis-
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solved organic matter (POM, DOM) in the pelagic and consumers, bacterial decomposers,
particulate and dissolved organic matter in the benthos. Most of these classes are further
subdivided into sub-types to allow for an enhanced plasticity of the system in adapting the
ecosystem response to the environmental conditions in comparison to the classical NPZD
type models. Apartieutarity-of ERSEMHs-the-Importantly, ERSEM uses a fully dynamic sto-
ichiometry in essentially all its types (with the exception of mesozooplankton, benthic bac-
teria and zoobenthos which use fixed stoichiometric ratios). The model dynamics of a living
functional type are generally based on a standard oragnism that is affected by the assim-
ilation of carbon and nutrients into organic compounds by primary-preduction-or-uptake,
and the generic loss processes of respiration, excretion, exudation-and-mortatity{release,
predation and non predatory mortality (Fig. 1, see also Vichi et al., 2007 — “2. Towards
a generic formalism for pelagic biogeochemistry”). These—are—accompanied-bynutrient
while the release terms represent regulatory processes of the current nutritional state.
More specifically, uptake, which may occur in inorganic or organic formacecording-to—, is
given by the external availabilityand-, actual requirement and uptake capacity of the relevant
functional type balanced-by-nuitrienttossleading to stochiometric variations in its chemical

components that are balanced by losses according to the internal quota and storage ca-
pacity. This stoichiometric flexibility allows for a diverse response in between the functional

types in adapting to the environmental conditions with—respeet-compared to fixed quota
models (e.g. through varying resistance against low nutrient conditions and luxury storages
supporting a more realistic evolution of the community structure). Figure 2 illustrates the
pathways of these fluxes within the feed-web-food web of the model.

ERSEM is not designed to directly model cell physiology. Its equations are a synthesis
of physiological processes and their macroscopic consequences on larger water bodies
in which the distributions of the plankton biomass, organic and inorganic material can be
approximated as smooth continuous fields. This is important to keep in mind in small scale
and high-resolution applications where this basic assumption of the continuum hypothesis
may break down, in which case the system of partial differential balance equations no longer
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holds. As a rule of thumb, in order to guarantee the validity of the equations, the modelled
scales should at least be an order of magnitude bigger than the organims modelled and

smaller patches.
Mathematically, the set of prognostic equations describing the dynamics of marine bio-

geochemical states is generally given by:

Jcp Ocp ¢ Ocp d%c,  Ocp Jcp
— U+ Wsed—— =V — —F (1)
ot ox 0z 0w T Ot |y O | seaped
dcp  Ocp

= 2
ot~ ot bac @)

where ¢, are the pelagic concentrations (per volume) and c, the benthic contents (per sed-
iment surface area) of each chemical component of the organic model types or the erganie
er-inorganic model components. 5?0(1 is the velocity of gravitational sinking of particles in
the water column. z represents the vector of spatial coordinates of which z is the vertical
coordinate being 0 at sea surface and increasing downwards.

The set of equations is closed by the horizontal boundary conditions of the system gen-
erally given by the air—sea fluxes F|2., and the fluxes across the seafloor ]—"\ben and lateral

sea
boundary conditions if present in the given configuration.

ERSEM computes the biogeochemical rates of change in pelagic

% ;ﬂr systems, the gas transfer across sea-surface (F \2" for oxygen and car-
bgc gc

bon) and the fluxes across the seabed (F |E2'n The actual numerical integration of these
rates along with the advection-diffusion processes that solves Egs. (1) and (2) needs to be
addressed appropriately through an external driver as e.g. discussed in (Butenschén et al.,

2012).

(%e| ) and benthic
gc
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2.1 Nomenclature and units

Pelagic state variables in ERSEM are concentrations and are referred to as c,. When indi-
cating a specific class or type, they are denoted by upper case letters (P: phytoplankton,
Z: zooplankton, B: bacteria, R: organic matter, O: gases, N: nutrients), with the chemical
component in the subscript in blackboard style (C: carbon, N: nitrogen, IP: phosphorus, S:
silicon, FF: iron with the exception of the chlorophyll a components which are distinguished
by using C, as chlorophyll a is not a chemical element but a compound), and the specific
type in the super-script, e.g. l%lz for diatom carbon. Correspondingly, benthic states use ¢,
for generic contents and the specific states (H: bacteria Y': zoobenthos, @: organic matter,
G: gases, K: nutrients, D: states of vertical distribution). Primes (') mark available concen-
trations or contents to loss processes (see Sect. 2.3). Where equations are valid for more
than one specific functional type x, v,V are used as place holders for functional types and
the chemical components may be given as a comma separated list, implying that an equa-

tion is valid for all these components, e.g. %@,N,P represents the carbon, phosphorus and
nitrogen content of each phytoplankton type. The physical environment is given in roman
letters, e.g. T for temperature.

Parameters are represented by lower case letters with r for specific rates, g for quotas or
fractions, [ for limitation or regulating factors, h for half-saturation constants and p for most
others. Food preferences of predators on their prey are given as fp,]]ZD being the preference
of predator Z on food P.

Fluxes between state variables are given as F |ff for the flux from A to B. Specific rates
are notated using S. Dynamic internal quotas of two components A and B are given by the

dia

notation ¢ 4.5, €.9. éaN:C being the internal nitrogen to carbon quota of diatoms %. Derived

Pc
quotas or fractions are given by a caligraphic Q.

The coordinate system used describes the horizontal coordinates in « and y, while the
vertical coordinate is given by z, 0 at the sea surface increasing downwards. The corre-
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sponding velocity fields are given by u, v and w. We are referring to Cartesian coordinates
in this publication for simplicity.

The sediment depth coordinate is given by ¢, which is 0 at the sediment surface increas-
ing downwards.

All equtations—equations are given as scalar equations for a single pixel of the model
domain.

Rates of change of the biogeochemical state variables due to individual sub-

processes or groupings of these are given as %‘f , Where the follow-
subprocess

ing abbreviations are used for the subprocesses: bgc=biogeochemical fluxes,
bur =burying, calc = calcification, decomp =decomposition,  denit =denitrification,
dis=dissolution, excr=excretion, lys=lysis;—mort=mortality, net=comprehensive
net fluxes, nitr=nitrification, pred=predation, rel=release, remin=remineralisation,
resp =respiration, scav = scavenging, sed = sedimenation, upt = uptake.

In equations that hold for multiple functional groups or components squared brackets are

used for terms that are only valid for a single functional group or component.
Units in the model for all organic and inorganic nutrient concentrations are in mmol m—3

with the exepetion—exception of iron being in pmol m=3. All forms of organic carbon
are in mgm~3 while all species of inorganic carbon are in mmolm~3 with the excep-
tion of the internal computations of the carbonate system where they are converted to
pmoetkg—pumol kg ~!. Corresponding benthic contents are two-dimensional and conse-
quently given in mmolm~=2, mgm~2 and pmolm~2. The penetration depth and depth hori-
zons in the sediments are given in m. Temperatures are generally considered in °C, salinity
in psu, sea-water density in kg-m—3-kgm~3 and pressure is given in Pa, with the exception
of the internal calculations of the carbonate system where temperature is converted to ab-
solute temperature in K and pressure to bar. Partial pressure of carbon dioxide is used in

ppm.
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2.2 Dependencies on the physical environment

Several processes in the model depend directly on the physical environment that the model
states are exposed to:

— Metabolic processes depend on the sea-water temperature.

— Primary Produetion-production relies additionally on the photosynthetically active ra-
diation (PAR) as energy input which is-should be computed from shortwave radtion

radiation at the sea surface lsur—, taking into_account the attenuation coefficients

— Empirical regressions for alkalinity, saturation states and chemical equilibrium
coefficient-coefficients of the carbonate system reactions require temperature T, salin-
ity S, pressure p and density p of the sea-water.

— Air—sea fluxes of carbon dioxide and oxygen depend on temperature T and the abso-
lute wind speed vecttying-Uwing N€Ar the sea-surface.

— Deposition of organic matter on the sea floor and resuspension depend on the shear
stress at the sea floor Teq.

— The optional light attenuation model based on inherent optical properties requires the
eographical coordinates of each model pixel and the current simulation date and time
in order to compute the zenith angle.

2.3 States and negativity control

In order to avoid the occurrence of negative concentrations or contents in the integration

process and reduce the vulnerability to numernieat-numerical noise all state variables in-

clude a lower buffer ey, based on a carbon concentration of 0.01mg m~—3 modified ade-

quately for the various state varibates-variables using reference stoichiometric quotas and
10
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unit conversions. This buffer is not accessible to the loss processes of the biogeochemical
dynamics. Consequently all proecess-processes that diminish the biomass of each state are
based on the available concentrations or contents given by ¢, = cpp — €pp. These small
resilient buffers additionally support the spawning of new biomass as soon as favourable

conditions occur, similar to the low overwintering biomass limits in Fennel (1995).
Note that when calculating the overall budgets of a domain, these background
concentrations should be subtracted in order to give adequtate results.

3 The pelagic system

In its current form the pelagic part of ERSEM comprises 4 functional types for primary
producers, originally defined as diatoms, nanoflagellates, picophytoplankton and dinoflag-
ellates. This classification was historically coined for the North Sea but has since been
widened to a broader interpretation almost exclusively based on the single trait size (with
the exception of the requirement of silicate by diatoms and an implicit calcification po-
tential of nanoflagellates) leading to the classes of picophytoplankton, nanophytoplankon,
microphytoplankton and diatoms. Similarly the zooplankton pool is divided into hetero
heterotrophic nanoflagellates, microzooplankton and mesozooplankton. Particulate organic
matter is treated in three size classes (small, medium and large) in relation to its origin.
Dissolved organic matter is distinguished according to its decomposition time scales into
a labile dissolved inorganic state, semi-labile and semi-refractory carbon (see Sect. 3.3.1).

The inorganic state variables of the pelagic model are dissolved oxidised nitrogen, ammo-
nium, phosphate, siticig-silicic acids, dissolved inorganic iron, dissolved inorganic carbon,
dissolved oxygen and calcite. In addition the model holds a state variable for alkalinity sub-
ject to fluctuations generated from the modelled biogeochemical processes (see Sect. 3.8
and Artioli et al., 2012). The complete list of pelagic state variables is given in Tables-1-and
2Table 3.

The recently implemented iron cycle (following largely the implementation of Vichi et al.,
2007) and the silicate cycle are abbreviated for simplicity;—; their pathways by-pass the

11
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predatorpredators and decomposers by turning grazing of phytoplankton iron or silicate di-
rectly into detritus and remineralising iron implicitly from detritus into the dissevted-dissolved
inorganic form, while silicate is not remineralised in the water column. Chlorophyll a takes
a special role in between the chemical components of the model: being a compound of
other elements it is not strictly conserved by the model equations but rather derived from
assimilation of carbon and subsequent decomposition of organic compounds. The addition
of chlorophyll a states to the model allows for dynamic chlorophyll a to carbon relation-
ships in the photosynthesis description and a more accurate comparsion to observations of
biomass or chlorophyll a.

The growth dynamics in the model are generally based on mass-specific production and
loss equations that are expressed in the currency of each chemical component, regulated
and limited by the availability of the respective resources.

3.1 Primary producers

The phytoplankton dynamics are modelled for each phytoplankton type as a net result of
source and loss processes (Varela et al., 1995)givern-by-. The carbon and chlorophyll a
component is given by uptake in the form of gross primary production and the losses
through excretion, respiration, tysis—and—predation—of-—zooplankion—for-the—carbon—and
chlorophylt-a-componentpredation by zooplankton and mortality in the form of lysis, while
the nutrient content is balanced by uptake, tysis-and-predation——release, predation and

12
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mortality in the form of lysis :

X X X X X X
8P(C,C . aP(C,C . aPC,C B aP(C,C -~ 8P<c,c B aP(C,C
ot ot ot ot ot ot ’
bgc app excr resp tyspred pregmort
3)
X X X X X
OPnprs)| _ 9Pnprs)|  9Pnprs)| OPNpFES] _ OPnpF(s)
ot ot ot ot ot
bgc upt  ___rel tyspred pregmort

(4)

with x in {pico;rano,-micro;-dia)-and-where-only-for-diatoms—(pico, nano, micro, dia) and
where the silicate component (S) is aetiveonly active for diatoms.

Speceific grossprimary-productionis The formulation of photosynthesis combines the form
originally presented in Baretta-Bekker et al. (1997) for the balance of carbon assimilation,
excretion and respiration with the negative exponential light harvesting model based on
Jassby and Platt (1976), Platt et al. (1982) and Geider et al. (1997) in order to describe the

total specific carbon fixation. In this formulation the gross carbon assimilation is assumed
to be not depending on nitrogen and phosphorus. Total gross primary production (GPP

is assumed to be composed of a fraction which is assimilated (cellular GPP) through

hotosynthesis and a fraction which is not utilisable, e.g. due to nutrient limitation, and
excreted. A similar approach can be found in Falkowski and Raven (2007). The idea behind

this assumption is that nutrient (or specifically nitrogen and phosphorus) limitation affects

more the assimilation of newly fixed carbon into cellular biomass (assimilation) than the
hotosynthesis itself.

13
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Phytoplankton mass-specific gross primary production is then computed as

X X X X
_piEpaRr dc.c _ BrIEPAR dc:C
X X X X X X X X X X X X X
Sgpp = Gmax ITlglp|1—e 9max T s lF | ¢ 9max ! ls lp | (5)

based on the formulation by Geider et al. (1997) modified for photoinhibition according to
Blackford et al. (2004). The symbols in this equation represent the chlorophyll a to carbon

X X
guotae-quota of each functional type 5(;@ = P¢/Pc, the metabolic response to tempera-

X X
ture [T (see Eq. 235) and the silicate and iron limitation factors [sr€[0,1] (see Egs. 239

and 240). The gmax are the maximum potential photosynthetic rate parameters in unlimited

unlimiting conditions at reference temperature. Note, that these are different to the maxi-

mum potential growth rates usually retrieved in physiological experiments (e.g. in the work

of Geider et al., 1997) or measured at sea, in that they are exclusive upper bounds of the

specific growth rate function. In fact, the products of the exponential terms in Eq. (5) have
X X @

a maximum of <1.0 - Ber > < Ber ) “P' < 1. In addition, we refer to gross primary pro-

. aPI+/8PI . .a(CPIJFﬁPI . . . . .
duction here as total carbon fixation, a fraction of which is directly excreted to-the-dissolved

erganic-carbonpeool. Other parameters are the initial slope é(km and the photoinhibition pa-
X
rameter p, of the light saturation curve (Platt et al., 1982).
A fraction of the specific gross production is directly excreted to the dissolved organic
carbon (DOC) pool as a fixed fraction a‘ew augmented according to the combined nitrogen
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and phosphorus limitation up to the total gross production:

X X
Qexor = |:1 - <<1 a l<NIF’>> <1 - gexcr) + 5excr>:| )

X X
Qexcr = gexcr + <1 - l(NIF’)) (1 - éexcr) ) (6)

X
where [ yp) is the combined nitrogen-phosphorus limitation factor defined in Eq. (238),

based on the internal nutrient to carbon quotas according to Droop (1974).

The second generic sink term is given by lysis which occurs proportional to the current
. .ge X X . .
biomass by the constant specific rate #iys7'mqort augmented by nutrient stress according to:

Siys mort = X Tiys mort - (7)
min (Z<NP>7ZS> 0.1

The carbon and chlorophyll a dynamics of each phytoplankton type in Eqg. (3) are then
specified by the following terms:
Carbon is assimilated according to

X
oP X X
Tt(c — Sgpp P(C . (8)

gpp

GChlorephyliThe synthesis rate of chlorophyll a is synthesised-at-the—acclimatedquota

X
OP X
atc wp) © Sgop P, 9)
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where & is the ratio of chlorophyll ¢ synthesis to carbon fixation under nutrient replete
conditions. It is given by:

X

X S9 pp

X
= <Q<pmax - Qminc:c> o x
aplEpaR Ge.c

+ dminc.c (1 O)
where %max are the maximum achievable chlorophyll a to carbon quota for each type,
dming. 1S the minimum chlorophyll a to carbon quota.

This formulation differs from the original formulation of Geider et al. (1997) in its asymp-
totic limit of the carbon to chlorophyll a synthesis at high PAR;-which-irn—. In the original
formulation the ratio is unbound, while in this formulation it is bound by the inverse mini-
mum chlorophyll a to carbon ratio gmin.. in order to avoid excessive quotas not observed in
nature.

mﬂﬂ%ﬁeﬁ&wweﬁhy”ﬁﬂﬁheﬂ—gﬂfeﬂw = i .
X
0P¢ >Z<

ot
gpp

As opposed to the previous formulation of Blackford et al. (2004), the relative synthesis of
chlorophyll a is directly limited by the internal nutrient quota in order to compensate for the
enhanced demand required to maintain the cell structure leading to a reduced investment
into the light harvesting capacity.

16

todeg uorssnosyq | JIodeg uomssnosyq | JIodeg uorssnosiq | Iodeg uoissnosi(q



The excretion of phytoplankton in terms of carbon and chlorophyll a is eenseguently-given
by:

X X
OPcc X OPcc
ot = Xexcr 7875 . (1 1 )

excr app

Respiration of phytoplankton is split into respiration at rest, that is proportional to the cur-
rent biomass by the constant specific rate %resp complemented with an activity related term
that is a fraction ifa,esp of the assimilated amount of biomass per time unit after excretion:

X X X
OPcc X X X OPcc OPcc
ot = T'resp P/(C,C *t aresp ot T T ot (12)
resp app excr
The losses of phytoplankton by lysis are given by
opr x
c.C 5
T =Sysmort Pce (13)
tys mort
while the individual terms of loss through predation of predator W in
ap x
Cc,C v /
: = Flx Pce- 14
T Zw: ‘1’5 ce (14)

pred

are specified in the sections of the respective predators in Egs. (30) and (172).
Nutrient demand-uptake of nitrogen, phosphorus and iron is regulated by the nutrient
demand of the phytoplankton group, limited by the external availibility. Excretion is modelled

as the disposal of non-utilisable carbon in photsynthesis while the release of nutrients is
17
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(Puyo-Pay et al., 1997). Consequently, demand of nutrients may be positive or negative

X X
X N,P,F
OPNpF (J'—demand|NN]Ma]:avall|NNPF> if }—demand|NNPF>O
ot N 3
X P P,F
0 if >0
apgé[p’]}r _ X demand |NN PF . (1 5)
rel fdemand‘NN b ‘o if -Fdemand|]\7N’[P’]F <0

Nutrient demand (with the exception of silicate) is computed from assimilation demand at

maximum quota ’émaXN »rc COMplemented by a regulation term relaxing the internal quota
towards the maximum quota and compensating for rest respiration:

X
Pypp % X X X A
-Fdemand|N =Sgpp | 1 = Qexcer ) (1— Qaresp ) maxy p ¢ Pc
N,P,F P,

X X X X ~
+ Tnlux Amaxy pr.c Pc— PN,IP’,]F — Tresp PN,P,]F (16)

where ryux is the tendency-ofnutrientHtuxuary-rate of nutrient luxury uptake towards the
maximum quota.

Note, that these terms may turn negative when rest respiration exceeds the effective

X X X
assimilation rate Sgpp <1 — Qexcr> (1 — garesp> P or the internal nutrient content exceeds
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the maximum quota resulting in nutrient excretion in dissolved inorganic from. The maxi-
mum quota for nitrogen and phosphorus may exceed the optimal quota allowing for luxury
storage while it is identical to the optimum quota for iron and silicate.

X
OPnNp R

5 The uptake is capped at the maximum achievable uptake depending on the
upt

nutrient affinities 7, . . and the external dissolved nutrient concentrations:

X
Ppp X 1 A
Favaill ny, , = Tattp  N'BF PC, (17)
X ox ammy\
X / X /
Favaill p = <7”affn NN + Taft, NN> P, (18)

where the nitrogen need is satisfied by uptake in oxidised and reduced form in relation to
the respective affinities? and external availability.

ot Nn,p,F

0;‘) N,P,F P P
P, . N,P,F N,P,F
= min fdemand‘NN pF -Favail‘
upt

(Aksnes and Egge, 1991). It is justified here as ERSEM treats phytoplankton in pools of
(Franks , 2009)..

2Note that the dimensions of these are [volume® + mass~! x time '] as opposed to [time '] as
for most other rates.

19

todeq uorssnosyq | Jedeg worssnostq | 1odeq uorssnosyq | Jeded uorssnosi(q



Lysis and predation losses are computed analogous to the carbon component:

X

oP X X

5| =Skemon Pluer, (19)
tys mort

oP x

N,P,F

—| = > ]—'\g P'Npr. (20)

pred v

The silicate-component-of-diatoms-is-variability of the internal silicate quota of diatoms

reported in literature is small and there’s little evidence of luxury uptake capacity for
this element (Brzezinski, 1985; Moore et al., 2013). The silicate dynamics of diatoms are

therefore modelled by a simple relaxation towards the optimal quota given by the equa-
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tions:
dia

0Psg dia dia dia dia dia
ot = max | 0, 4 refg.c S growth | — max O,Pé — 4 refgc P((/j )

upt

dia

0Pg di dia
ot = max ( éarefS;C S growth » 0> ) (21)

upt
dia

apS dia di dia
| =max (Pé— Trotoe Py 0, (22)

rel
a‘}iﬁa di dia

ia
° :SWSQ\QLI P,Sa (23)

ot

tys mort
a(‘jlpa dia
S v /

at g ‘FL}E S (24)

pred

where dc'jarefs_c is the reference silicate to carbon quota of diatoms.

A formulation to model the impact of an increased atmospheric pco, on phytoplankton
carbon uptake that was introduced in Artioli et al. (2014) is available via the CENH prepro-
cessing option. In this case gross carbon uptake (Eq. 8) and activity respiration (the second
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term in Eqg. 12) are enhanced by the factor vennc defined as:

Yenhc = 1.0 +pco, —379.48 x 0.0005.

1odeJ uoIssSnosI(J

Yenne = 1.0+ (pco, — 379.48) x 0.0005. 25)

where has the units ppm.
3.2 Predators

J UOISSNOSI(]

Predator dynamics are largely based on the descriptions of
. i . Baretta-Bekker et al. (1995); Broekhi

Heath et al. (1997) described by the equations:

X X X X X X
0Z¢ B 0Z¢ B 0Z¢ ~ 0Z¢ _ 0Z¢ - 0Z¢ (26) =
ot ot ot ot ot ot ’ g
bgc upt excr resp red -mort z
X X X X X X E,_J
OZnp|  OZnp 0Znp|  OZnp|  O0Znp _ OZnp &
ot ot ot ot ot ot ' g
bgc upt excr rel ored Hmort -
@7) -
Note, that the iron and silicate cycles are simplified in a way that the iron/silicate content %
of phytoplankton subject to predation is directly turned into particulate organic matter (see =
Egs. 69 and 70). -
The pelagic predators considered in ERSEM are composed of three size classes of zoo- i

plankton categorised as heterotrophic flagellates, microzooplankton and mesozooplankton.

22



According to size, these are capable of predating on different prey types including cannibal-
ism as given-in-Ttabte-4illustrated in Fig. 3.

The total prey available to each zooplankton type x is composed of the preys
individual prey types 1 using type Il Michaelis—Menten type uptake capacities
{Gentleman-et-al;2003)as-(Chesson, 1983; Gentleman et al., 2003) as

X 7 Yt /
Prene = Z fpr|¢ —— Y cNp (28)
¥ ve+fh

min

X X X
where fpr|i are the food preferences and fmin-humip_is @ food half-saturation constant re-

flecting the detection capacity of predator x of individual prey types.
The prey mass specific uptake capacity for each zooplankton type x is then given by:
X 7
Sgrowth = gmax lTxi(CX s (29)

where ﬁmax is the maximum uptake capacity of each type at the reference temperature,

X X

It is the metabolic temperature response (Eq. 235), h,, is a predation efficiency constant
limiting the chances of encountering prey. Introducing the prey mass specific fluxes from
prey 1 to predator x

x _ % z__ ¥
]:‘1/1 = Sgrowth fpr|w T x (30)
Yo+ fh
min
the zooplankton uptake can then be written as:
X
0Zc NP z
o | = Z Flydenp- (31)
upt 4
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This formulation is similar to the approach used in Fasham et al. (1990), but introduces
sub-scale effects of pooling as prey of different types can be assumed to be distributed
in separate patches in the comparatively large cell volume. Consequently, individual prey
patches below a certain size are less likely to be grazed upon compared to the larger

X
atches, which is expressed by the hnin parameter.
Note, that in contrast to previous parametrisations, we now normalise the sum of the food

X
preferences for each predator Z to

> frll=1, (32)
P

as non-normalised preferences lead to a hidden manipulation of the predation efficiency
and at low prey concentrations of the maximum uptake capacity gmax

Zooplankton-ingestion-ofprey-The ingestion and assimilation of food by the predators is
subject to inefficiencies ;teadingto-excretion:-

X X
GZ(C,N,IP’ _ (1 X > %( 8ZC,N,IP
ot deff ) excr ot )

excr upt

eff Texcr

MWMMWWM
wmmm
WM-

eﬁhmﬁefﬂereﬁewesses—aﬁdﬁ—rewespﬁﬂeﬂ%eﬁMhaH&The excretlon term in Eq. 26 is
24
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X X
0ZcNp x \x OZcnp
T = (1 - qeff) Qexcr ot . (33)

excr upt

Respiration losses are composed of the activity costs and a basal respiration term
required for maintenance and hence proportional to the current biomass by the constant

factor %resp multiplied with the metabolic temperature response (Eq. 235):

X X

0Z¢ X X 0Z¢ X XX

G| = (o) (1=dow) 57 +rsp It Ze. (4
resp growth upt

This simple formulation of assimilation losses is closely related to the phytoplanktion

losses described in the previous section following the concept of the standard organism
Baretta et al., 1995) pending a better undestanding of the underlyin hysiological

mechanisms (Anderson et al., 2013).

Nitrogen and phosphorus are released regulating the internal stoichiometric quota:

X
aZ ) X X
8?7]}) — min <0, Z'np— gN,IP:(C Zlc) TrelN.P (35)

rel

where %reup,N are the relaxation rates of release into dissolved inorganic form (see Egs. 106
and 109).
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Mortality is proportional to biomass based on a basal rate i‘)mo,t enhanced up to ﬁmort@ +

X
;gmon under oxygen limitation lg (Eq. 245) as:

X
0Z¢ X X
aéN,P = (<1 - l@> %mort@ +igmort> Z/(C,N,]P" (36)

mort

Biomass lost to other predators V is computed as:

X
OZc NP X
e 3 f|‘g Z'enp.- (37)

pred v

Mesozooplankton

The top-level predator mesozooplankton takes a special role in the predator group in three
respects:
HHs-

- lts internal nutrient to carbon uota is assumed fixed
Gismervik , 1997; Walve and Larsson, 1999),

— it is capable of scavenging on meditm-size-organic-matterwhose-uptake-inefficieney
is-subjectto-the-enhaneced-uptake-inefficieney-particulate organic matter

— at low prey it can enter a hibernation state (optional) at which its maintenance
metabolism is reduced (Blackford et al., 2004).

The resulting overall balance of the meszooplankton dynamics is in principle identical to
the other zooplankton types (Eq.s 26, 27) with the exception of an additional release term
for carbon in order to maintain the fixed internal stoichiometric quota:
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MESO MESO MESO MESO
0Zc |  0Zc 0 Zc 0 Zc
ot ot ot ot
bgc upt excr res,
8M§SO 8M§SO aMESO
. C B C B C ’ (38)
ot ot ot
rel pred mort
MESO MESO MESO MESO MESO MESO
8ZN,]P’ o aZN,]P’ _ 8ZN7P _ 8ZN7P . E)ZN’P B aZN)P (39)
ot ot ot ot ot ot
bgc upt excr rel pred mort

The differences to the heterotrophic flagellates and microzooplankton are given by the
release terms for stochiometric adjustments for carbon, nitrogen and phosphate (Egs. 264
and 265) that replace nutrient release terms of the other two types (Eqg. 35) and enhanced

. . . MESO
excretion for the scavenging on particulate matter grexcr +

MESO iy
0 Z c| (17MESO> MESOwi ﬂMEZSOd],
ot = Geff ) Qexcr P C,N,P
excr Y
MESO med

MESO VA f
+QRexch|n}%ﬂ R cnp

with respect to the uptake of living prey:
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MESO ’“Ed

0 Z cNp MESO\ MESO"-
—— (1— Qeff >

MESO

Qexcr Z ‘7:‘111 w(CNIP

MESO med
MESO
+qRexer Flois R cnp. (40)
NS SN

The hibernation formulation (optionally activated by the switch z4_ow_Sw) for over-
wintering —tr-this-ease-is triggered when the vertically integrated prey availability to meso-
zooplankton is-computed according to +-

0
ow MESO
Prav — / PI’(C

seafloor

crering the i . ,

ow 0 MESO
Pray = / Prc dz (41)

seafloor

falls below the threshold %me
In hibernation (overwintering) state the only active processes for mesozooplankton are
respiration and mortality —Fhe-basal-rates-of respiration-and-mortatity-and using reduced
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the basal rates (rowresp and Towmort) are-modified-with respect to the active state:

MESO

o Z(C MESO
ot = Towresp Z /(C (42)
resp
eSO eso
ot = Towmort ZI(C (43)
mort

MESO MESO MESO MESO
9 Zc 0 Zc Zc Zc
ot Ot ot ot
bgc upt excr resp
MESO MESO MESO
0 Zc 0 Z¢ 0 Zc
ot ot ot ’
mort pred exu
MESO MESO MESO MESO MESO MESO
8ZN,]P> - 8ZN,P _ 8ZN,]P> _ 8ZN,]p _ aZN,]P’ B 6ZN,p
ot ot ot ot ot ot
bgc upt excr mort pred exu
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3.3 Heterotrophic bacteria

1odeJ uoIssSnosI(J

dBc|  9Bc B¢ OB¢ OB¢

ot bgc ot upt ot resp ot mort ot pred7

aBN’p N aBNP aBN‘P B (‘)BNP B GBNP -
ot bgc ot upt ot rel ot mort ot pred

Two alternative sub-modules for decomposition of organic material by bacteria are avail-

able in the ERSEM model involving different levels of decomposition of organic matter in
the microbial food-web:

1odeJ uoIssnosI(y

3.3.1 Original version .

In this version (Bafe&a—Bekkeﬁeqﬂl—?%?—Mleﬁeh&I—z%Q—BiaeHerdre{ﬂl—Z%é& Allen et alU

feed explicitly only on labile dissolved organic matter R This is sufficient to create microbial
loop dynamics in the model opening the pathway from dissolved organic matter (DOM)
over bacteria to zooplankton, while the other forms of substrate are recycled implicitly (see
Eq. 67).

Iode UOISSTO
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The biogeochemical dynamics of heterotrophic bacteria are here given by the equations:

0Bc|  9Bc|  9Bc|  dBg|  0Bc 44

O oo O lupt O lesp O lmon O lpres

aBNJP _ 8BN7p _ 8BN,1[D _ 8BN,1[D _ aBNJp (45)
ot bgc ot upt ot rel ot pred ot mort

Bacterial uptake of DOM is given by the-a substrate mass specific turn-over rate r

for labile dissolved organic matter when substrate is scarce and by a maximum bacteria
mass specific potential uptake regulated by temperature and limited by nutrient and oxygen

conditions ;eapped-at-a-maximum-turn-overrate
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B B B B (B B\Br B
Supt = min [ gax {1 lomin | Ip,lx s "lab
Rc

dBc Np B b
o | = Supt Renp,
upt

when substrate is abundant and the uptake per bacteria is saturated , regulated by the ratio
of bacteria over substrate biomass:

B _ B B B B (B B\ Bc

Supt =min | Tab, Jmax IT lpmin <ZP,ZN> el B (46)
R

dBc N p B o

T = Supt R C,N,P;, (47)

INUSSUSUNL . SUNSUUUSUSUTY

where 5max is the maximum bacteria mass specific uptake of bacteria.

Mortality is given as a constant fraction of bacteria biomass:
OBc np B
# = 7”mortB/(C,N,IF’, (48)
mort

B . ies . .
where 7 mort IS @ constant mass specific mortality rate for bacteria.
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Bacteria respiration is computed according to activity respiration as an investment of
activity in growth dependent on the oxygen state and a basal part:

OBc B B p B OBc
=|1- dhighO lo—qowo (1 —lo ot
resp

ot
where gresp is the mass specific basal respiration rate at rest (representing the maintenance
o - B . ,
cost of the metabolism in absense of uptake activity) and gpigho lowo are the bacterial effi-

ciencies at high and low oxygen levels.

Poor nutritional quality of the substrate may result in deprivation of nitrogen or phos-
phorus resulting in nutrient uptake in competition with phytoplankton for external dissolved
nutrient sources, otherwise bacteria releases superfluous nutrients to the environment. The
internal stoichiometric quota of phosphorus is consequently balanced according to:

B B,
+ Tresp ITB'c, (49)

upt

B (B B .. B B
OBp Tlab \ dp.C — (JmaxP:@) B'c it gp.c > 9 maxp.c
——| =4 B (B B N, . B B
ot rel Tlab (q]P:C - qmaxP;g) Be—5 it qpc< A maxp.c
A‘%+}LLJ
B (B B ND; .. B B
OBp Trel (Q]P;(C - Qmax]p:@) Bc B if 4p.c < Imaxp.c
7(% = N]1;+h]p
.. B B
upt 0 if qp.c > qmaxm
.. B B
oBz| )0 if gp.c < dmaxp.c 50
W - B (B B ’ .. B B ( )
rel Trel (CIIP:C - (Imax]m> B'c it gqpc > A maxp.c

. . . . B, .
with gmax, being the optimal phosphorus to carbon quota of bacteria and 7 being the
mass specific release rate.
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For nitrogen the internal stoichiometric quota is balanced using ammonium:

B (B B . B B
& By Tab (QN:(C - (JmaxN:C> B/(C . if dn-c = I max.c
ot |, )2 (B B N/, ., B B
N rel e (qN:C a qmﬁXN:C) Be zom P\\B if dn.c < 4 maxy.c
NI%JF}LN
B (B B N .. B B
0By Trel <QN:<C - QmaxN:C> Bcﬁ if aN:C < 9maxyc
ot | N{+hn
upt B B
0 it gnc 2 9 maxy.c
.. B B
8BN B 0 if aN:-C < qmaXN:C
ot | B (B B , . B B (51)
rel Trel (‘IN:(C - QmaxN:C) B'c it qnc = 9 maxy.c

Predation on bacteria occurs only by heterotrophic flagellates and is given by:

HET
= Flg Beprn- (52)
pred

O0BcpF N
ot

The bacteria mediated fluxes of organic matter for the two different formulations of
bacteria are illustrated in Fig. 4.

3.3.2 Dynamic decomposition version

In this version, activated with the DOCDYN preprocessing definition, the decomposition of

particulate organic matter is directly mediated by bacteria and the partition between labile

dissolved organic matter and dissolved matter with longer degradation time scales (includ-

ing the additional state of semi-refractory carbon) eceurrs-occurs in relation to the nutritional
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status of bacteria as opposed to the fixed, parametric decomposition and partition of par-

ticles in the standard model. (see also the following sections on the fluxes of particulate
and dissolved organic matter (Sect.s 3.5,3.4). The formulation includes the bacteria medi-
ated production of recalcitrant disselved-organic-carben{BOE-)-DOC (Hansell, 2013) and

therefore provides the conceptual framework for an implementation of the microbial carbon
pump (Jiao et al., 2014, 2010). However, the fractions of recalcitrant BOM-DOC with long
turnover time (> 1year) are not considered in the current formulation. The sub-model is an
extended version of the formulation in Polimene et al. (2006, 2007)with-bacteriafeeding-._
The balance equations for bacteria here are mostly identical to the previous formulation

0Bc|  9Bc|  9Bc|  9Bc|  9Bc|  9Bc 53)
ot bgc ot upt ot resp ot rel ot pred ot mort ’

aBNy[p _ 8BN7]}D _ 8BN7[ED _ aBN,IP’ _ 6BN7E» (54)
ot ot upt ot rel ot pred ot mort

35

todeq uorssnosyq | Jedeg worssnostq | 1odeq uorssnosyq | Jeded uorssnosi(q



and an alternative formulation of uptake as in this formulation bacteria feed on all forms
of particulate and dissolved organic matter:

~ lab slab srefr
Repn= Rcpn+ G Rcpn+ Gorer Rcpn

small med large

+ Gsmar R C,P,N t Qmed R C,P,N t Qiarge R C,PN - (55)
R R R

lab
where-the-The parameters ¢, are non-dimensional turn-over rates relative to R turn-over,
M

leading to the eguations:

B B B BB: p
Suypt = min <gmax It lo= Tdis)
Rc

B ~
= SyptRe pN,
upt

OBc N
ot

following equations for substrate specific and absolute uptake:

B B B BDBc B
Supt =min <gmax lT l@é 7les> (56)
IS UUA USSR S SSTS
OB¢ B
—or | =SumBcpn. (57)
upt
In this case the esp O

medeHﬁfweways—thegfew%Prgggbwcmvggghgls not nutrlent Ilmlted as the internal stoichio-
metric quota of bacteria is balanced directly through the regulating fluxes releasing carbon
into semi-labile organic matter;semi-refractory-matter-isproduced-asrelease-of-capsular
materiat proportionalty-to-the-activity respiration.
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The release of recalcitrant carbon in the form of capsular semi-refractory material is
assumed proportional by a factor of gg e ieading-to-the-alternative-equations:-

dBc|  9Bc B¢ OB¢ dBc OB¢

ot bgc ot upt ot rel ot resp ot mort ot pred 7
0B . _
,7@ = rfis max <0, max <1 _ e ,1— i ))B(c

ot rel Amaxp.c Gmaxy.c

B 5 B B 0Bc¢
"‘QSrefr <1 - thgh© l@ — dlow0 (1 - l@)) W .
growth

to the activity respiration representing the metabolic cost of the uptake activity:

0B B : :
iy Tdis Max (0, max <1 _ e 11— i ))BC
ot rel dmaxp.c Gmaxy.c

B 5 B B 0B
+srefr (1 — higho 10 = Qiowo <1 - l@)) th

(58)

growth .
3.4 Particulate organic matter

The particulate matter (;{2: x =small, medium or large) fluxes resulting from the above pro-
cesses are composed of excretion and mortality inputs and decomposition and scavenging
losses (for medium size particulate matter only) complemented by inputs resulting from
mesozooplankton regulation of the internal stoichiometric ratio for large particulate mat-
ter. As the consumer types for simplicity do not include an internal component for iron or
silicate, the corresponding component fluxes resulting from predation are directed to partic-
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ulate matter as indirect excretion.

X X X X
ORc N p _ ORcnp ORc np _ ORcnp
ot ot ot ot
bgc excr mort decomp
8med 8Iarge
Rcnp R cnp
== | "= ’ (59)
scav rel
OR OR OR OR oR
¥ _ JF il _ _ F
ot ot T ot ot (60)
bgc excr mort decomp scav
OTes T oTes
S S S
7 _ b 1
ot ot | T o 67)
bgc excr mort

Only the excretion of-by zooplankton (Eqg. 33) results in particulate matter by a fraction of
1-— gdbss, while mortality of phytoplankton (Egs. 13 and 19) and zooplankton (Egs. 36 and

b9 v
43) both have a particulate component (?]mys Qpmort OF 1 — qj0s FESPEEtiverespectively):
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X \4
ORc v 0Z¢
|~ 2 es) 5 €2)

excr Y excr

X v
aRN,]P’ lab v o0z N,P

ot = Z (1 ~ Poytoyp qdloss) ot (63)

excr excr
R v op o7
C,N,P,FS P C,N,P,FS v C,NP
el BRI e N S S B
mort 4 tys mort v mort
(64)

lab L :
where %CytoN . reflects the relative nitrogen or phosphorus content of cytoplasm with respect
to the structural components assuming that the dissolved losses of zooplankton through

excretion are largely of cytoplasm origin and gdmss is the dissolved fraction of zooplankton
losses. The partition of phytoplankton lysis for each functional type is given as

X X
. Aminy.c 9ming.
meort = min (;ﬂnNCa W) (65)
dnc  dpc

The size classes of particulate organic matter x in these equations originate from the

P v
phytoplankton types P and zooplankton types Z as given in Table 5.
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Scavenging of mesozooplankton on medium size particulate organic matter results from
Eqg. (30):

med

0 RcNpPFS MEZ0 med
— =Flnw Rcnprs. (66)
ot R

scav

Additional large particulate organic matter may result from the mesozooplankton

exu rel re
The decomposition of particulate matter is dependent on the bacteria sub-model applied.

In case of the standard bacteria model (Sect. 3.3.1) it is converted to dissolved organic

matter proportionally to the amount of substrate available by the rate %decomp and modified
by the nutritional status of the substrate in relation to the Redfield Ratio gref..:

X
ORc NpF N X
T = Grefc.nydN:C TdeCOmpR,(C,P,N,F . (67)

decomp

For the model with dynamic decomposition (Sect. 3.3.2) directly mediated by bacteria,
the decomposition fluxes are given by the bacterial uptake resulting from Eqgs. (55), (56),
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(57) as:
R B X
C,N,P,F
T = _SgrowthrﬁR/C,P,N,]F- (68)

decomp

The iron and silicate component of phytoplankton taken up by zooplankton in Egs. (20)
and (24) are for simplicity directly converted to particulate matter:

X ’
OR 7 ¥
71@ =Y FI7 Py (69)
t P
excr ’IZJ,\U
X ’
ORs 7Y
i > F g Ps. (70)
excr ZZJ,‘U

In the case of silicate the particulate organic matter types are given-by-the-sizerelation
determined by the predator that ingested the prey and directly releases the silicate

contained in the frustule. They are consequently distributed analogous to the zooplankton
excretion:
small HET
— Small particulate organic matter ( R ): heterotrophic flagellates ( Z ),

_ . . . med MICRO
— Medium size particulate organic matter ( R ): microzooplankton ( Z ),

large MESO
— Large particulate organic matter ( R ): mesozooplankton ( Z ).

while-for-ironthey—are-For iron, on the contrary, the size of particulate iron is given by the
rey size class and taken analogous to phytoplankton lysis reflecting the assimilation of iron
into the cytoplasm:

small nano pico
— Small particulate organic matter ( R ): nano- and picophytoplankton ( P, P),

41

todeg uorssnosyq | JIodeg uomssnosyq | JIodeg uorssnosiq | Iodeg uoissnosi(q



med micro
— Medium size particulate organic matter ( R ): microphytoplankton and diatoms ( P ,
dia
P),

large
— Large particulate organic matter ( R ): none.

3.5 Dissolved organic matter

The a 5 5 A y
decomposition—The—partition of labile dissolved, semi-labile and semi-refractory carbon
originating from bacteria substantially differs in between the standard bacteria model
(Sect. 3.3.1) and the bacteria model with dynamic decomposition (Sect. 3.3.2).

For the standard bacteria model the fluxes of dissolved organic matter are affected b
uptake, excretion, mortality, decomposition and remineralisation:

OrveUa O1rJga C Y O

lab lab lab lab
ORc NP _ ORcnp n ORcnp N ORc NP
ot ot ot ot
bgc excr mort decomp
R R
C,N,P N,P
_ 9 9 _ 9 71
ot ot ’ (71)
upt remin
aslﬁb aslﬁb aslﬁb 8S|§b
C _ C + C . C : (72)
ot ot ot ot
bgc excr mort decomp

The losses of bacteria, phytoplankton and zooplankton in dissolved carbon are fraction-
ated at a constant quota ggjs in between labile and semi-labile DOC. Excretion towards the
dissolved forms of organic matter may originate from phytoplankton (Eq. 11), or zooplankton
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(Eqg. 33):

lab Y
ORc 0FPc 62@
ot = (dis ot + Z Qdloss —o, (73)
excr w excr excr
OF ob aZ
C C C
ot = (1 - qdis) Z ot Z Adloss —5, ) (74)
excr w excr excr
where gdms is the dissolved fraction of the zooplankton losses.
Mortality input may originate from all three trophic levels (Eqs. 48, 13, 36, 42):
a'if’ 0B 8]—17& 0
C c C Zc
ot = Qiab ot . + Z < (Jplys meort> o Z Qdloss ~ 5,
mort mort mort
(75)
o B y ob az
= = (1 — quap) —=< + Z 1- ﬂ‘L‘Jplys Qpmort — Z Qdloss 5, = :
ot Ot | mort " ot
mort mort mort
(76)

v

In addition, the decomposition of the particulate matter types (R: W= small, medium or
slab

large, Eq. 67) and of semi-labile dissolved organic carbon R ¢ is directly converted to labile
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lab
dissolved organic matter ( R) according to
on oR OR
C,N,P C,N,P C
) ) — b 9 77
ot 2 "o BT (77)
decomp v decomp decomp
asﬁb slab
lab
ot = - sg decomp RI C (78)

decomp
without explicit mediation of bacteria.
In the dynamic decomposition model the fluxes of dissolved organic matter are a result
of uptake, excretion, mortality and remineralisation:

lab lab lab
ORcnp| _ ORcne n ORc NP
ot ot ot
bge o oootexer oo oo Jmort
ot ot
C,N,P N,P
et il _ ) 7
ot ot ’ (79)
upt remin
8SII%b 8sI}a%b 8S|]%b OSIIa%b
C C C C
_ _ 80
ot ot T o ot ' (80)
bgc excr mort upt
srefr srefr srefr
dRc| _9Rc|  dRc 1)
ot ot ot
bgc excr upt
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Here, the fractionation of dissolved organic matter originating from bacteria and phyto-
plankton is based on the originating process. This reflects the capacity of bacteria to utilise
different forms of substrate and-discarding-theless-digestible-forms-adding-semi-refractory
organic-matter-to-the-set-of-state-variables—This-is—reflected—n-with lysis/mortality con-
tributing to the labile DOM pool, while excretion of carbon occurs in semi-labile form, and
discarding the less digestible forms adding semi-refractory organic matter to the set of state
variables. Zooplankton losses are treated identically with respect to the standard bacteria
model.

Excretion of DOC may originate from the phyto- and zooplankton excretion (Eqs. 11
and 33), the regulation of the bacterial stoichiometric quota (Eq. 58) and excess bacterial
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growth:
a'%’ OZ
C v C
ot Zles Qdloss 5,
excr excr
OR OB o, o7,
C - C C C
ot ~ ot ,e|+z ot +Z i) doioss 5, ot
excr dj excr excr
srefr
| (o b (1-8)) 5
= Dsrefr ~ Ghigh0o ‘O — qlowO () 3
ot 9 o ot growth

excr

while the non-particulate part of mortality/lysis is split according to:

lab 4
ORc|  9Bc v OFc b 82@
o | o moﬁz< e pm°”> LR ek
mort lysis
as}agb aZ
C v C
o = Z (1 - Qdis) 9dloss W
mort v mort

Uptake of labile dissolved matter by bacteria is given by

ORcnp B lab
T = Sgrowth R C,N,P,

upt

mort

(87)

B
where the substrate-speeific-substrate mass specific uptake of bacteria Sgrowth is given in
Eq. (46) for the standard decomposition model and in Eq. (56) for the dynamic decom-

position model.
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Altether-The remaining terms are identical for both decomposition sub-models. Excretion
and mortality of nitrogen and phosphorus result in the dissolved fluxes

lab
aRva

ot

lab
8RN7]}D

ot

v
) lab aZN’]p

= Z Qdioss P cytoy » ot (88)

exer Y excr
9 yo\ op o7
By p P N,P v N,P
T ot T Z (1 ~ plys %’@Lﬂ%) ot T Z dioss ot
mort D
¥ \
mort mort mort
(89)

Remineralisation of dissolved organic nutrients into inorganic form is given by fixed mass
specific remineralisation rates rrem ;:

remin
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| fort tarc-medet thebel one for-disselved-oragn

are-given-as—
lab lab lab lab
ORc NP _ ORcnp N ORcnp . ORc NP
ot ot ot ot
bgc excr mort decomp
lab lab
_ ORcnp|  ORcne
ot ot ’
upt remin
slab slab slab slab
ORc| _9kc|  dRc dRc
ot Ot ot ot ’
bgc excr mort decomp
hile | | . el # . :
lab lab lab
ORcnp| _ ORcnp . ORcnp
ot ot ot
bgc excr mort
lab lab
_ ORcnp _ ORnp
ot ot '
upt remin
slab slab slab upt
ORc| _9Rec|  ORc| _dRc
ot Ot ot ot '
bgc excr mort upt
srefr lab lab
0 R ¢ N ORc B OR¢
ot ot ot ' 48

bgc excr upt
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3.6 Calcification

The model in its current form does not include calcifiers as a dedicated functional group
Therefore, the process of calcification is not directly modelled, but is treated implicitly by
considering part of the nanophytoplankton to act as calcifiers. Calcification processes are
inferred from the system dynamics based on the assumption of a given guota-ratio_be-
tween particulate inorganic carbon over particulate organic carbon in sedimenting material,
usually referred to as rain-ratio. Here this ratio is used as a proxy for the calcite produc-
tion matching the local increase of POC originating from nanophytoplankton. Since the

approach is similar to the implementations in other biogeochemical models, e.g. PISCES
Gehlen et al., 2007) or MEDUSA (Yool et al., 2013
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In this context the local rain-ratio is based on a reference ratio ¢raino that varies according

calc calc calc

to the regulating factors ic, It and [(yp) given in Egs. (256) or (258), (260) and (261):

1 calc calc calc
Grain = Max <2007(Irain0 lc v l(NJP’)) )

where-
calc calc calc calc calc
Okc| _ ORc| | Okc|  OBc|  ORc
ot Ot ot ot ot
bgc lys pred sed dis

1 calc calc calc
(rain = Max <2007Qrain0 lc It l(NP)) .

The calcite dynamics are then described by the equation:

calc calc calc calc calc
OLc|  OLc N OL¢ N OL¢ OL¢

ot T ot ot ot
gl mert  pred  lsed s
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The contribution of nanophytoplankton lysis to calcite production is proportional to the
particulate fraction of lysis (compare Eq. 64) by the rain-ratio-

calc nano
ORc _ nano d Pc
ot = Qrain Yplys 731‘/
lys lys
8clfjllc anﬁno
C nano C
— (o = 93
ot Qrain meort a1 (93)
mor mort

Ingestion of nanophytoplankton and subsequent dissolution in zooplankton guts con-
tributes with a fraction gqugiss Of the excreted part of nanophytoplankton uptake by the
various zooplankton groups (compare Egs. 14 and 33):

calc
aEL(C X X % nar}o
It = (rainqgutdiss (1 - qeff> Gexcr Z "T|n§g° Pc (94)

v

pred

As sedimentation of nanophytoplankton contributes to the organic carbon considered in
the rain-ratio the matching contribution to calcite production is computed as

calc

nano
it I 95
ot = (rain ot (95)
ced sed
with the sinking rate a(g;t = given in Eq. (139).
sed
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Dissolution of calcite is proportional to the current concentration of calcite with a maxi-
calc
mum rate of rgis, regulated by Ic (Egs. 257 or 259):

calc

aBL dis calc

8tc = rdis lc EL(’C (96)

dis

Note, that while the calcification rates are implicitly derived from the rain-ratio and not
directly modelled processes, this formulation is still conservative as all sources and sinks of
calcite are balanced by dissolved inorganic carbon (DIC, see Eq.s 117 and 118).

The solution of the calcite dynamics is optional and activated by the preprocessing switch
CALC.

3.7 Inorganic components

The dynamics of dissolved inorganic nutrients in the model are given by uptake of phy-
toplankton and bacteria and are resupplied locally by remineralisation and excretion.
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Dissolved inorganic iron is additionally subject to scavenging.

ON; ON; ON:
N 2N YN
ot ot ot ’ ©7)
bgc nitr upt
amm amm amm amm amm
ONw| _ ONw|  ONy| _ONy| 0Ny 98)
ot ot ot ot ot '
bgc remin rel upt nitr
ONp|  ONp ONp|  ONg 99)
ot bgc ot remin ot rel ot upt ’
ONs _ ONs B ONs (100)
ot bgc ot rel ot upt7
ONp| _ ONg ONp|  ONp|  ONg (101)
ot bgc ot remin ot rel ot upt ot scav

()
Oxidised nitrogen in the water-column is taken up only by the four phytoplankton types P
following Eq. (15) according to external availability:

ox » ox/ "
ONN|  _ Taff, IN'N ol o 9Py
ot N ‘ P OX b amm "ot
upt ¥ (’raffn N /N + ;‘aﬁa N&) upt
ON; v oL
ot Wb ox ¥ amm ot
/ /
and regenerated exclusively by nitrification:
0X
ON; 5 Bnitmitr  amm 53
TtN = Tnitr lTl@)lNlpHN/N, (103)
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depending on multiple environmental factors, based on temperature, oxygen and availibilit
ammonium taking into account the poor competitiveness of nitrifying microbes with respect
to other pelagic consumers of ammonium (Ward, 2008). The various regulation and limita-

B nitr nitr
tion factors I, lg, Iy and lpy are given in Sect. 6.1.

Ammonium is taken up by phytoplankton as the reduced part of total nitrogen uptake

(Eq. 15) and bacteria when nitrogen limited

ONy Fat, N op
N Tatl, N'N N
| Tl ey M| 0

wpt Y (7’ ft, NN+ Taft N/>

pt ailn allg N upt

—min {0, @
ot rel
amm b amm P

0 Ny T aff, N’ N 0Py 0By
| =X |

¢ X g AN Ot ot
wt ¥ <7”affn N'N + Taft, Nﬁ;) upt

and remineralised according to Eq. (90)

o
N /
=r Ry.
ot rempy N

remin

(104)

(105)

Ammonium is released by the phytoplankton types 1 (Eqg. 15) when respiration exceeds
photosynthesis or when above their luxury storage capacity and by the zooplankton types
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WV (Egs. 35 and 265) and bacteria (Eg. 51) when above their optimal quota

O Ny op 07
Nl —_ i N ToN
5| =~ 2-min|0 2
rel ¥ upt v rel
B
+min (o, ()—N ) .
ot rel

0Ny op 07 OB
N N N N
_ Al 106
|~ | X tarl, (106)
rel rel v rel

Ammonium concentrations may be further reduced by nitrification:

8eA}$m B amm
B
8tN = Tnitr lTl@nitranitrlpHN,N . (1 07)

nitr

Phosphorus dynamics are analogous to nitrogen dynamics but simplified with only one
dissolved inorganic pool being considered in the model. It is taken up according to Egs. (15)

55

todeq uorssnosyq | Jedeg worssnostq | 1odeq uorssnosyq | Jeded uorssnosi(q



and (50)
ON 811g 0B
o :Zmax 0,—[? —min <0,P >,

It |yt ” ot - Ot | q
ON; 8]115 0B

Pl P P

ot upt_z ot | or |

et T

released following Egs. (15), (50), (35) and (36)

v
ONp| = 0Zp app
ot re|zw: ot me ’
- rel upt
+ max (0, % )
ot rel
aNP

rel

~

P
Z o0Pp 0Bp
-y x| 4o
5| 2w ta
i T e o T g

and remineralised as given in Eq. (51)

lab
/
= Tremp Rp.
remin

ONp
ot
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Iron is taken up only by phytoplankton (Eq. 15)

Y
8Nﬂ: aPF
— = max | 0, —
ON or
F| F
ot |, =2 ot arn
pt b

upt

and subject to scavenging due to hydroxide, treated similarly as in Aumont et al. (2003)
and Vichi et al. (2007):

ONF

W :T]Fscav max (O,Nﬁr) B (112)

scav

where rpscay iS @ threshold concentration over which scavenging occurs, here fixed at
0.6Hm!,
m
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Iron is released by phytoplankton (Eq. 15)

aNF Zmln 0, @
rel ;
up!
p
ONp - Z OPp (113)
ot e oo

rel

and implicitly remineralised by mesozooplankton scavenging of particulate organic matter
(Eqg. 66) and bacterial consumption of particulate matter (Egs. 67 and 68)

X

ON vEso med | OR
F _ }-‘mi R/IF + C,N,P,F
ot remin R ot
decomp

ONp MESO med
— = Floea Rr+ — . 114
ot remin ’ Rd : ot ( )

e JcOMR

It is assumed here that the feeding activity of scavenging zooplankton increases the
bio-availability and accelerates the decomposition of particulate iron.
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Silicate is taken up

O
ot

dia dia
= max 07 q refg.c Sgrowth
uptake

and-released-

ON-. dia ) dia

8775S = max (O, Pé — d(lgarefg:c Pé)
rel

8NS dia dia
W = (IZ refs.c Sgrowth (115)
L luptake

and released

8NS dia dia dia
o S (116)
O el

exclusively by diatoms (Eqg. 21). It is not remineralised in the pelagic part of the system.
This_neglection _of silicate_conversion into inorganic form_in the water column
form_while_sinking down_the water column_is much_lower than for the other
nutrients, _such that most of its remineralisation is confined to_the sea-floor
Broecker and Peng, 1982; Dugdale et al., 1995).
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The dynamics of DIC are given by photosynthesis and respiration of the organisms con-
sidered and calcification and dissolution of calcite:

v
80@ _ aB(j Z aP(C +Z 8ZC
O oo O ey O O
X calc calc
3 OPc| | ORc|  ORc
ot ot ot '
v gpp dis calc
00¢ _ 0Bc¢ O0Pc +Z 0Z¢
M(?Vt\’\/\t/)gg at resp w 8t res v at resp
or ore|  ole
C C C
— — 117
Z ot * ot ot ’ 17
4 app dis calc
o v
where the respiration terms 25¢ o 9| and %c|  are given in Egs. (49), (12),
resp resp

(34) and (42), synthesis of carbon is given in Eq. (8), the dissolution of calcite is given in
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Eq. (96) and precipitation of DIC into calcite is given by the sum of the calcification terms

calc calc calc calc
ORc| _ ORc| | ORc| | ORc
ot ot ot ot
calc lys graz sed
oTe oTe oTe oTe
C C C C
— === _— _— 118
ot | Ta| "o (118)
calc mort graz sed

given in Egs. (93), (94) and (95).
Rates of change of oxygen are implied from the corresponding carbon fluxes converted
by stoichiometric factors taking into account different efficiencies for respiration rﬁ%‘; and

photosynthesis %

The pelagic oxygen cycle is reduced to the consumption of dissolved oxygen in respi-
ration (Egs. 49, 12, 34 and 42) and the production of dissolved oxygen in photosynthesis
(Eq. 8):

resp OB
—Po —(&— ot

X
syn 0P¢

W
resp 0Z¢
Po ot

P
resp 0Pc
ot ~po ot

— Po ot

resp

00g

r (119)

bgc

resp resp app

3.8 The carbonate system

The model for the carbonate system incorprated in ERSEM was introduced in Blackford
and Burkill (2002) and further developed in Blackford and Gilbert (2007); Artioli et al.
(2012). In this model, the speciation of carbon is calculated from dissolved inorganic carbon

ch, total alkallnlty Atot (WhICh %&&aﬂa%edﬂ‘femﬂrregfessrefre#teﬂﬁsefaﬁﬁeﬂﬁd%&mw
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be computed diagnostically, semi-diagnostically or prognostically, see below) and total

boron Byt (which is calculated from a linear regression of salinity). It assumes chemical
equilibrium between the inorganic carbon species justified by the fast reaction time scales
of the underlying chemical reaction compared to the biological and physical rates on the
spatial scales the model operates on. The comprehensive set of equations to describe the
carbonate system and ways to solve it given specific subsets of known quantities have been
extensively described elsewhere (Dickson et al., 2007; Zeebe and Wolf-Gladrow, 2001),
here we use a simplified set omitting the components that contribute less under general
sea-water conditions (Takahashi et al., 1982).

The three quantities O¢, Ayt and By are used to derive the partial pressure of car-
bon dioxide pco;Pco,, carbonic acid, carbonate and bicarbonate concentrations (c(n,co,],
‘[co?] and C[Hco;]) and pH (using the seawater scale) at chemical equiliorium. These

utilise the four equilibrium constants for solubility of carbon dioxide and for the dissociation
of carbonic acid, bicarbonate and boric acid derived from empirical environmental relation-
ships (Millero, 1995; Mehrbach et al., 1973; Weiss, 1974; Dickson, 1990) that are detailed
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in the Supplement for reference. The resulting set of equations to solve is then given by:

Oc = €[o03] * ooy ] + “100s) .
Agot = C[Hoo; ] + QC[Cog—] + [BOH); ] (121)
Biot = c[B(oH),] “[B(OH); ] -
“IHF1€[BOH),
CB(OH); = l~[cb4] .
CIHH1Heoy |
o) 124
€co; k1 -
CHA1¢[co2]
. T3 (125)
pH = —logio (cfH+]) s
Pco, = kOc[COE‘] -

The system is solved using the HALTAFALL algorithm (Ingri et al., 1967) by using the
equilibrium relations 123 to 125 to eliminate the unknowns c(g(on),], ¢[co;] and C[Hco; |- The
balance equations for DIC and total boron are then used to express “[co?] and “[B(OH); ]
in the balance equation for alkalinity (Eq. 121) as functions of the only remaining unknown
ciH+]- This equation is solved for the logarithm of the unknown variable (allowing only pos-
itive real numbers as solution) applying a combination of the bisection method to narrow
down the solution to a sufficiently small interval in cjy+) to permit linear approximation fol-
lowed by the bisection method reducing the solution residual to the desired tolerance.
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Calcite saturation is computed from the product of calcium and carbonate concentrations
(C[Ca2+] and C[cogf]) divided by their product in chemical equilibrium kgaic

CC 24+ CCO27
Qcalc:—[a ] [ 3]

kcalc

_ “foa**] o3 ]

kcalc

Qcalc (1 28)

The variability of this ratio is dominated by cr~.~2-1 aS c¢j~.21+1 IS nearly constant in sea

water (Kleypas et al., 1999) and therefore fixed in the model at the oceanic mean value of

0.01028 molkg 1.
Similarly, the aragonite saturation state is determined by the equation

“lea*]%[cos"]

Qcalc = L
arag

— A diagnostic mode, that computes alkalinity from salinity or salinity and temperature.

- rognostic model, that includes biogeochemical changes to alkalinity. It is full
conservative and adds a state variable for alkalinity that is subject to physical

transport.
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As a third semi-diagnostic option, these two modes can be combined as a sum by setting

is referred to Artioli et al., 2012
The changes of alkallnlty due to blologlcal processes e&mbe%%aeedﬂﬂ%heﬂﬂede}

ehaﬁgesare given by sources and sinks of phosphate, OX|d|sed nltrogen and ammonium
as well as calcification and dissolution of calcite:

amm calc (o) calc
Ao | _ ONn ) OLc| _ORp| _ ORn —-2== Ofc
ot bgc Ot ot . ot bgc ot ot
bgc diss bgc calc
amm calc ox calc
OAwo| _ ONw|  ,0Lc| _ONp| _ ONw| _,9Lc (130)
ot bgc ot ot ot bgc ot ot
bac diss bgc calc

In three dimensional simulations, these changes are accompanied by the effect of riverine
inputs (see Artioli et al., 2012).
The different variants of alkalinity regressions available from the scientific literature

Borges and Frankignoulle, 1999; Bellerby et al., 2005; Millero et al., 1998; Lee et al., 2006),

the total boron regression and the empirical equilibrium constants & are given in the
Supplement..
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3.9 Light extinction

Light in the water column is attenuated according to the Beer—Lambert formulation comput-
ing PAR as:

fde(ﬁ)di
Erar = grarlsurie® , (131)

where lg is the short-wave radiation at sea-surface level, ¢pag is a parameter for the photo-
synthetically active fraction and K is the spatially varying attenuation coefficient. The latter
incorporates light attenuation by the modelled living and non-living optically active compo-
nents as well as background extinction due to clear sea-water and other components not
explicitly modelled. Two alternative models are available for the computation of K:

1. a model based on mass specific attenuation coefficients for the relevant functional
types, not-modettes-non-modelled forms of inorganic matter and the background at-
tenuation of clear sea water; this model is used in previous ERSEM versions (Black-
ford et al., 2004) and is the default choice,

2. amodel based on broadband inherent optical properties (absorption and backscatter),
activated by the preprocessing definition TOPMODEL.

For the default model based on specific attenuation coefficients K is computed according
to:

X |
Kd:z)‘jg P@+Z)\R RC"‘/\RsuspRsusp-i‘/\sea, (132)
X v

where the As are the specific attenuation coefficients of the optically active components,
i.e. the phytoplankton types x and the particulate organic matter types W. Ageq is the back-
ground attenuation of sea water and Rgsp is the concentration of non-modelled optically
active substances, mostly suspended matter.
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The model based on inherent optical properties (activated by the preprocessing switch
TOPMODEL) uses the light attenuation model proposed in Lee et al. (2005):

K4 = (1+0.0050,6n)a +4.18 (1.0 — 0.52¢~10-8%) by, (133)

where 60,4, is the zenith angle at the given time and location. Absorption a and back-scatter
by, are composed as:

X v
a= E ay Fe+ E ay R(C+aMsusp+asea7 (134)
P R
X v
by = EX bl>g FPe+ Ew br Rc + by + bsea (135)

with a* and b* being the mass specific absorption and back-scatter coefficients of the re-
spective components, agsea and bgegq being the broadband absorption and back-scatter of
clear sea-water, ayz,,, the constant absorption of non-modelled suspended matter and by,
a constant amount of background back-scatter in the water column.

In both optical models the attenuation of optically active matter that is not modelled by
ERSEM (Rsysp, mostly inorganic suspended particulate matter) can be provided homoge-
neously through a namelist parameter or spatially variable through the physical driver by
filling and updating the ESS variable.

The combination of the attenuation of particulate organic matter and the non-modelled
particles may be provided externally through the physical driver using the preprocessing
definition ADYTRACER. This option introduces the state variable aaqy and Eq. (132) reduces
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to
X
Ki=) Ay Pc+aady+ Nsea: (136)
X
or in case of the model based on inherent optical properties
X
a:Za’; PC‘|‘aady+asea> (137)
X P
X
bp=> b*, Po+Dbpk+Dbysea; (138)
b,P
X b

neglecting the backscatter component of particulate and non-modelled matter (see Egs.
134 and 135).

3.10 Gravitational sinking

The sinking of model states is incorporated using a simple upwind scheme for the equation

Jcp o Ocp

— P 139
ot o Wsed 2 ( )

and adding the resulting rate to the biogeochemical rates that are passed to the physical

driver for integration.
v
The sedimenting states in the model are given by the particulate organic types Rc npF.s,
X calc
the phytoplankton types Pc n.prs,c and calcite Lc. Sinking velocities are constant veloc-

ities {f}o for each particulate matter type 1, while for the phytoplankton states x they are
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composed of a constant velocity complemented by a variable component subject to nutri-
ent limitation beyond the threshold %()sink:

X
Wseq = o + Wim Max <o, Peink — z<NP>> (140)

4 The benthic system

The benthlc model in ERSEM is redlcated on muddy sedlments of the contlnental shelf
including zoobenthos, bacteria, different forms of organic matter and implicit vertical dis-
tribution of material within the sea-bed. The-second-one-is-a—remineralisation-modelthat

adsorbs-deposing-It explicitly describes the main functions of the sediment such as benthic
redation, decomposition and recycling of organic matter, bioirrigation and bioturbation. As
an alternative to using a full benthic model, the benthic-pelagic interface can be described

by a simple benthic closure given in Sect. 5.1.5. This scheme adsorbs depositing particu-
late matter and phytoplankton and returns dissolved inorganic nutrients and carbon to the

water column at a given time scale reducing the sediments to a simple buffer layer of or-
ganic matter recyclingin-the sediments-, that however does not involve any explicit benthic
processes. It is computationally considerably lighter compared to the full model, but the
the sediment type it represents with a close connection to the productive upper ocean, the
where the sediment processes are of lesser importance.

4.1 Benthic model structure

The full benthic model is a simplified version (Blackford, 1997; Kohlmeier, 2004) of the
more complex original model introduced in the original version of ERSEM (Ruardij and
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Van Raaphorst, 1995; Ebenhéh et al., 1995) assuming near-equilibirum conditions for the
inorganic components. Organisms are distinguished in classes on a more functional and
less size oriented base than in the pelagic part.

The model includes the functional types of aerobic and anaerobic bacteria as
decomposers of organic material, three types of zoobenthos-benthic predators (suspen-
sion feeders, deposit feeders and meiobenthos), dissolved organic matter and three forms
of particulate detritus classified according to their availability and decomposition time
scales into stewly-degradable, available refractory and buried refractory matter. The-modelt

Benthic _state variables are vertically integrated contents (in_mass per area) whose
layers are considered in the model, a top, aerobic layer that is oxygenated and delimited
by the horizon of dissolved oxygen, an intermediate anaerobic-oxidised layer with no free
oxygen ;-but oxidised nitrogen available (also referred to as denitrification layer) and de-
limited by the horizon of oxidised nitrogen, and a completely anoxic deep sediment layer.
Given its very shallow penetration into the sediments, for simplicity, also dissolved organic
matter is assumed to be restricted to the aerobic layer. Below these layers, limited by the
total depth horizon of the model, no biogeochemical processes take place and only buried

refractory matter exists. The-verticat-distribution-of-matier-is-impticitty resolved-assuming

The chemical components of the types are identical to the pelagic part consisting of
carbon, nitrogen, phosphorus, silicate and iron; the silicate and iron cycles are simplified,
bypassing the living functional types, simitar-in a similar manner to the pelagic part of the
model. The silicate contained in detritus is remineralised implicitly into inorganic state-form
in the sediments, while the iron in detritus is directly recycled and returned to the water
column. A-particutarity-of-the-benthic-model-are-the-

The vertical distribution of dissolved inorganic and particulate organic matter is crucial in
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these distributions are described by dedicated state variables deseribing-the-that describe

the structure of the sediments. These are given by the oxygen horizon (the lower limit of
the oxygenated layer and the upper limit of the anaerebie-denitrification layer), the oxidised

nitrogen horizon (the lower limit of the denitrification layer and the upper limit of the strictly
anoxic layer) and the mean penetration depths for available refractory carbon, nitrogen and
phosphorus and stewly-degradable carbon, nitrogen, phosphorus and silicate.

A complete list of benthic state variables is given in Table 8.

4.2 Implicit vertical distribution of inorganic states in the benthos

In order to determine the dynamics of the oxygen and oxidised nitrogen horizons as well
as the inorganic fluxes across the seabed (Sect. 5.1.3), the inorganic components of the
benthos are assumed to be close to their equilibrium distributions, in which all source and
sink terms of the pore water concentrations of the inorganic components cpy inside the
sediments are perfectly balanced by diffusion:

82 pr ]. aCb
Vidift =55~

ac2 ~ Ad ot (141)

bgc

where ¢y, is the layer content. This partial differential equation has a general parabolic so-
lution in = taking the source-sink term % as a fixed equilibrium rate independent
bgc

of time. This is a reasonable assumption when the diffusive rates are significantly faster

than the biogeochemical processes (v is the diffusivity of dissolved inorganic compo-

nents in the benthos depending on bioirrigation, see Eq. 210). The equations apply to each

of the three sediment layers and the resulting system of piece-wise parabolic continuous

profiles can be solved using two boundary conditions per layer: the surface concentration

at the upper boundary starting with sediment-surface-concentrations-the sediment surface
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concentration and the flux across the lower boundary which is equal to the sum of all source
and sink processes below the layer under consideration (by definition, no fluxes of dissolved
matter can occur across the bottom of the sediments so that all sources and sinks have to
be compensated from above).

The sedlment surface eeﬁea%m%mﬁs—afeﬁsﬁma{eﬂemmeﬁespeﬂdw&ﬁe%gle

resuﬁﬂ%ﬁeksewee%h&concentratlon a%%h&searbeebcbed s—appre*ma{ed#%em%he
petagic-concentration-nearest-to-the-sea—bed-{required as_a boundary _condition to_the
production-diffusion balance above is generally not equal to the concentration at the centre
of the lowest pelagic discretisation cell c)-by-

8Cb

Cbed = Cp + Pvmix E

bgc

hite§ her i it is aiverd

Cp

Cbed = Cp Py
Cp — Pvmix 37 ‘bgc
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Patankar (1980); Burchard et al. (2003) is applied, leading to the eqguation:

0 e 0
Cp +pvmix 6ctb ‘ |f 8Ctb > 0
bgc bgc
Coed = | e i | g (142)
p dcy ot
Cp—Pvmix 3¢ bc bgc

where pymix IS an inverse mixing velocity constant.
The resulting equilibrium pore water concentrations ¢, in each layer are converted into
the full equilibrium layer contents using the layer thickness and the conversion factor

VNP = PporoPads » (143)

where pporo and pags are porosity and adsorption factors that may vary spatially in case of
porosity and adsorption of phosphorus while they are constants for all other adsorptions.

The dynamics of the oxygen and oxidised nitrogen horizons are determined by a relax-
OXy denit
ation towards their equilibrium values deq and deq, Which are the depths where the pore

water equilibrium concentrations are 0. Their time evolution is then described by

oxy
oD 1 oxy  oxy
at:roxy<de‘*D> (144)
3d§5n 1 /denit denit
enl enl
2 = = (deg— D 145
ot Tdenit < ea ) ’ ( )

where 7o« and Tgenit are the respective relaxation time scales.
4.3 Implicit vertical distribution of organic matter in the benthos

The penetration of organic matter type v into the sediments is assumed as exponential

decay of a concentration Aﬁ&@jrom a sediment surface value e(raségvamsAaNfunction of the
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P
mean-penetration-depth-D-of-matter</—e-folding depth \:

Total content eaﬁdﬁewweﬁeﬁaﬁeﬁdep%h—afek&jgthen given by the integrals-

dit

cp=co [ e gd(

P
and the penetration depth D of matter ¢ is defined accordingly as

diot

61
D=¢7ﬁo/ge§d<.
oo
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For diot — oo fellews-

P
cpb=co D,

(149)

(150)

The change of penetration depth due to soureces-or-sinkfluxes—f;-oceurring-at-depth—;
aﬁd~b+efru1=bafﬁerrvertlcall distributed sources and sinks can then be approximated-by

P
oD _ fi
T > (di— ) + (%

bturb

calculated by the formula:
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As the model is not vertically explicit, but, based on the model assumptions, processes
can be attributed to layers (e.g. activity of aerobic bacteria to the aerobic layer), the changes
J; caused in a given layer can be attributed to discrete depth levels being the centre of the

layer G;.

The changes of penetration depth due to source and sink terms are complemented by the

(151)

hysical displacement of organic matter by the process of bioturbation, so that the shape-

1
v = Vbturb;b(CO —¥(dbturb)) ,

u [ url
oD _ Votub [ p’?
ot P i '

bturb D

total change is given by the equation:

¥ ()
oD v f; 9D
o = 2D
! ‘b turb
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Bioturbation smoothes the concentration gradient and is therefore implemented as
diffusive flux proportional to the difference in concentrations between 0 and a bioturbatation

77

1odeJ uoIssSnosI(J

1odeJ uoIssnosI(y

1odeJ uoIsSSnosI(]

1odeJ uoIsSSnoSI(]



length scale dyy

(2
oD Y Y
Sl = (o~ Oaum)). (153)

I L N

where v is the bioturbation diffusivity of particulate matter (Eq. 212). Still assuming that
P
D < dyo, this takes the form

81% Ubturb ’%Turb
o ur .
ol T e (16 D)- (154)

bturb D

The fraction of organic matter contained between two given depth levels can then be
computed as

dup d
. ‘(jlow 1 diow €7§ 97?
“Dldyp > — €
=— [ 1(2)dz = diot ./
Cp Cp fTi’
dup 1*6 D
Cllow
P d d
dup € — e
m :w/W(C)dCZ — (155)
Cb  Cbg, l—e b

where the total content was approximated as

" drot

Ly 7%
b= [ v(Q)d¢ = co D(l—e D) (156)
0

For consistency with the model assumptions and to avoid numerical issues the penetra-

78 v
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Dissolved organic matter is assumed to reside entirely in the oxygenated layer.
4.4 Heterotrophic bacteria

Benthic decomposers consist of aerobic bacteria living in the upper sediment layer down
to the oxygen horizon and anaerobic bacteria living in the denitrification layer and anoxic
layer. Their dynamics are summarised by the equations

X X X X X X X
OHc|  OHc OHc OHc OHc OHc OHc
ot ot ot ot ot ot ot ’
bgc upt excr resp red mort trel
(157)
X X X X X X
OHn p _ OHn p ~ OHy p B OHn p 7 OHy p 7 OHn p
ot Ot ot ot ot ot ‘ (158)
bgc upt excr red mort el

Specific-Substrate mass-pecific bacterial uptake is regulated by the sediment surface
temperature, oxygen availability (in free or bound form) and the nutritional state of the sub-

X X X
strate (through the regulating factors i, lp and [ np), Egs. 235, 248, 243) and the amount
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of bacteria in the given location:

X X X X X
Flait = ryi 17 1o He
Q Q

P XX X X
H H

F‘refr: /rUp’refr lT l@ HC
Q Q

X X X X X X X
Fliw= (Tfastiw ey + ’f'upﬂw> It lo Hc,
Q Q Q

X X X X X
Flat = ryplit It lop He (159)
Q9

X X X X X
Fl = roll It lo He (160)
9 9

X X X X X X X
f\%r: <rfast|%r l<w>+rupr%r> It lp He, (161)

X
where rup|f are the bacteria and substrate mass specific reference uptake rates. These
Q

are generally high for the dissolved form and low for refractory matter. Decomposition of
stowly-degradable matter has a slow basal component complemented by a fast component

X X
nggfﬁﬁt%ksubject to nutrient regulation.
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To obtain the uptake rates these substrate mass specific rates are multiplied by the sub-
strate concentrations available in the respective layer (given by Eq. 155):

X diow
OH¢ gy
| "2l e
upt i dup
aﬁ,{ X ¢ dlow
C
| =20 Fly Qe (162)
P Q d
upt up

[0)4 OX
where the layer limits djow,dyp are 0, Dy for aerobic bacteria and Dy diot for anaerobic bacte-
ria. Aerobic bacteria feed on dissolved and particulate substrate, while anaerobic bacteria
feed exclusively on the particulate form.
The uptake of organic nitrogen and phesphate-phosphorus is enhanced by a nutrient

preference factor ;Snup and-supported by observations that the relative nutrient content of
benthic DOM decreases under bacteria production (van Duyl et al., 1993). It is comple-

mented by the uptake of inorganic forms when organic matter is nutrient-poor with respect
to the fixed bacterial stoichiometric ratio. Inorganic uptake of nutrients by each bacteria type
is regulated by Michaelis—Menten terms of the pore water inorganic nutrient content within
the oxygenated or anaerobic-oxidised layer with the Redfield equivalent of carbon uptake
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as the half-saturation term:

X diow
OHynp X oY
) _ /
ot —Z pnup]:‘w EQ
wpt Y N " lup
1 amm, diow
X C dup
+Qref . ) (163)
NPC Ot ) amm, diow X 8[?
C
upt UN,P NP + qrefNA,]P’:(C ot
dup upt
d
amm, | low
where Ky , Kp dow gre the respective layer contents of ammonium or phosphate be-
dup

du
tween the deppth dyp and djow and vy p is a volume correction factor (Eq. 143) reducing the
total layer content to the pore water content.
Anaerobic bacteria is feeding on and excreting only in particulate form, so that the above
rates are for gross uptake in the case of aerobic bacteria followed by excretion in dissolved
form, while for anaerobic bacteria they are net rates with no subsequent excretion. Excretion
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. . aer
occurs at fixed fractions ¢ sgxa:

aer

"4 dexer
aer diow diow
OHcnNp aer e Slow aer el
31N, _ / H /
ot = {4 sexcr f|S|COQW QC.N,]P t 4 rexcr f|r8r Q(C,N,]P
excr dup ' dup
85}?@ N.P aer q c/jegr o aer q ,refr o
8757 : = 4 dexcr ]:|d3r Q(C,N,IP + q rexcr f|rafr QC,N,IP’
exgr dup dup
anaer
0 H cnp
_ =0.
ot

excr

, ag',excr of the aerobic bacteria uptake according to:

(164)

(165)

Respiration of bacteria is given by activity respiration as a fraction of gross uptake >q<aresp
and temperature regulated basal respiration at rest proportional to the bacteria biomass by
the factor ¥resp:

X
OHc X

ot

resp

X
OHc X
= Qaresp ot

upt

X X/
+ Tresp It HC

(166)

Bacterial mortality is fully regulated by oxygen (see Eq. 248) and proportional to the
bacteria biomass by factor ?mort:

X X\ X
=7Tmort [ 1 —lo H(C,N,IP’ >

X
OHc np
ot

mort

(167)

where aerobic bacteria use oxygen in dissolved form while anaerobic bacteria satisfy their
oxygen requirements from oxidised nitrogen.
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Benthic bacteria are held at a fixed stoichiometric quota érefN o0 SO that any chemical
component flux in excess of the reference quota is exudated-released according to Egs.
(264) and (265), in dissolved form for the nutrients and in the form of organic matter for
carbon.

4.5 Predators

The general biogeochemical dynamics of the zoobenthos types x are given by the equa-
tions

X X X X X X X
dYe _ dYe _ dYe _ oY _ oYe _ dYe _ oY 1
ot Y ot ot ot ot ot ' (168)
bgc upt excr resp mort pred pred mort exttrel
X X X X X X X
8YN,]}> _ 8YN,]]> _ 8YN,]p B OYN,]}» o 8YN7]F> GYN,]P o aYN’]p
ot oot ot ot ot ot ot
bgc upt excr rel mort ;{gg pree mort ext rNeI
(169)

The benthic predators considered in ERSEM are deposit feeders, suspension feeders
and meiobenthos, distinguished by their prey fields and preferences, the depth section they
live in and their respective metabolic rates. The prey fields available to each type are given
in Table-9Fig. 5, where organic matter is scavenged only in the aceesible-depth-sections
indicated-for-each-predator-type-and-depth sections accessible to each predators given by
three parameters as follows:

_ SUSP
— suspension feeders: 0 < ( < d

SUSP DEPO

— deposit feeders: dy <(< d
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MEIO

— meiobenthos: 0 < ¢ < dy .

An additional parameter dgysp indicates the range of suspension feeders into the water

_ o _ DEPO SUSP MEIO
column assuming homogenous prey distribution over this scale ; ;

The total prey available to each zoobenthos type x is composed of the individual preys
prey types ¢ as

X

- | Z
X % jpr‘u /l/}é: /
Prene = Z fpr|® —x X Yenps

fpr‘iz/](lc + fmin

X

Z
where Jpr P
Y
X & Jorl ¢<’c
Prene = Z fpr|3; %WQNP; (170)
¥ fpr‘w w(/c‘f‘hmin

& X X
Mare the food preferences and fmin-hmiy is a food half-saturation constant limit-

ing the detection capacity of predator x of individual prey types similar to the zooplankton
fauna is assumed to vary by food-source assuming that benthic predators search their food
more actively. The prey contents in the half-saturation term are consequently multiplied by
the food-preferences.
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The prey mass specific uptake capacity for each zooplanton type x is then given by:

X
X X X X Y;
X C
Suptzgmax It lo lcrowd4X X
Prc + hup

(171)

X
where ﬁmax is the maximum uptake capacity of each type at reference temperature, I is the

X X
metabolic temperature response (Eqg. 235), lg is the limitation of oxygen (Eq. 246), [ crowd iS
a growth limiting penalty function accounting for overcrowding effects (Eq. 263, absent for

X
meiobenthos as this type is capable to-feed-of feeding on itself), hyp is a predation efficiency
X
limiting the chances of encountering the prey available (Prc¢).

X
Introducing the prey mass specific fluxes from prey 1 to predator Y’

X

Y
fpr|¢ 1/’{(:
% , X X
Jorly ¥ + Jminhmio

v _ % v
]:‘w :Supt fpr‘w (172)

% X X X
with fpr|3; being the food preference of predator Y for prey v, fmnhmin being a half-
saturation constant reflecting the detection capacity of predator x, the zooplankton uptake

86

1odeJ UOISSNOSI(]

TodeJ UOISSNOSI(]

JTodeJ uOrSSNOSI([

JTodeJ UOISSNOSI(]



can then be written as:

X
Y ¢ &
TN,P = Z -7:|22¢<IC,N,JP- (173)
P

upt
Zoobenthos excretion is given by:

slow med slow med

X R X h= R X
IYe Wi G Jf i G
8t _ 3 excr at pexcr 8t
excr ¥ upt 4 upt
X w#slcc:?w mfe{d x w SICOQW mfe{d %
aYN,]P _ qX_ 2 / )(j aY(C + 72 / )(j aY(c
7815 dil / excr ot : pexcr ot
excr ¥ upt ¥ upt
degr med degr med
| = 2 lea Tttt D dea Flive (74)
excr ¥ ¥
degr med degr med
8§N P X rER X ¥ — Y
at’ = qdil Z Qexcr }—‘qp 1/11'\1,1@ + Z dpexcr '7:’%!) wll\I,P (179)
¥ ¥
excr

where 5excr is a fixed proportion of gross uptake excreted and qu an additional dilution
coefficient taking into account a reduced amount of nutrients in the fecal pellets with respect
to the uptake quota.
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Respiration of zoobenthos is given by activity respiration as a fraction of net uptake gaesp
and temperature regulated respiration at rest proportional to the zoobenthos biomass by
the factor ?resp:

X X
8Y<c X X 8Y(C X x X
ot = Garesp (1 - qexcr) ot + Tresp IT Y((/J (176)
resp upt

Zoobenthos mortality is regulated by temperature and oxygen and composed of a basal
. . X X
part enhanced under oxygen deficiency and cold temperatures by the factors ¥mort@, TmortT:

_ T

Y X x X X X X X
=\ Pmort IT +7morto IT|1—1Ilo ) + PmortTe Teold Y(QN,]P- (177)

X
OYcnp
ot

mort

Also, zoobenthos types are kept at a fixed stoichiometric quota ?frefN »c according to
Egs. (264) and (265) resulting in the exudation-release of nutrients in inorganic form and
carbon in the form of slewly-degradable organic matter.

4.6 Organic matter

The cycling of carbon, nitrogen and phosphorus through the benthic feed-web-food web
by the processes of uptake, scavenging, excretion, mortality, exudation-release and burial
results in the following organic matter fluxes:

The dissolved organic matter is produced by excretion and mortality and reduced by
bacterial uptake
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dis dis dis
9Qcnp| _ 9Qcnp N OQcnp
ot ot ot
dis XCI mort
00
C,N,P
— (178)
upt

Degradable matter is generated by excretion and mortality and release fluxes, taken u
by bacteria, and scavenged by zoobenthos

degr degr degr
0Qcnp|  9Qcnp N 9Q cnp
ot ot ot
bge o Aexer o Imort
degr degr

_9Qcnp|  9Qcnp (179)

ot ot
upt scav
degr
+3Qc

ot

Lo led

Refractory matter is taken up by bacteria and modified by burying across the total depth
horizon
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refr refr refr

IQcnp IQcnp IQcnp
ALY — _ _*LUNE _ 2w CRP ) 1
ot ot ot (180)

bgc upt bur

The abbreviated cycles for iron and silicate condensate all biogeochemical processes
in the benthos into a simple remineralisation of degradable organic matter into dissolved
inorganic iron or silicate at a fixed rate rgremin Or 7'Sremin:

8dégr degr
Tt]F = —T'Fremin Qfﬁ‘ (181)
bgc
degr
) degr
7;358 = —T'Sremin Q/S : (182)
bgc

In these equations the partioning in between the different forms of organic matter occurs
in the following manner:
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Uptake of all forms of organic matter by bacteria is given by Egs. (159)—161) as

0oX

D drot

anaer

Y
8@ aer
= + 71" Qene

¥
_ f’H /
ot ’gz Q(C,N,IP

upt

(183)

0X

D

0

The excretion of aerobic bacteria is directed to dissolved organic matter, while for the

v
zoobenthos types Y it is directed to stowly-degradable matter:

dis aer

OQc np _ OHcnp (184)
ot ot
excr excr
sbwgggr v
0 Q cnp Y cnp
S - 185
ol Ly few| o

excr excr

using Eqgs. (164), (165), (174), (175).
The mortality of aerobic bacteria is partioned between a particulate part directed to stowly

W
degradable matter and a dissolved part ac?rdmort, while for the zoobenthos types Y and anaer-

91

todeg uorssnosyq | JIodeg uomssnosyq | JIodeg uorssnosiq | Iodeg uoissnosi(q



obic bacteria it is entirely directed to stewly-degradable matter:

dis aer
IQc np aer OHcnp
o | demn g (168)
mort mort
stew degr aer anaer
9 Q cnp| (1 ~aer ) OHcnp N 0 H cnp
ot 4d dmort ot ot
mort mort mort
oy
C,N,P
,N, 187
Do (187)
v
mort

using Egs. (167) and (177).
Slewly-degradable-Degradable matter is scavenged by zoobenthos according to Eq. (172)

stew d
9 @A%CNP Y slow degr
— :§f|%w5a Q cnp- (188)

scav

In addition, slewly-degradable carbon may be produced by the stoichiometric adjustment
(Eq. 264) of bacteria or zoobenthos:

stow degr X v
d Qc | < OHc dYe
ot =2 ot +ZW ’ (189)
X rel v rel

The diffusive process of bioturbation leads to the downward displacement
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of refractory material. The resulting flux of refractory organic matter across the total depth
horizon of living organisms in the model di,; may be interpreted as burial flux (activated

model.

. f .

expressed as the product of the local concentration recr and the displacement rate of
the exponential profile at the given level. Specifically, we know that the local displacement
rate at the level of the penetration depth is precisely the change of penetration depth due to

refrC,N’]p

bioturbation &£

bturb
To derive the local displacement rate of the exponential profile at the total depth we can
use the displacement time scale at dit, that is independent of the local concentration:

refr refrc,np
I 1 dcene(C) ¢ 0 D
(¢)  refr ot refrenp? Ol ' (190)
Tour c (C,N,IP(C) re Flch,n»
turb
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Scaling the disclacement rate using this scale the flux of matter at di;, and hence the
burial flux, can be computed as:

refr refrc n,p refrc n.p refrc n,p
aQC,N,JP’ reCfr (d )Tbur( D )o D refr (dhor) diot O D
Y = C,N,P \ Utot = CCcN,P\Otot) ——

ot Tour (diot) ot Mrefrewr Ot
o our turb D turb
refr _ dgy refrc n,p
Qcnp eicne  dit 0 D
= € D (191)
__ ot refrc n.p Ot
refrC,NJP refic NP D ?
D l-—e¢ D bturb

surface and diyy using Eq. 150 and Eq. 156.

Note that this process {activated-by-the-TSWour switchj-removes biomass from the bio-
geochemically active part of the model, as there are no processes connected to buried
organic matter and the model currently deesn't-does not consider remobilisation. This
means that during long term simulations the loss of nutrients needs to be compensated,
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refr refrc np
1 1 Oqcenp?) 2z 0 D
Tbur(Z) o refr 8t N refrC,N,[p? 8t ’
7 cnp(€) D

Tour(diot) — refie NP
D
refr refr
0Qcnp| QcnNp
diot
at refrC,NP - ref"(C?N,IP’
bur D l—e D

e

dyot refr((;’N’]p

B 'B"CD,N,]P diot 0 D

refrc N,P 8t

diff
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dis dis dis
OQcnp|  OQcnp N IQc np
ot ot ot
dis excr mort
dis
_ 9Qcnp
ot '

Qcnp|  O0Qcnp 9Q cnp
ot ot ot
bgc excr mort
slow slow
_0Qcnp|  9Qcnp
ot ot
upt scav
8SIOW
. Q¢

ot

exu
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slow slo
W
—2| = —rrremn Q)
ot remin F
bgc
slow |
0Qs| e Sé’/w
7825 remin S -
bgc

4.7 Inorganic components

The dynamics of benthic nutrients are given by the following equations (see Eq. 192 for the
remineralisation of silicate):

0Ky 0Ky 0Ky
N N N
- - 192
ot ot ot (192)
bgc nitr denit
0K oKn|  OKn|  OKn
N N N N
- - a; 1
ot ot ot | o (193)
bgc nitr upt extrel
OKp _ OKp 0Kp (194)
Ot loge O |yt O loural
stow degr
OK, 2l
TtS - = T'Sremin Q/S (1 95)

while the biogeochemistry of dissolved carbon, oxygen and dinitrogen are given by
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0G¢
ot
9Go
ot
0Gy
ot

_ 9Gc (196)

bgc ot resp
oG 0G

-0 0 (197)

bgc ot resp ot nitr
oG

=N (198)

bgc ot denit

The respiration terms of dissolved inorganic carbon and dissolved oxygen are given by
Egs. (166) and (176) as

0Gc
ot

0Go
ot

OH. oY
=y =F =t (199)
oso ot ot
X resp resp
OH¢ oY
C C
— grc 200
qoc | 5 +> py (200)
resp resp v resp

where qo.c is the oxygen to carbon conversion coefficient.
Nitrification in the benthos is computed similar to the pelagic nitrification from a maximum

. T B H .
ammonium mass specific nitrification rate #ni—1 oy at reference temperature depending on

oxy amm

the ammonium available in the oxygenated layer, approximated as % K'y:
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e oKy onitr bt ) amm
N N H nitr bnitr p
— = =rnir I In— K 201
ot ot Tnitr (T !N diot N, ( )
nitr nitr
9Go _2@ (202)
8t nitr at
nitr
bnitr bnitr

where Iy and It are the nitrification limitation factors due to the presence of high
concentrations of oxidised nitrogen and temperatureregutation-the temperature regulation
factor (Egs. 253 and 235).

Denitrification is calculated from the oxidised nitrogen reduction equivalent required for
anaerobic bacteria respiration:

1 aa_[l’;[ael’
anaer H C
F req = H qredq0:C ot ) (203)

H
2 (1 — qdenit> +% 4d denit resp

where ¢4 is the maximum fraction of anaerobic bacteria respiration resulting in oxidised

nitrogen reduction, Ic}[denit is the fraction of reduction subject to denitrification as opposed to
ammonification and 2, % are the stoichiometric coefficients of oxygen demand per reduction
equivalent for the ammonification and denitrification reactions respectively.

The actual reduction of oxidised nitrogen by denitrification is then further limited by avail-
denit
ability of oxidised nitrogen ( In , Eq. 254) resulting in the following denitrification fluxes:
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oX
O denit anaer
| T (204)
denit
amm OX
8KN aKN
=(1-— - 2
ot ( Qresz) ot (205)
denit denit
0X
0Gy 0Ky
- 2N 2
ot bge GredG ot (206)
denit

where greqc is the fraction of reduction directed to di-nitrogen. As nitrogen fixation is
currently not considered in the model, losses of oxidised nitrogen by denitrification are re-
moved from the active cycle and need to be compensated in long term runs by riverine or
atmospheric inputsor-, otherwise denitrification needs to be switched off.

Exudation-Release of nutrients caused by stoichiometric adjustment (Eq. 264) of bacteria
or zoobenthos are given by:

Oy o, oy,
N _ YHN N
ot - Z ot + Z ot (207)
extd r\e/lv X ext r@/L v ext r@/L
X v
ORe) 50 O (208)
O | o re ot ot '
rel. owrel ¥ exrel

4.8 Bioirrigation

The diffusivity of dissolved inorganic states is given by a basal diffusivity ), for each layer
x: aer, den, anox that is increased for bioirrigation by the factor ppimin. The activity of deposit
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feeders and meiofauna cause further enhancement to yield the total bioirigation diffusivity
Vidiff (used in Eq. 141):

aD}E/PO 8M§EIO
DEPO C MEIO c
Shirr = 4 birr ot T4 bir ot >
upt upt
Sbirr
- - S 210
Vidif x (pblmm + Dbienh Sorr+ homr ) 10

where DE(;obir, and “’"é'obirr are the fractions of deposit feeder and meiobenthos uptake con-
tributing to bioirrigation, hy is a half-saturation rate for bioirrigation enhancement and pyienn
is the maximum bioturbation enhancement factor of dissolved inorganic diffusion in the ben-
thos.

4.9 Bioturbation

For particulate matter in the benthos sediment diffusion v in Eq. (154) is based on
a background diffusivity Ypat @and an enhancement factor of Michaelis—Menten type de-
pending on the bioturbation caused by deposit feeder activity (see Eq. 173):

DEPO
pero 0 Ye
Soturb = 4 bturb ot o
upt
Sbturb
N 1  Soun 212
Vbturb part< =+ Dbtenh Sotrd + o ) (212)

o} . . : I . . .
where DEqP bturb 1S the fraction of deposit feeder uptake contributing to bioturbation, At is
a half-saturation rate for bioturbation enhancement and pytenn is the maximum bioturbation
enhancement factor of particulate matter diffusion in the benthos.
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5 Horizontal interfaces
5.1 The benthic-pelagic interface

The boundary condition at the seabed is given by the deposition of sinking particulate or-
ganic material, phytoplankton and calcite on the seafloor, the diffusion of inorganic chem-
ical components between the pore water and the pelagic water column and resuspension
of organic matter. All other state variables generally have no flux conditions at the pelagic-
benthic interface.

5.1.1 Deposition of organic matter and phytoplankton

Deposition fluxes are taken analogous to the gravitational sinking rates in Eq. (139) where

. d .
the sinking velocity is replaced by the deposition velocity wii according to the seabed shear
Stress Tpeqd:

depo Tbed sed
We, =max | 1— ,0 ) we, ,
Terit

B topo — Max <1 _ Toed ,o> et (213)

Terit

leading to the deposition fluxes

./T"‘ben - wdepoc/ . (214)

As for gravitational sinking the only state variables sedimenting onto the seafloor are par-

v X
ticulate organic matter, the phytoplankton components and calcite (M ¢ np s, Pc,NPFSs,C
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calc
L¢). The absorption of deposited carbon, nitrogen and phosphorus components into the

sediments then results in separation of the organic material into dissolved, stewly-degrad-
able and refractory matter according to

slow degr ben ben
X X part
‘pel = (1 ~ dddepo — Qrdepo) Z]: +q rdepoZ]: (215)
xR Re
refr en ben
part
pel qrdepozz‘/T +q rdepoZ]: (216)
Re
ben
Flgs = qddepozf : 217)

(C

where %,‘ddepo and >q<rdepo are the dissolved and refractory fractions of deposing material.
For nitrogen and phosphorus the portioning is modified according to the relative cytoplasm
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part
nutrient contents pcyto o P oytoyst
s&ewdgg\[
Q n, X lab X part b
f‘pa R Z <1 ~ 4ddepo P cytoy p drdepo P cytoN7p> F|Pen (218)
N,P
X
part b
+Z <1 - q rdepo) Fly o (219)
Wb N,P
refr
Q part b part b
pei\lp Z qrdepo p CytoN]p ‘F‘ " Z q rdepo -F| o (220)
NP " RNP
%5 lab
a b
pellw Z 9ddepo pcytoNP}—‘ o (221)
N,P

The iron and silicate components and phosphorus are entirely directed to stowly-degrad-
able matter, the only state considered for these components in the benthic model:

slow degr ben
Floa™ =) F| + f\?ﬁi’u + F!?S&‘ (222)
% X
stow degr
Flo®® =F IE’E” +F Iﬁﬁ? +F IEZZ (223)

Rg
Calcite deposition is given by

calc
depo calc

‘F‘calc Weale LfC (224)
L

L¢ C

5.1.2 Resuspension

In the case of strong shear stress mheq at the seafloor part of the sediments may get re-
suspended into the water column. The erosion flux is calculated proportional to the excess
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shear stress over a critical threshold 7t by a reference erosion flux rer. Erosion in terms

of particulate organic matter is then approximated as a fraction of the total sediment matter
stew degr

sed

pQ+ Qc

Terit
= oo (225)
sed
pQ+ CQc
med

resusp Stow degr
degr N Q C,N,P,F,S (226)
Q

resusp  TerMax <M -1, 0)
)

resusp
FCNPFS

N d .
The values and approximations used for the three parameters 7, rer and ;)eQ are given
in the Supplement.

5.1.3 Inorganic fluxes across the seabed

The diffusion of dissolved inorganic states across the benthos is derived from the equilib-
rium conditions described in Sect. 4.2. Based on the tendency of the system towards the
equilibrium the total flux across the sea-bed is then given by the sum of all sources and
sinks and a relaxation towards equilibrium.

x pel aX 1 y
- = E + ~ (X - pporoPCadsXpw) ) (227)
ben bgc  Teq

where x represents the inorganic states of oxygen, DIC, oxidised nitrogen, ammonium,
phosphate and silicate.
For phosphorus, ammonium, silicate and DIC the excess—is—distributed—in—parabelic

ferm-relaxtion fluxes towards equilibrium are computed by assuming a parabolic vertical
distribution of excess biomass with 0 surface eoncentrations-concentration and 0 bottom
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cl O v

eq Wai ad oA O ey
and assuming contributions to the generation of the excess
roportional to the layer depth. The compensation flux across the seabed is then again

computed from the production-diffusion balance in Eq. 141. For oxidised nitrogen and oxy-
gen the procedure requires modification for two reasons: the separation depths of the oxy-

genated layer and denitrification layer given by the dissolved oxygen horizon and the hori-
zon of oxidised nitrogen may be considered as fixed parameters for the diffusion—production
balance of the other state variables, but not so for dissolved oxygen and oxidised nitrogen
whose biogeochemical changes affect the dynamics of these horizons directly. In addition,
the system imposes a third boundary condition on the balance equation, i.e. that the con-
centration at the respective horizon has to be zero by definition (and no sources and sinks
exist below these limits), which renders the system overdetermined. For these two variables
the relaxation time scale is therefore approximated by the fixed parameters 7ox and 7genit
also used to determine the dynamical evolution of oxygen and oxidised nitrogen horizon in
Egs. (144) and (145).

The recycling of iron in the benthos is abbreviated, as there is very little information on
the iron cycle in the sea-bed. The only form of iron considered in the benthos is the slewly
degradable matter, which is implicitly remineralised and returned to the water column in

. . . . . X
dissolved form at a fixed remineralisation rate 7remin:

remin| IVF X/
Fr x — TreminF Q[F (228)
Qr

5.1.4 Remineralistion of calcite

No processes related to the formation or dissolution of calcite in the benthos are currently
included in the model, the benthic eylee-cycle of calcite is resolved purely implicitly simi-
lar to iron as simple linear release to the water column of the calcite deposited onto the
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sediments:
calc

remin | LT calc calc

Feale calc — T remin Cc (229)
Cc

5.1.5 Benthic remineralisation sub-model

As an alternative to the full benthic model described in the Sect. 4, a simple benthic closure
is available, that implicitly remineralises benthic substrate into dissolved inorganic states,
analogous to the treatment of iron and calcite above. The treatment of deposition and re-
suspension of organic matter on the sea floor in this case is identical to the full benthic
model, while the recycling of organic matter occurs as a linear function of the benthic con-

. . . . X
tent at a given remineralisation rate 7rgmin:

Gc,Np,Ng N X
’
X = Tremin @ C,PS (230)

Qcps

remin
F cps

For nitrogen the remineralisition flux is split regenerating oxidised nitrogen and ammo-
nium using the fixed fraction ?qﬂemin:

0oX

remin | Vv ox X X
FN |, = dremin Tremin On (231)
Qn
Ny N
remin ox Y
A | = (1= Tremin) Fromin Qs (232)
Qn

With this option no other biogeochemical processes are considered in the benthos. The
treament of iron and calcite is identical in-between the full benthic model and this simplified
benthic closure.
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5.2 Sea surface fluxes

The only two boundary fluxes computed in the standard set-up at the air—sea interface are
the exchange of oxygen and carbon dioxide. Other processes like atmospheric deposition
of nutrients and riverine inputs require spatially varying surface fields and are best provided
thetrgh-through the physical driver. (Implementations of this type have been used in Artioli
et al., 2012; Edwards et al., 2012; Holt et al., 2012; Wakelin et al., 2012.)

Oxygen is exchanged based on the difference from the saturation state

]:®|:ga - kairO‘ (T~ Sa uwind) (G@) - S@)

white-the-, which is estimated according to Weiss (1970):

Fol™, = kairo (T, S, twing) (O — 50) - (233)

The regression formula for sg is given in the Supplement.
The exchange of carbon dioxide is based on the difference in partial pressures

i air
f@’gga = pseakairc (Tauwind) <p002 - pCOg) )

air

where—p oo,

i air
}—C’:ga = pseakairc (Tyuwind) <pCO2 - pCOQ) ) (234)

MLevr\qi)iiCO%maybe be provided by the physical driver or a constant parameter %r@@ip&;o%
The empirical gas transfer coefficients k4o and kyc are taken from Weiss (1970);
Nightingale et al. (2000) and given in the Supplement.
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6 Generic terms
6.1 Regulation and limitation factors

The regulation of metabolic processes by temperature is modelled using the Q1o function
introduced in Blackford et al. (2004) that strongly increases at low temperatures and de-
creases slower at high temperatures representing eznyme-enzyme degradation:

% T[°C]-10°C T[°C]—32°C

X 10°C X 30C
It = Do, — Doye : (235)

where T [°C] is the water temperature in degrees Celsius and y represents the respective
process or state.
Nitrogen and phosphorus limitation factors for each of the four phytoplankton types are

based on Droop-kinetics (Droop , 1974) and computed as:

X X

>l<[p> =min (1, max (0, W)) (236)
Arefp.c — Aminp.c

X . 5N-C - a{min .

[N =min | 1,max 0,% , (237)
Qrefy.c — Aming.c

where y represents any phytoplankton type (dia, micro, nano, pico), %N »c 1 its reference

internal quota and %,‘mmN . I8 its minimal internal quota. These two factors are combined to

X
three alternative forms of co-limitation  p,

X X X
Linpy = f <lNalIP’> ; (238)

switchable through the namelist switch LimnutX:
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X X X
LimnutX=0: [ p) is the geometric mean of Iy and [p,

X ) ) X X
LimnutX=2: [ p) is the harmonic mean of Iy and lp,

X X X
LimnutX=1: [ p) is the minimum of [y and /p.

The silicate limitation factor for diatoms is computed from the external availability of dis-
dia
solved silicate Ng, based on a Michaelis—Menten term with half-saturation hs:

dia Ng
s=—q
Ns + hs

(239)

The iron limitation factor is computed in the same way as the factors for nitrogen and
phosphorus:

X X
X e — s
Tg = min (1, max (o, W)) , (240)
Grefr.c — ming.c
with >q<refm as its reference internal quota and ’émmm as its minimal internal quota.
B B

Phosphorus and nitrogen limitation lp, Iy for the standard model of bacteria mediated
decomposition can be based on the availability of the resource in dissolved inorganic form
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(ISwB1limX = 1) and substrate or only in inorganic form (ISWB1imX = 2):

dis
; Np Rp ; : _
m|n< 5 e B) if ISWBlimx =1
{j\_[]P"f'h]P’ Rp+hp
IS
Np+Rp

dis B
Np+Rp+hp

(241)
if ISWB1imX =2

and analogous:

N B
ZN: amm di§+ N NF+AN Y (242)
Ny +Fy if TSWB1imX = 2

amm  dis B

Nn+Ry+hy

amm dis
5 min( Ny Lol ) if TSWBlimX =1

B
where hp  are the Michaetis—Menten-half—saturation constants for phosphorus and nitro-
gen limitation.
Nutrient regulation of benthic bacteria occurs based on the nutritional state of the sub-
strate

slew\dAe/gr dlow S*QWE?Qr dlow
Q} Q1
N P
X . d . d
In=min| 1, e min | 1, =y (243)
ﬁewg\egr low Sbwg\e/gr low
X ’ X /
refy.c QN Grefp.c QIP
dup dup

where x are aerobic and anaerobic bacteria within the layers described in Sect. 4.4.
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Oxygen limitation of zooplankton (x: HET, MICRO, MESO) is computed as function of
the relative oxygen saturation state

Srelo = Min (1, G(@) (244)
S0

X
X Srelo + SrelO ho

lo , (245)

X
Srelo + ho

where the oxygen saturation concentration sg is estimated according to Weiss (1970). (The
regression formula used is given in the Supplement):.)

For zoobenthos (y: DEPO, SUSP, MEIO) it is given by a cubic Michaelis—Menten re-
sponse to the oxygen concentration in the overlying water body in relation to a minimum
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oxygen threshold }()@min for each species:

3
X
X max (G(@ *p@)minao)

N X
max (G@ — p@min,0> + ho

X 3
X max (G@ _p@minao)

- (246)
N 3 X
max (G@ — Domins 0) +ho

For pelagic bacteria it is given by a simple Michaelis—Menten term of the relative oxygen
saturation state (Eq. 244)

lB _ SrelO
o=—5-
Srelo + ho

(247)

For benthic bacteria oxygen regulation occurs through the oxygen and oxidised nitrogen
horizons

le)y dle;it OBI

aer anaer —

b=y oy’ 0 =g oy aent’ (248)
D + dyet D — D + dyet

oxy denit
where d¢; is the aerobic half saturation depth and d,f the anaerebic-oxidised half saturation
depth for oxygen regulation.
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nitr
lp is the oxygen limitation factor for nitrification:

nitr O%)
O%) + ho
nitr
with hg being the cubic half-saturation constant for oxygen limitation of nitrification,
nitr
N is the substrate limitation factor for nitrification:
A
nitr
. N
In = amm3  nitr (250)
Ny +hy

with hnnitr being the cubic half-saturation constant for substrate limitation of nitrification and
lpH is the pH-limitation factor for nitrification:

lps = min (2,max (0,0.6111pH — 3.8889)). (251)

Benthic nitrification is inhibited at high benthic content of oxidised nitrogen according to

0X

Tox Ky
KN = oxy denit oxy (252)
bt l:;:itr
nitr
o N
Iy = bnitr  “ox ’ (253)
hy + Ky
bnitr

where hy is the oxygenated layer concentration of oxidised nitrogen at which nitrifation
nitrification is inhibited by 50 %.
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Here, it is assumed that some oxidised nitrogen penetrates into the denitrification layer,
so that the oxygenated layer concentration is on average three times higher compared to
the denitrification layer.

Based on the same assumption, denitrification in the oxidised layer uses a Michaelis—
Menten response to the assumed layer content of oxidised nitrogen

oX
denitr 1 K I/\I

o , (254)
3 oxy dﬁlt,%
denit die([\itr
enitr
No=———, (255)
denitr  denitr
Ky + hy

denitr
where hy is a denitrification half saturation constant.

Calcification and dissolution of calcite occur in relation to the calcite saturation state of
the water Qe =0-Qcac = 1 (Eq. 128). The regulating factor of the rain ratio for calcification
and the regulation factor for dissolution of calcite can be calculated in two alternative ways
chosen by the TSWCAL = 1 namelist switch. The first option (ISWCAL = 1) is based on an
exponential term:

calc

lC == maX(O7 (Qcak: - 1)ncalc) (256)
dis
l(c — maX(O, (1 - Qca|c)ndis) 3 (257)

where n¢qic gis are calcification/dissolution exponents (Ridgwell et al., 2007; Keir, 1980).
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The second option (ISWCAL = 2) uses a Michaelis—Menten term:

calc Qearc — 1

lc =max| 0, o= ) 258
© < Qcalc -1+ hcalc ( )

dis 1—Qcalc )

Ilc =max| 0, 259
c ( 1-— Qcalc + hcalc ( )

where hggc is the half-saturation constant for calcification and dissolution of calcite (Black-
ford et al., 2010; Gehlen et al., 2007).

The rain ratio (Eq. 91) is regulated by nutrient limitation and temperature to reflect the de-
pendency of the calcifying fraction of nanophytoplankton on the environmental conditions.
Temperature regulation is given by

calc max (0, T[°C])
It =

(260)

calc’

max (0, T[°C]) + hr

calc
where the half-saturation constant is set to h; =2°C. As coccolithophores are reported

to have generally higher phosphorus affinity but lower nitrogen acquisition capacity with
respect to other phytoplankton (Riegman et al., 2000; Paasche, 1998), limitation of these
nutrients has an opposed impact on the rain ratio. This is reflected in our combined nu-
trient limitation factor for calcification which is obtained from the phosphorus and nitrogen
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limitation of nanophytoplankton (Eqgs. 237 and 236) as
calc nano nano
l<N[p>> = min <1 - l]p s lN > . (261)

Uptake limitation of suspension and deposit feeders by overcrowding is given by a nested
Michaelis—Menten response to the respective biomass:

N

X - X C — Pcrowd

Derowd = <Y<C _pC> X oo X
Y — Perowd T Psat

X Ve o
c—Pp
;Scrowd = max <0a Yc - ])S(C> X x (CX* (262)
Yc — Pe + hsat
Y P
lcrowd =1- crow;(j . (263)

X
Derowd + herowd

6.2 Stoichiometric adjustments

For states 35 with fixed stoichiometric quota qN?ﬁm:C (mesozooplankton, benthic bacteria and
predators) the precesses-process rates are complemented by exudation-release fluxes that

regulate imbalances with-respectto-the-in order to preserve the fixed reference quotas as
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follows:
e d¢c 1 0ge|  Ogc 1 9w
— ax | — — , — ,01, (264)
ot ot X Ot ot X Ot
exttrel bgc 9dP:C bgc bge 4IN:C bgc
X X
Oémp = max 0P % LQDXC (265)
ot ot INEC "y
ext rel net bgc

—~—

X
where 88% are the comprehensive biogeochemical process rates prior to adjustments

net

X

X X
9o _ 901 09 (266)
ot ot ot
bgc net extrel

7 Implementations

Most ecosystem models are tightly bound to a specific physical, hydrodynamic driver that
is usually three-dimensional and consequently computationally heavy and cumbersome to
test and implement. The ERSEM model comes as an independent library and can in prin-
ciple be coupled to any physical driver with comparatively little effort. In fact, coupled con-
figurations exist for a variety of drivers in one or three-dimensional settings amongst which
are the NEMO ocean engine (Madec, 2008), the POLCOMS model for shelf seas (Holt
and James, 2001), and the GOTM/GETM model (Burchard et al., 2006). While for realistic
implementations a full-scale three-dimensional configuration is required, for the stages of
process development and qualitative analysis of the functioning of the modelled ecosystem,
zero- or one-dimensional frameworks are often beneficial as they provide a light-weight im-
plementation that is easier to grasp, much faster to run, amenable to sensitivity analysis
and quicker to analyse.
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The model distribution itself includes drivers for two idealised systems: the first is a sim-
ple zero dimensional implementation of mesocosm type called the ERSEM-Aquarium with
a pelagic box overlying a benthic box, each of them with internally homogeneous condi-
tions. This is essentially a test environment for new users and fast process assessment
requiring no external software for the ocean physics. The second is a driver for the vertical
one-dimensional GOTM model (http://www.gotm.net — Burchard et al., 2006). It is a more
realistic system allowing for full vertical structures in a comparatively lightweight software
environment that is capable of running in serial mode on any standard desktop or laptop.
It requires a copy of the GOTM code with minor modifications to accommodate ERSEM,
which can be obtained for the stable release or the development release of GOTM (see
Sect. 10). Here, we use the 0-D framework to illustrate the carbon fluxes through the model
feod-web-food web under contrasting environmental conditions (Sect. 7.1) and the 1-D im-
plementation to demonstrate the model capacity to reflect the lower trophic level of the
marine ecosystem under varying conditions at three different sites, underpinned by a brief
validation against in situ time-series data (Sect. 7.2).

Beyond these simpler test cases, the ERSEM model has been implemented in various
full-scale three dimensional applications from coastal to global scales, cited above. The
descriptions of these configurations would exceed the scope and volume of this paper and
are given in the respective publications, but for completeness we give a short example
of a simulation based on a previously published configuration in order to illustrate the full
potential of the model (Sect. 7.3).

All simulations presented in this section were performed using the same parametrisation,
which is given in the Supplement. This parametrisation was developed using size as the
main trait to scale the metabolic rates of the pelagic functional groups more widely than in
previous parametrisations (Baretta-Bekker et al., 1997; Blackford et al., 2004) and respects
the conventional restriction of the food matrix suggested in Eq. (32). A table with all pa-
rameter values, their mathematical symbols as used in Sect. 2 to 6 and the corresponding
name in the model code and namelists is given in the Supplement.
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7.1 ERSEM-Aquarium

The simulation of mesocosm type environments is supported through the ERSEM-
Aquarium model. The model simulates two 0-D boxes, a pelagic box, which is charac-
terised by its mid-depth below the surface and by the geographical location, and a benthic
box beneath it. Seasonal variations in temperature and salinity can be imposed as cosine
functions between an extreme value at the first of January in the beginning of the simula-
tion and a second extreme after half a year. The light field can be imposed in the same
way as cosine oscillation between two prescribed extreme values, or extracted from the
prescribed geographical position using standard astronomical formula ignoring cloud cover.
Additionally diurnal oscillations of temperature and light can be superimposed in cosine
form by prescribing a daily excursion between midday and midnight. It should be noted that
this framework is not designed to deliver realistic simulations of the marine environment
in a particular location, but rather to aid the development and quick evaluation of process
studies, or to study the model system behaviour in a simplified context without additional
complicating factors.

Figure 6 illustrates the carbon fluxes between model compartments for two different sim-
ulations using the ERSEM-Aquarium. The first is configured as a representation of tropical
oligotrophic conditions characterised by deep and warm waters with high irradiance and
low nutrients, while the second roughly corresponds to the shallow coastal eutrophic wa-
ters of the Southern North Sea with strong nutrient supply and comparatively low light. Both
configurations are run for a thousand years in order to achieve full equilibrium between
the benthic and pelagic environments. The former uses the simple benthic closure scheme
for remineralisation (Sect. 5.1.5), which is more appropriate for deep water configurations
where the impact of the benthos is of lesser importance, while the latter uses the full ben-
thic model (Sect. 4). All configuration files necessary to replicate these runs are given in
the Supplement. Figure 6 gives flux magnitudes in the modelled feed-web-food web di-
rectly scaled from the annual average of the last year of each simulation. The experiment
highlights the substantial quantitative production difference in between the two systems. In
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addition, it clearly shows the qualitative shift in the model feed-web-food web under the
contrasting conditions. In the oligotrophic case most of the gross production is excreted to
dissolved matter due to strong grewth-nutrient limitation. This leads to a microbiat-microbe
dominated scenario with bacteria as the main food-source for the predators and only small
amounts of carbon entering the second trophic level leading to negative community pro-
duction and low deposition of biomass to the sediments. In the eutrophic case production
levels are increased by a-tevetan order of magnitude. The assimilated carbon is used more
efficiently by phytoplankton fueling substantial secondary production with autotrophs as the
main food source of zooplankton and significantly more biomass exported to the sediments
resulting in positive community production.

7.2 GotmErsem — a model Framework for the water column

The GotmErsem framework provides the possibility to include a more realistic physical en-
vironment into the simulations with opposing gradients of nutrient supply from depth and
short-wave radiation attenuated as it penetrates through the water column. The GOTM
model is a one-dimensional water column model including a variety of turbulence clo-
sure schemes for vertical mixing (Burchard et al., 2006). Here, we show three implemen-
tations using this framework in contrasting environments to demonstrate the portability
of the ERSEM model, one for the Oyster Grounds in the Southern North Sea, a typical
shelf sea site; one at the L4 site in the Western English Channel representative of a mid-
latitude site with mixed waters of both oceanic and coastal origin; and one in the olig-
otrophic sub-tropics at the Bermuda Atlantic Time-series Study site. Each of these sites
is supported by extensive in situ data sets for model evaluation. Full configuration files
to run these simulations are provided in the Supplement. The validation against in situ
data was performed by sub-sampling the daily averaged model output for each in situ
data sample. It is presented in target diagrams (Jolliff et al., 2009) for each site showing
statistically robust metrics (e.g. Daszykowski et al., 2007) to account for the underlying
non-Gaussian asymmetric data distributions and in order to avoid spurious overweight-
ing of outliers. The metrics provided are the median bias (median(M; — D;); M;: model
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sample, D; data sample) on the ordinate and the unbiased median absolute error (MAE’,
median [abs(M; — D; — median (M; — D;))]) on the abscissa. Both are normalised with the
inter-quartile range (IQR) for the scale of the in situ data and the Spearman or rank correla-
tion is represented by the colour code for each data set. The sign on the abscissa is given
by the relation of IQRs (sign (IQR (1;) — IQR(D;))).

All three sites are forced with data from the ERA-interim reanalysis (Dee et al., 2011)
at the atmospheric boundary condition. The L4 and Oyster Ground configurations use sur-
face pressure data to introduce tidal mixing into the idealised one-dimensional set-ups.
The BATS and L4 site were additionally relaxed towards temperature and salinity profiles
from CTD measurements (BATS — Steinberg et al., 2001, L4 — Harris, 2010) in order to
compensate for the missing hydrodynamic impacts of lateral advection and diffusion. Initial
conditions for the sites were derived from the concurrent in situ data where available. As
for the ERSEM-Aquarium simulations the benthic remineralisation closure was used for the
deep, oligotrophic BATS site, while for the shallow eutrophic sites L4 and Oyster Grounds
the full benthic model was used.

7.2.1 Oyster Grounds - (54°24’36”' N, 4°1’12” E)

This site is located in the Southern North Sea and is influenced by the English Channel
and surrounding coastal waters, with seasonal stratification in most summers and an ac-
centuated spring bloom at the onset of stratification that depletes the nutrients from the
comparatively stable and isolated water surface layer (Baretta-Bekker et al., 2008).

A comparison with smart buoy data for the years 2000-2009 (Greenwood et al., 2010)
reveals a good representation of the local seasonal cycle (Fig. 7). Simulations do not show
significant bias in any of the variables, while the MAE’ is significantly lower than the in
situ data variability (= 0.75 of the IQR of the in situ data for chlorophyll a, ~ 0.25 silicate
and phosphate and virtually 0 for oxidised nitrogen). Correlations are high for the nutri-
ents (> 0.6), but comparatively low for chlorophyll a (> 0.2). The lower skill for the latter
is partly caused by a weaker secondary bloom in summer in the simulations compared
to the observations and comparatively low observational coverage over the first years of
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the simulation leading to potential overstressing of singular events in the data sampling
and giving a spurious picture of the seasonal cycle when compared to the more consis-
tently covered last three years of the period shown. In addition, some deficiencies, in the

model simulations are to be expected as the Oyster Ground site is characterised by strong
lateral influences including estuarine, coastal and channel waters that include strong direct
setting. Particularly in the stratified season in summer these lateral effects are dominating

7.2.2 L4 - Western English Channel (50°15’ N, 4°13’ W)

The L4 site is a long-term monitoring station near the Northern coast of the Western English
Channel. Similar to the Oyster Grounds site, it is seasonally stratified and generally nutrient
depleted in summer, but highly affected by episodic events of freshwater inputs of riverine
origin (Smyth et al., 2010).

Figure 8 shows the seasonal cycles of oxidised nitrogen, phosphate and chlorophyll a
at the sea surface for the model simulations and for the in situ data (Smyth et al., 2010
— http://www.westernchannelobservatory.org.uk/) for the years 2007—-2011. The model fol-
lows the seasonal cycle of nutrient depletion in summer and nutrient resupply in winter
revealed by the data in all three nutrients shown. Also the results for chlorophyll a follow
the bulk seasonality represented by the in situ data, but show deficiencies in capturing the
episodic peaks, which appear misplaced with respect to the measurements. Possible rea-
sons for these short-comings include the absence of physical and biogeochemical impacts
of lateral processes in such an idealised 1-dimensional setting as well as a sub-optimal
representation of the local phytoplankton community by the parametrisation adopted con-
sistently across the contrasting environments. Nevertheless, the model skill expressed in
the overall statistics is considerable. The bias and MAE’ for all 4 variables fatts-fall well be-
low the variability of the in situ data. Chlorophyll a shows a relative bias of about 0.25 and
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a relative unbiased error of little less than 0.5, while the three nutrients show an error and
bias very close to 0.

7.2.3 BATS - Bermuda, Sargasso Sea (31°40’ N, 64°10’ W)

This site in the Sargasso Sea is characterised by a weak geostrophic flow with net down-
welling. Strong stratification separates the nutrient-poor surface waters from the nutrient-
rich deep water, with the exception of the passing of cold fronts in winter which cause
substantial convective mixing with accompanying nutrient entrainment (Steinberg et al.,
2001). This is illustrated in the left panel of Fig. 9, which shows the seasonal cycle of
chlorophyll a from model simulations (on top) and in situ data. The mixing events trigger-
ing autotrophic growth initially spread over the upper part of the water column, but they
are limited to a rather marked deep-chlorophyll a maximum at around 100 m depth when

stratification sets in. Interannul variability at the site is dominated by the varying strength of
the sub-tropical storm events in spring that cause strong vertical mixing which can reach

up_to 200m depth resulting in variable levels of nutrient entrainment, largely captured b
the model. A summary of the validation against the extensive in situ data available at BATS

(Bermuda Time Series Study — Steinberg et al., 2001) for the years 1990-2008 is given in
the target diagram on the right of Fig. 9. In contrast to the two shallow sites, in situ data in
this case is vertically resolved, which was respected in the matching procedure.

Bias and MAE’ for all variables do not exceed the variability of the in situ data. Both
metrics are very close to zero for the nitrate, phosphate and chlorophyll a and in general
most metrics stay below 50% of the in situ variability with the exception of the bias for
oxygen and the MAE’ for phosphate. The latter are caused by an underestimated aeriation
of the water column and a weaker vertical gradient in phosphate for the model (not shown).
However, some weakness-weaknesses in the simulation of the vertical distributions are to
be expected given the absence of explicit lateral dynamics and the resulting vertical flows.
Correlations lie between 0.4 and 0.6 reflecting the overall satisfactory model performance.
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7.2.4 Properties emerging from simulations at all three sites

In order to give an impression of the functioning of the ecosystem dynamics across the three
sites, Fig. 10 shows a comparison between some ecosystem properties emerging from data
meta-analysis and model simulations, namely the internal stoichiometric quotas of nutrients
with respect to carbon in phytoplankton and the phytoplankton community structure. On the
left of Fig. 10 we show the range of the internal stoichiometric quotas of nitrogen, phos-
phorus, silicate and iron with respect to carbon on the abscissa plotted against the average
quotas for phytoplankton on the ordinate as an indicator of the modelled phytoplankton plas-
ticity in response to nutrient limitation. Quotas from the simulations (circles) are compared
to the results of a meta-analysis (diamonds) provided by Moore et al. (2013) based on ob-
served internal stoichiometric phytoplankton quotas from scientific literature. Results for the
three macronutrients are consistent in that the average quotas are well matched while the
stoichiometric range is underestimated by approximately half an order of magnitude. This
is to be expected given that the case studies included in the model simulations don’t cover
the full range of natural variability of marine environments. Results for iron show substantial
differences in range and average state. The mismatch in average state can be attributed to
the fact that the present parametrisation of the iron cycle took into consideration the works
of Timmermans et al. (2005) and Veldhuis et al. (2005), which reported comparatively low
iron to carbon quotas, but weren’t considered in the above meta-analysis, while the huge
discrepancy in range is caused by the absence of substantial iron limitation in the sites of
the case studies.

The right hand side panel of Fig. 10 shows the size fractionated contribution of each phy-
toplankton group to total chlorophyll a across the three sites as a running average over the
ordered model samples from all three sites collectively. The procedure is analogous to the
meta-analysis provided by Hirata et al. (2011). The results show a domination of the phyto-
plankton community by picophytoplankton at low chlorophyll ¢ and by large phytoplankton
at high chlorophyll a. Nanophytoplankton is present throughout the chlorophyll a range,
reaching a maximum at intermediate values. The emerging modelled community structure
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compares well to the meta-analysis (compare Fig. 2a—c therein) particularly considering the
limited range of marine environments considered in this exercise.

7.3 A full scale implementation for the North-West European Shelf

The previous case studies demonstrate the capability of the model to represent the marine
ecosystem with a focus on small scale ecosystem processes. Nevertheless, the full po-
tential of the model unfolds in full-scale applications of coupled dynamical systems linked
to hydrodynamic models capturing the full advection and diffusion of the biogeochemical
states and thus providing a complete synoptic picture of the large scale biogeochemical
cycles and the marine environment. A full description of these systems would exceed the
scope of this particular paper. Nevertheless, we give here a brief overview of the model
performance on a simulation of the North-West European Shelf Seas using the POLCOMS
model for shelf sea circulation (Holt and James, 2001), based on a hindcast configuration
identical to the one used and described in Holt et al. (2012) and Artioli et al. (2012), but
using the most recent model version presented in this work and the same parametrisation
as in the above examples.

The left hand side panel of Fig. 11 shows the mean optical-depth-averaged chlorophyll a
field of the area to illustrate the model domain as used in the validation exercise, and also to
give an idea of the ecosystem characteristics of the area. Model simulations were validated
against in situ data for oxidised nitrogen, phosphorus, chlorophyll a, oxygen and salinity
retrieved from the ICES data base (ICES, 2009) for the period of 1970—2004 using the
same metrics as above, summarised in a target diagram on the right of Fig. 11. Results
are consistent with the validation results of the 1-D sites with both bias and MAE’ generally
less than 50 % of the in situ variability, and correlations > 0.4 for all variables confirming the
good performance of the model dynamics in a realistic large-scale simulation.
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8 Development and testing framework

In addition to the 0- and 1-D ERSEM implementations a framework is provided with the
model that allows developers and users of the code to analyse and plot the result of calls
to individual ERSEM procedures from Python. This facility is supported through Fortran—C
interoperability, that arrived with the Fortran 2003 standard (ISO/IEC 1539-1:2004(E)), and
the Python Ctypes package. The-ERSEM test harnesses consist of the ERSEM library and
a set of C wrappers, which are jointly compiled as a shared library. A Python interface to the
shared library permits access to Fortran data structures and procedures from Python. This

running the full model. Here we illustrate this feature by examining the photosynthesis model
implemented in ERSEM.
The photosynthesis model used in ERSEM is based on Geider et al. (1997), and is de-

scribed in Sect. 3.1. In the case-of-diatoms;the-carbon—specificrate-of-photosynthesis;

dia

model, photosynthetic cells are able to regulate the-their chlorophyll a to carbon ratio in
response to changes in irradiance, temperature and silicate (in the case of diatoms) by
modifying the proportion of photosynthate that is directed towards chlorophyll biosynthesis
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(%; see Eq. 10). Balanced growth is achieved when cells are fully acclimated, in which case:

X

P
d(fe)_g (267)
de | X

Pc

Chlorophyll a biosynthesis is assumed to be up-regulated in response to a reduction in ir-
radiance and down regulated in response to an increase in irradiance. Through this process,
cells are able to balance the rate of energy supply through light absorption, and energy de-

mands for growth. The maximum, light saturated photosynthesis rate §(T) is assumed to be
independent of changes in irradiance, which is consistent with observations which indicate
Rubisco content is relatively invariant with respect to changes in irradiance (Sukenik et al.,
1987), and the hypothesis that these cells are adapted to survive and reproduce in dynamic
light environments (Talmy et al., 2014).

Using the ERSEM testing framework, modetit is possible to investigate this process in
isolation. Model cells can be artificially acclimated to a given set of environmental conditions

by finding a value for qéfC which satisfies Eq. (267). Figure 12 shows a plot of qéfc vS. lpar
for fully photo-acclimated diatoms in ERSEM. Cells were acclimated to a given irradiance
by holding cellular carbon fixed and varying the cellular chlorophyll a content within the
range 5minm < 5 < écpmax in order to achieve balanced growth. Overlaid-are-observations

Using the testing framework, the model can be compared with observations in order to
sanity check the validity of the implementation, or parameterised against observations usin

curve fitting procedures. In Fig. 12, observations for the diatom T. Pseudonana have been
overlaid. No attempt was made to fit the curve to this particular set of observations, although

the fit appears reasonable. The parameter set is the same as used in the simulations of
Sect. 7 and is given in the Supplement.

Diatoms are a physiologically and morphologically diverse group, which are characterised
by their requirement for silicate, which they use to construct their cell wall. It is perhaps un-
surprising that model fits to photosynthesis-irradiance curves for different diatom species
result in a range of parameter values, including differences in the maximum light saturated
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carbon specific photosynthesis rate as a function of temperature, and the initial slope of
the photosynthesis-irradiance curve (e.g. Geider et al., 1997). Ultimately, many of these
differences arise due to differences in organism morphology and physiology, with, for ex-
ample, different pigment eempliments-complements or levels of investment in biosynthesis,
being reflected in derived parameter values. These within group variations pose a perennial
problem to the development of marine ecosystem and biogeochemical models. The diatom
group in ERSEM is designed to be representative of diatoms as a whole, and to reflect the
important biogeochemical role these organisms perform in nature.

ERSEM includes four phytoplankton functional groups: diatoms, which are characterised
by their requirement for silicate, and three further groups which are characterised according
to their size. These are the pico-, nano-, and microphytoplankton. The choice to charac-
terise groups according to their size reflects the importance of size as a physiological trait
(Litchman et al., 2007, 2010), which influences an organism’s competitive ability through
its effect on nutrient acquisition, carbon and nutrient storage, the intracellular transport of
solutes, photosynthesis rates through pigment packaging effects, and susceptibility to pre-
dation (e.g. Chisholm, 1992; Finkel et al., 2010).

Using ERSEM'’s testing framework it is possible to demonstrate how this classification

impacts the competitive ability of the four photosynthetic groups represented in the model.
Figure 13 shows photosynthesis-irradiance curves for ERSEM’s four phytoplankton groups

under the condition of balanced growth. As with the diatoms, the use of a single parameter
set for each size-based group ignores within group variations that are observed in nature. It
is important to take such abstractions into consideration when interpreting model outputs.

This example illustrates how ERSEM'’s testing framework can be used to study and check
the implementation of different processes within the code. Importantly, this is achieved with-
out having to rewrite sections of the code in a second language with visualisation capabili-
ties, which is an inherently error prone procedure. This capability is designed to compliment
complement the 0-D and 1-D drivers that simulate more complex time-varying environ-
ments, in which it is often difficult to study processes in isolation.
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9 Optional Choices

— The model of bacterial decomposition.
— The inclusion of the iron cycle.
— The light attenuation model.

~ The calcification model.

Other options can be ftriggered at run-time via namelist arameters
in___ _the  files  include/ersem_pelagic_switches.nml and

include/ersem_benthic_switches.nml without the need for a recompilation

of the model code. These include the choice for the alkalinity description of the model and
the choice of the benthic model.

9.1 The iron cycle

9.2 Calcification

The use of the calcification sub-module (Sect. 3.6) is activated by the preprocessor ke

CALC. It's computational impact is limited adding a single pelagic and a single benthic state
to the list of state variables.
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9.3 The model of bacterial decomposition

Two options are included for the modellling of the decomposition of organic matter (see
Sect. 3.3.1). By default, the bacteria sub-model presented in Allen et al. (2002) with a basic

fully_explicit recycling of organic matter and includes the recalcitrant fraction of the DOC

9.4 The light attenuation model

9.5 Alkalinit

The description of alkalinity in_the model is given by the combination of
include/ersem_pelagic_switches.nml to 1. The diagnostic mode deriving
alkalinity from salinity (and optionally temperature) is enabled by activating an adequate
alkalinity regression by setting IsWtalk to a value between 1 and 3. (The different
regression _options are specified in the Supplement.) The recommended use for these
modes is a combination of both modes or the purely progostic option with TSWbiocalk =1

and ISWtalk=0 (see Sect. 3.8).
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9.6 The benthic model

The full benthic model (Sect. 4) is activated by setting the ibenXin parameter in

include/ersem _benthic_switches.nml to 2, while for ibenXin =1 (see Sect.
9.1.9) the benthic closure scheme is used. While the latter involves considerably less state
in 1D and 3D simulations as the computational cost is dominated by the advection and

10 Technical Specifications and Code Availability

The ERSEM 15.06 model is written in FORTRAN using the 2008 standard. Output is entirely
based on net CDF and the output parsing scripts generating I/O FORTRAN code from plain
text lists of variables are written in python.

The model is distributed under the open-source GNU Lesser General Public License
through a gitlab server and freely available upon registration through the web-portal
www.shelfseasmodelling.org. There are no restrictions or conditions for the registration of
individual users, the registration is merely implemented in order to keep track of the user
base. The code repository is fully version controlled (using git) and features a bug track-
ing system open to users. The release code of this publication is available in the master
branch of the repository as tag ERSEM-15.06. The GOTM version used in the simulations
of this work is also taged-tagged as “ERSEM-15.06" on the ERSEM enabled fork of the
development version of GOTM which can be downloaded from the same repository server.
A quick start guide and user’s reference manual are also provided along with the code.

The versioning convention used with this software refers to the year and month of the
release.
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11 Conclusions

In this paper we have provided a full mathematical description of an updated version of
ERSEM, one of the most established marine ecosystem models currently in use in the
scientific community and in operational systems. Case studies ranging from a mesocosm
type zero-dimensional experiment through three one-dimensional water column implemen-
tations to a brief three-dimensional full-scale example have illustrated the model dynamics
in varying environments.

Qualitative and quantitative validation with in situ data for the basic ecosystem state vari-
ables chlorophyll a and the macronutrients has demonstrated the capability of the model
to represent ecosystems ranging from oligotrophic open oceans to eutrophic coastal con-
ditions. An integral validation of each single component would exceed the scope of this
paper, the main purpose of which is the detailed description of the model ingredients as
a reference for scientists, developers and users. Nevertheless, examples of component val-
idations have been published previously and are available in literature (Artioli et al., 2012;
Allen and Somerfield, 2009; Allen et al., 2007; de Mora et al., 2013). In addition the testing
framework supplied within the model distribution allows for targeted analysis and valida-
tion of individual parts of the model down to the level of single equations directly without
rewriting or extracting the model code. We have demonstrated this capability here on the
example of the Pl-curve for phytoplankton growth.

The ERSEM 15.06 model is to our knowledge the only model currently available that
provides the structure for simulating in one coherent system the biogeochemical cycles
of carbon, the major macronutrients and iron (using variable stochiometric relationships),
the carbonate system and calcification, the microbial feed-web-food web and the benthic
biogeochemistry.

While the range of processes included in the model brings the advantage of suitability for
a whole range of applications as different as process studies, regional or global budgets of
different chemical elements, habitat maps or risk assessment of environmental hazard, it
also points to one of the major drawbacks of the model, i.e. a comparatively heavy structure
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and high number of parameters, that render it difficult to access for new users and hard to
calibrate and parametrise. These problems are being addressed in a fully modular version
of the model with streamlined process descriptions that is currently under development. It
will allow for an arbitrary number of functional groups and easy replacment of individual sub-
models, which can be tuned to the specific application at run-time. These developments will
be made available with the next release of the model.

The Supplement related to this article is available online at
doi:10.5194/gmdd-0-1-2015-supplement.
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Table 3. Pelagic functional types and their components (squared brackets indicate optional states
— chemical components: C carbon, N nitrogen, IP phosphorus, F iron, S silicate, C chlorophyll a.
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Symbol Code Description

pico

P P3c,n,pl,£f1,Chl3 Picophytoplankton (< 2um

nano

P cnppre. P2c,n,pl,f1,Ch12  Nanophytoplankon (2-20 um)

micro

P enprre. Pdc,n,pl,£f1,Chl4  Microphytoplankton (> 20um)

dia

P Ple,n,Pl.£],Chll Diatoms

HET

Z NP z6¢c,n,p Heterotrophic Flagellates

MICRO

2L _CNP. 25¢,n,p Microzooplankton

MESO

L. Z4c Mesozooplankion

Benp Blc,n,p Heterotrophic Bacteria

lab

Renp Rlc,n,p Labile dissolved organic matter

slab

R R2¢c Semi-labile organic matter

srefr

Re R3¢ Semi-refractory organic matter

small

R Ri4c,n,pl,f] Small particulate organic matter
. SE& AL R L Lomag pariculale organic matter

me

R Réc,n,pl,fl,s Medium size particulate organic matter

| BNITSUAS VS BR] Medium size particuiate organic matter
arge

B conps. R8¢, n,p,s Large particulate organic matter
calc

{e] 12¢) Calie

On 029 Dissolved oxygen

O¢ 03c Disolved inorganic carbon (DIC

Np Nip Phosphate

(028

Ny N3n Oxidised nitrogen

amm

Ny, N4n Ammonium

Ny N5s Silicate

Vel [N7f] Dissolved iron

[Apio] [bioAlk] Bioalkalinit
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Table 4. Pelagic-predators-and-theirpreys:

. HET
Heterotrophie-flageftates (4 pico nano HET
b k) )

MICRO

F1 { Z 1 ) ’ ’
b bl
pico nano micro dia HET MICRO
MESO Picophytoplankten,——nanophytoeplankten,———

3
pico nano micro dia HET MICRO MESO med

3 3 3 3 3 3 )
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Table 5. Particulate organic matter and its origin.

POM type

Originating from

small
Small particulate organic matter ( R )

Medium size particulate organic matter
med
(R)

large
Large particulate organic matter ( R )

nano pico
Nano- and picophytoplankton ( P , P),
HET
heterotrophic flagellates ( Z )
micro dia

Microphytoplankton and diatoms ( P , P),

MICRO
microzooplankton ( Z )

MESO

Mesozooplankton ( Z )
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Go G2e Disselved-oxygen
Gy G4 DBinitrogen
K e Phosphate
0OX
amm
e A .
e K5s Silicate
oxy
B- Dim Depth-of-oxygen-horizon
denit
refrc
- B3m
refry
-D— B4
refrp
-D— B5m
slowe
—Hb— Bem
slowy
—Hb— B
slowp
D8m
slowg
—b— DO
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Table 8. Benthic functional types and their components .(squared brackets indicate option states) —
chemical components: C carbon, N nitrogen, IP phosphorus, F iron, S silicate.
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Symbol  Code Description
DEPO )
Y Y2g Deposit feeders

susp
RN Y3c Suspension feeders

MEIO
Yo Yac Meiobenthos

aer
He Hlc Aerobic bacteria

anaer
He. H2C Anaerobic bacteria

dis
Qc Qlc Dissolved organic matter

degr
Qenpny  6c,.n,.pl,.£1,s Degradable organic matter

refr
Qcenes.  QJcn,prs Refractory organic matter

bur

Qlic,n,p Buried organic matter
bcalc
[bLzc] Calcite

Ga G20 Dissolved oxygen
G G3c Disolved inorganic carbon (DIC
G Gdn Dinitrogen
Kp XKlp Phosphate

0X
Ky K3n Oxidised nitrogen

amm
By K4n Ammonium
ey K53 Silicate

oxy
D Dlm Depth of oxygen horizon

denit
D D2m Depth of oxidised nitrogen horizon

refrc
D D3m Average penetration depth of refractory carbon
refr
Qi D4m Average penetration depth of refractory nitrogen
refrp
D Dbm Average penetration depth of refractory phosphorus
degre
D Dém Avera netration depth of degradable carbon
degry
D D7m Average penetration depth of degradable nitrogen
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Table 9. Benthic-predators-and-theirpreys:

Prey-types

DEPO

Depositfeeders (—¥—)

Suspension-feeders (¥

MEIO

SUSP

A . bi o . hes: Habl

DEPO

; avaitable
aer pico nano
b b b

SUSP

dia med slow dz

b b
0
MEIO

aer anaer MEIO  slow| 42
0
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Figure 1.

respiration

Generic processes acting on the chemical components of the ERSEM standard organism.

QBN
N

69

S/ %%
RN

predation mortality excretion release
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Atmosphere

Diatoms
Microph.
Nanoph.
Picoph.

Bacteria 4 _/

Mesozoopl.
ficteron Microzoopl.

trophs

Suspension
Feeders

Meio- —
benthos Deposit
Feeders

—.
Anaerobic
Bacteria

Figure 2. ERSEM schematic showing_how model components interact with or_influence each
other. Blue_connectors represent inorganic_carbon fluxes, red represents nutrient fluxes, yellow
non-living organics. Dashed arrows indicate the influence of carbonate system variables.
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- Diatoms
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Microph.
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Medium

Bacteria
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Figure 3. Pelagic predators and their prey.
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Figure 4.

— Diatoms
— Microph.
p— Nanoph.
Picoph.

excretion
mortality

excretion
mortality

Bacteria
~ splitin fixed
proportions

splitin fixed
proportions
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The microbial cycling of organic material for the standard bacteria model (left) and the

dynamic decomposition model (right).
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Diatoms

—

Microph.

B—

Nanoph.

Picoph.

Medium
POM
PPN
.......................................... Cuspensich

Feeders

e

Bacteria ek
benthos Degradable

AR
Deposit
Feeders

Bacteria

Figure 5. Benthic predators and their prey.
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1 .
/
/

Atmosphere ! Atmosphere

Figure 6. Carbon fluxes in ERSEM under oligotrophic (left) and eutrophic (right) conditions. The flux
amount is proportional to arrow thickness. (Note the different scales of the arrow sizes.)
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Surface Data at Oyster Grounds
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Figure 7. Simulation results vs. in situ data at the Oyster Grounds - left: model

time series (red lines) vs. in situ measurements (black dots) for oxidised nitrogen,
hosphate, silicate and chlorophyll o (top to bottom); right: target diagram with bias

rogramme MWTL (see publicwiki.deltares.nl/display/OET/Dataset+documentation+MWTL) and
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Surface data at L4
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Figure 8. Simulation results vs.
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Bias/IQR,

+ pHT

Chl

sign(IQR—IQR,,)) * MAE/IQR,

0.0

Correlation Coefficient

in situ data at the L4 site — left: model time series (red lines) vs.

in situ measurements (black dots) for oxidised nitrogen, phosphate, silicate and chlorophyll a (to

to bottom); right: target diagram with bias (abscissa), MAE’ (ordinate) and Spearman correlation

colour code) for oxidised nitrogen (NO3), phosphate (PO4), silicate (Sil) and chlorophyll a (Chl).

todeq uorssnosyq | Jedeg worssnostq | 1odeq uorssnosyq | Jeded uorssnosi(q



Chlorophyll-a at BATS
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Figure 9. Simulation results vs. in situ data at BATS — left: chlorophyll a concentrations (Top —
model, bottom — interpolated HPLC data); right: target diagram with bias (abscissa), MAE’ (ordinate

and spearman correlation (colour code) for oxidised nitrogen (NO3), phosphate (PO4), silicate (Sil),

dissolved inorganic carbon (DIC), dissolved oxygen (O,), chlorophyll a (Chl) and particulate organic
carbon (POQC).
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Phytoplankton comunity structure
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Figure 10. Emergent properties of the simulations across the three 1-D sites. Left: range (ordinate

and mean (abscissa) of internal stoichiometric ratios of phytoplankton — nitrogen (yellow), silicate
blue), phosphorus (green) and iron (red). Data (diamonds, Moore et al., 2013), assembled 1-D
right: community fraction of total chlorophyll ¢ from assembled 1-D

model simulations (circles);

model simulations. Picophytoplankton (red), nanophytoplankton (green) and microphytoplankton

and diatoms (cyan).
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Mean chlorophyll-a (1970-2004)
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Figure 11. The ERSEM model in a simulation for the North West European Shelf Seas — left:

optical-depth-averaged chlorophyll a; right: hindcast simulation vs. in situ data.
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Figure 12. Chlorophyll a to carbon ratio of diatoms as a function of PAR under the condition
of balanced growth (Eq. 267). The solid line represents output from the model. Black circles

show data for nutrient-replete cultures of Thalassiosira pseudonana, digitally extracted from
Geider et al. (1997) using Plot Digitizer Version 2.6.6 (see http://plotdigitizer.sourceforge.net).
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Figure 13. Phytoplankion growth over PAR for the four phytoplankton types.
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