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Abstract. Thawing of permafrost in a warming climate is governed by mglex interplay of dif-
ferent processes of which only conductive heat transfekisrt into account in most model studies.
However, observations in many permafrost landscapes denata that lateral and vertical move-
ment of water can have a pronounced influence on the thavetailes, creating distinct landforms
like thermokarst ponds and lakes even in areas where persta$ otherwise thermally stable.
Novel process parameterizations are required to inclucke gienomena in future projections of per-
mafrost thaw and hereby triggered climatic feedbacks. imdtudy, we present a new land-surface
scheme designed for permafrost applications, CryoGridi8¢hvconstitutes a flexible platform to
explore new parameterizations for a range of permafrostgases. We document the model physics
and employed parameterizations for the basis module Cigld&and compare model results with
in-situ observations of surface energy balance, surfacpeeatures, and ground thermal regime
from the Samoylov permafrost observatory in NE Siberia. @tmparison suggests that CryoGrid
3 can not only model the evolution of the ground thermal regimthe last decade, but also con-
sistently reproduce the chain of energy transfer procefseasthe atmosphere to the ground. In
addition, we demonstrate a simple 1D parameterizationhfmwtprocesses in permafrost areas rich
in ground ice, which can phenomenologically reproduce liatimation of thermokarst ponds and
subsidence of the ground following thawing of ice-rich sutfsce layers. Long-term simulation
from 1901-2100 driven by reanalysis data and climate modigdud demonstrate that the hydrolog-
ical regime can both accelerate and delay permafrost tlgafirmeltwater from thawed ice-rich

layers can drain, the ground subsides while at the same tieméotmation of a talik is delayed. If



the meltwater pools at the surface, a pond is formed whiclareds heat transfer in the ground and
leads to the formation of a talik. The model results sugdestthe trajectories of future permafrost
thaw are strongly influenced by the cryostratigraphy, asrd@hed by the late quaternary history of
a site.
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1 Introduction

In the past decade, the fate of permafrost areas in a chaolimgte has rapidly moved into the

focus of climate researchers. This has led to significantangments in the representation of per-
mafrost and frozen ground processes in the land-surfaasehemployed in Earth System mod-
eling schemes (e.b,_LawLengﬁ_elt L’iL._iOO8). These effovks toea large part been motivated by the
potential release of the greenhouse gases carbon dioxideetihane from thawing carbon-rich per-

mafrost soils|(Walter et 1LA)I0|€_5 Zimov eJ £I., 2b06). Hwoere including this possibly significant

climatic feedbaclJ_(_S_Qha.eI_QLe_tI Mll) in future clinidictions requires a correct description

of both the climate forcing of the global permafrost area tvedphysical processes governing the

transformation of the local permafrost systems. Howeherg is a striking gap between the tempo-
l [;; it' ilp Eéh

ral and spatial scales on which the forcing and the impaatsrde.g 4). This implies
that the actual mobilization of carbon is not directly aciigle through process modeling on large
grid cells, as it is generally done in atmospheric modelkgan example, thermokarst and active
layer detachments can trigger strong mass wasting of ickt-oeganic-rich soils in time periods of

days to years at spatial scales of meters to hundreds ofsn&arbon fluxes from hotspots can sig-

nificantly exceed the background fluxes (&Mﬁwlmm al.,

). Integrating such highly localized and non-lineargeisses in large-scale grid-based models

requires the development of up- and downscaling strategigish, despite of the emerging stronger
collaboration between field scientists and modelers, lisrsits infancy.

Many permafrost areas are dominated by ice-rich gl’OlJDMB.IEL&d.J.lQ.QI?). Due to ice wedges,
segregation ice or ice lenses, the volumetric ice contemegaeed the natural pore volume of the

soil (i.e. excess ground ice) which in case of thawing wildeo a settling and consolidation of the
ground material. The released meltwater is either lost Hacior subsurface runoff leading to an
effective subsidence of the surface, or it pools up, thusiiog a thermokarst pond or lake. In either
case, the ground and surface properties are modified bynlgasfiexcess ground ice which can in
turn influence the trajectories of subsequent permafrast.tifhe vast lowland permafrost areas in
Siberia, Alaska and Canada dominated by thermokarst lalkcedepressions are ample evidence that
thawing of excess ground ice has played a major role in thislzape development throughout the
Holocene. To predict future landscape development in a wayglimate that is intimately linked to
the carbon cycle of these areas, new and robust model apy@®ace needed which can potentially
be implemented in the land-surface schemes of Earth Systedeld (ESMSs).

At the moment, there are two main directions in permafrosti@tiog on larger spatial scales: ded-
icated ground thermal models focus on the physical varsableracterizing the state of the per-

mafrost, and have been successfully applied to map perstafisiribution e.gJ,_G_is_nés_eﬂMl&

MWWM&M&&H@J@M&I 5) and derive the ground
temperature evolution for past and future climate condgie. gl Zhang et ]a' . dd&ﬁi&mﬁt al.,

2). They are characterized by vertical modeling domainene hundred to several hundred
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meters with a vertical resolution of centimeters within Hutive layer. As a consequence, they pro-
vide a sufficient accuracy to resolve the annual dynamicctwealayer thawing and refreezing,
as well as the evolution of ground temperatures in deepersayor validation purposes, they can
thus be directly compared to field measurements, which caallyde reproduced to within 012
(active layer thickness) or 115 (ground temperature), depending on the type of input data (e

On the other hand, ESM land-surface schemes are directedds\adequately providing the lower
boundary for the atmospheric transfer scheme, i.e. thasifluxes of radiation, momentum and
sensible and latent heat. There is a huge spread in the ndquteleent permafrost area in the CMIP5
results, with values between 1.4 (factor 10 underestimptiod 27.3 (factor 2 overestimation) mil-
lion km? dKQven et al.l;OJIS). While latent heat effects due to so#éfieg and thawing have been
included in a number of ESMs (elg. Gouttevin Atmm@cﬂmductive heat transfer in the ground

remains poorly represented due to the limited number ofgsalicells and insufficient depth of the

soil column. Therefore, projections on timescales of masgades over which permafrost thaw will

occur can be strongly biased, which may at least partly @xpiee large inter-model spread in the

sensitivity of permafrost extent, ground temperaturesaatide layer depth towards climate change
3).

In this study, we describe a new permafrost modeling schémyeGrid 3, which aims to narrow the

gap between traditional transient permafrost models and-$airface schemes employed in Earth

System modeling. CryoGrid 3 adds land-atmosphere coupitige subsurface heat transfer model

CryoGrid 2 aJL_2£|)13), which has been emgltysimulate ground temperatures
in Norway bALe_slﬁtma.nn_elHL._ZdB) and NE Greenllind.(Wmﬁnn_e_t_ejl.LZQiS). In this way, itis
possible to run CryoGrid 3 with the same forcing data as ESM-surface schemes and compare

results of present and future simulations of the groundlaéstate. Moreover, the numerical struc-
ture is designed to be as simple as possible which easegjthiesrents for adding and investigating
parameterizations for permafrost processes. Followinm#as philosophy a@r@w), Cryo-
Grid 3 is dedicated to “active users” with the programmingdlsko modify and extend the code,
rather than being a “black box tool” with a predefined and timged set of options. To illustrate
the potential of the model scheme, we implement simple peterizations for ground subsidence
and initial thermokarst formation and demonstrate theceféam future simulations of the ground
thermal regime for a permafrost site in NE Siberia.

2 CryoGrid 3 - model description

CryoGrid 3 builds upon the subsurface thermal model Cry@@r{ﬂe_sjemme_t_glﬂ;dm), sup-

plemented by the calculation of the surface energy balasagpper boundary condition, as well
as modifications of the snow scheme. As in CryoGrid 2, theggngansfer in the ground is gov-
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erned by heat conduction and freeze-thaw processes, wikilsdil water balance is not explicitly
accounted for, i.e. the sums of soil water and ice contests@mstant in time for each soil layer. An
overview of the processes implemented in the different nsddegiven in Tabl&€1l. In the following,
we provide a detailed description of the CryoGrid 3 modelgitsyand the numerical scheme.

2.1 Driving variables

CryoGrid 3 is driven by time series of (i) air temperatdrg, [°C], relative or absolute humidity
(RH [-] or ¢ [-]) and wind speed: [ms~!] at a known height, [m] above ground, (ii) incoming
short-wave and long-wave radiatiofi;{ and L;,) [Wm™2], (iii) air pressurep [Pa], and (iv) rates

of snowfall and rainfall P, andP,) [ms™—!].
2.2 The surface energy balance

The energy input to the uppermost grid cell is derived froedhirface energy balance, i.e. the fluxes
of short-wave radiationy;,,, So.¢) and long-wave radiation’(,,, L.y), as well as the sensible, latent
and ground heat fluxes),,, Q. andQ, (see Sec{214 for the latter). In the following, supergcrip
numbers denote the number of a grid cell (increasing withttdepith grid cell 1 located at the
surface). The equations foII08), with variataled constants explained in Appendix A.
The energy input to the uppermost grid is computed as:

OF!
W = Sin + Sout + Lin + Lout + Qh + Qe + Qg . (1)

While incoming short-wave and long-wave radiation are diyeprovided (Sect[2]1), the other
fluxes are parameterized based on the driving data setstNet@lbeday, the outgoing short-wave
is calculated as

Sout = — Sin: (2)

while the outgoing long-wave radiatidn,,; is derived from Kirchhoff’s and Stefan-Boltzmann Law

as
Low = (e = 1) Liy — e0 (T" +273.15K)" . 3)

The turbulent fluxes of sensible and latent héat,and(@., are parameterized in terms of gradients
of air temperature and absolute humidity (see Appehdlix Byben the air at heigtit above ground

and at the surface following Monin-Obukhov similarity tig ' 4):
aC

Qu =Lt (Tun(h) = T") (4)
paLl

Qe = —raW+is (q(h) — q(20)) (5)
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The resistance termsconstitute the aerodynamic resistancg,characterizing the strength of the
turbulent exchange, and the surface resistance againsiteaaspirationy. The latter is an empir-
ical parameter that can be adjusted to account for the fattlie water vapor pressure above soil
surfaces is lower than the saturation vapor pressure abeatea surface (E@._B3) for non-saturated
surface soils.

The aerodynamic resistancesfor sensible heat H and latent heat W,

h h =z
HW —1 0
o = (Kuy) [ln Uw < , )] , (6)

20 * *

account for the atmospheric stability by including the gneged atmospheric stability functions
Wy w which describe deviations from the logarithmic profile oé theutral atmospheric stratifi-
cation (AppendiXC). They are inversely proportional to fitietion velocity

h hoz\] "
u, = u(h)k {IHZO — Uy <L*’ Li)] ; )
which depends on the wind speednd the integrated stability function for momentuin,; (Ap-
pendiX Q). The variablé., is the Obukhov length, which in itself is a function of theltutent fluxes
Qy and@. as well as the friction velocity,:

~ paCp(Tair(h) +273.15K) ul
- Kg Qn + 0617 (Tuie (h) + 27315 K) Q.

L. (8)

Egs[1 td8 thus constitute a coupled non-linear equatiaiesysor which unique solutiong;, Q.,

Uy, and L, exist.

The surface emissivity, the roughness lengthy and the surface resistance against evapotranspira-
tion r, are assigned different values, depending on whether ttiacguis snow-free or covered by
snow. The same applies to the albeddor which a constant value is used for snow-free surfaces,

while for snow-covered surfaces the albedo changes withgkeof the surface snow (S€ci.]2.3).

2.3 Surface energy balance of snow

For snow-covered surfaces, the governing equations fosuhface energy balance remain widely
unchanged, with a few notable exceptions: first, penetratioshort-wave radiation in the snow
is accounted for by assuming exponential damping with d@@bﬂeﬂaﬂdﬂéma. The

short-wave radiation flux at depthbelow the snow surface is given by

Si (d) = (1 - asnow)sin(o) e_ﬁSWd7 (9)

with a bulk value for the entire spectral range for the SWathoh extinction coefficienBgyw [m ']
assumed. At the bottom of the snow layer, the remaining shave radiation flux is assigned as
energy input to the uppermost soil grid cell.
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The albedo of the snow is calculated as a function of the tiierdhce between timeand the time
tsrp When the last significant snow fall occurred, following tbemulations used in the ERA—interim

reanalysisL(Qeg_eLaL_Zd]ll;EQMJ/\kE._ZbOG). The time of thedigmificant snow falksr is set to

t if the snowfall in the periodt — 1 d,t] exceeds a snow water equivalent of Sy¥EFurthermore,

the snow albedo is set to the albedo of fresh snraw,,, from which it decreases with time towards
the albedo of old snowy,,,;,,. For non-melting conditions, a linear decrease is assumed,
Qmin — Ta,f (t - tSF) (amax - arnin) for Ta,f(t - tSF) S 1

Qsnow = ) (10)
Qmin for Ta,f(tftsp) >1

while an exponential decrease is assumed for melting snow,

Qsnow = Qmin + eiTa"m(titSF) (amax - amin) . (11)

The values for the time constants ; andr, ,,, [s~'] (Table[4) are selected accordinF
) and correspond to an albedo change of 0.1 in 12.5 day®h-melting conditions and an
e-folding time of about 4 days for melting conditions.
According to Eq[1L, positive temperatures can occur for sgodcells, which will trigger melting
of the snow. In this case, the temperature of the concernédgi is set tdl" = 0°C, and the energy
inputOE; /0t is partitioned into energy leading to a temperature changesaergy leading to snow
melt, as detailed in Sedi.2.5. For the uppermost grid cklcamponents of the surface energy
balance are calculated according to Edjsl 3-8 with a fixed eeatpreT’; = 0°C.

2.4 Subsurface heat transfer

The subsurface thermal scheme of CryoGrid 3 is based on ctweltheat transfer as given by

Fourier's Law,

oT 0 oT
Ccﬁ'(sz) a - % (k(sz) 82) - 07 (12)

where the generation and consumption of latent heat duestptthse change of soil water is taken
into account through an effective volumetric heat capagifyfz,7) [Jm—3K~!] featuring a sharp

peak in the freezing range of the soil WaJﬁr_(lALe_s_tﬂr_mand, ). Both the effective heat ca-
pacity and the thermal conductivity(z,7) [Wm~'K~!] of the soil are functions of the volu-
metric fractions of the soil constituents water, ice, aimenal and organicJ (Cosenza e} lzl., éOOS;

|§ALe51.e;.maan_e1_£L_2d13). At the lower boundary of the saihdio, a “geothermal heat fluxy, is

assigned, which is usually assumed constant over time.

Vertical or lateral movement of water is not considered mllere described basis version of Cryo-
Grid 3, so that the sum of the volumetric contents of ice angtxw@mains constant (for simplicity,
the densities of ice and water are assumed equal). The phasgeof the soil water is determined
by the freezing characteristit, (z,T') (seel Dall’Amico et dl.L;Oj.l) in dependency of the soil type
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(three classes, sand, silt and clay), which can change wjpthd The employed parameterizations

for cet(2,T), k(2,T) andé,, (z,T) are identical to the ones employed in CryoGrid 2, documeinted

detail in 13). The subsurface thernoglguties are specified as a stratigraphy
of the volumetric contents of soil mineral and organic mateair and the sum of ice and water (as

in Tabled2,[B).
2.5 Energy transfer and mass balance of the snow pack

In the current version of CryoGrid 3, a constant dengity,., is assumed for the entire snow pack,
with the exception of density modifications through refirgzain and melt-water (see below). A
change in the snow water equivaleR8WE due to snowfall, sublimation or melt (Séctl]2.3) leads to
a change in snow depthdy,,.,, as

Adsnow = psnow/pice ASWE. (13)

To account for the build-up and disappearance of the snoerctive position of the upper bound-
ary is allowed to change dynamically by adding or removirid gells. The initial temperature of a
newly added grid cell is set to the air temperatiig.

As in soil, a thermal model based on heat conduction is enepldgr the snow pack, in conjunc-
tion with a 1D “cold-hydrology” scheme for percolation of lhend rain water in snow, following
Westermann et LII_(;QIll). However, only a limited number atfiral processes occurring in the
snhow pack are accounted for, and CryoGrid 3 is therefore awmtparable to sophisticated snow
schemes, such as SNOWPAd_K_LB_aLLeII_and_Lgdr{ngZIO_QZ;LgtﬂlLa‘.,LZQ_QA b) or CROCUS
dVianQI et aH;OJIZ). In contrast to the soil domain, wHatent heat effects are accounted for by
the effective heat capacity, two state variables are redu describe the energy content of a snow

grid cell, its temperaturé’ and the volumetric water contefif,. Similar to the the soil domain, the
principal means of energy transfer within the snow pack isdcetive heat transfer. We define two
auxiliary variablesI™ and#;,, which are equal t@" andéd,, at the beginning of each time step (see
Sect[2.5). We subsequently upd@teaccording to the heat conduction equation

88Tt — % <ksnow(Z,T) 867; ) =0, 14)
with the snow heat capacity,,,., and thermal conductivit¥, ., being functions of the snow den-

SitY psnow aS

Csnow (Z, T)

Csnow = Cice Penow (15)
Pice
and @1@1)
1.88
Ksnow = Cice < Panow ) . (16)
pwater

In this first step@?, is unchanged. E§.14 allows both for temperatdrésibove the melting point of

ice,T,, = 0°C, and forT™ < T;,, for non-zero water contef;, # 0. The temperaturé’ and water
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content),, of a cell are thus adjusted according to the energy coiteat conow (T — T ) + Laby,

(Tm 07+ (T" — Tm)%ﬁ) for B> 0
(T0.) = (17)
(T*+0;’;Ci—jw 0) for £ < 0

Hereby, £ = 0 corresponds to ice (i.¢,, = 0) at temperaturd’,,. Since a decrease in the water
contentf,, < @7, corresponds to refreezing of water, the ice confeiig increased by, — 0,,.

The water flux at the upper boundary is given by the rainfa#,revhich is added to the water con-
tent of the first grid cell. If the water content in a grid cetceeds the field capacity of the snaiff,
(i.e. the maximum volumetric water content the snow can olitbwing melt or rainfall, the water
is infiltrated in the snow cover in a routing scheme similathi® one employed ‘Me_s_temamét al.
1 ). Hence, a snow grid cell with temperatttean hold the field capacity, plus the amount of

water required to increase its temperaturgg i.e. 0 — (T — T, ) conow / Ls1. EXcess water is routed
to the next cell, until the cell at the bottom of the snow packeiached, where infiltration is allowed
until saturation. The water then starts to pool up from butto top up, until it reaches the top of
the snow pack, where excess water is removed from the systeomaff. The infiltration routine
updates the water conterts for each grid cell. In a final step, the temperatilires recalculated by

applying Eq[IFV to account for the refreezing of the infikichtvater.

2.6 Time integration

In CryoGrid 3, only the physical process of heat conductiod the associated surface energy bal-
ance are integrated in time, while all other processes, asithe infiltration and refreezing of melt-
water (Sedf.Z]5), occur instantly at the end of each time ist¢he form of a “physical consistency
check”. To make the code intuitive to use and modify, the $@stipossible time integration scheme
is employed, first-order forward Euler. Since it is neithemputationally efficient nor numerically
stable, an adaptive integration time step is used whichemtevtoo large changes of the internal
energy of a grid cell and thus allows a certain degree of obotrer the accuracy of the solution.

As a first step, the method of Iin991) is useiktretize the spatial derivatives in

Eqs[I2 an@J4. The change of the internal end?gpf grid celli (i # 1, N) over time is given by
OE' 1 i TN =Tt) i T =Tt
T A <’f Oz MOz ) (18)

whereAz’ is the thickness of théth grid cell, whileAz'~1+% is the spacing between aaé '+ the
thermal conductivity assigned to the midpoint of thel-th and the-th grid cells. For the lowermost
grid cell,7 = N, the geothermal heat flux is used so that

N N—-1(4\y _ TN
oEN 1 (kN_LN(t)T Agilfv (t)+Flb)_ (19)

ot AzZN x
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For the uppermost grid cell,= 1, the discretized form of Ef] 1 is used, i.e.

OE! 1 1o, THE) —T?(2)

W == TZJ X (Sin + Sout + Lin + Lout + Qh + Q(’ -k (t)AZl’Q> . (20)

Using the first-order forward Euler scheme to integrate E8&0 in time (as given by the first term

in Eqs[12 an@4), the temperature of the grid calitimet + At is obtained as
At OFE(t)

ceg(T'(t)) Ot

TH(t+ At) = T(t) + (21)

The integration time stept is adapted so that change of the internal energy of a gricbetleen
time steps does not exceed a threshbl,,, ., as

At max for max ( Atmax ‘96—]”:1 < AFEax

AFax /max (%) for max (Atmax %—b:) > AFax -

At = (22)
To avoid the computational costs of solving the coupled Bgnaystem for the surface energy
balance (Eq$.]0}8), the Obukhov lendthof the time step is employed so that the friction velocity
u, and the fluxeg);, and Q. can be computed for the time step- At following Egs.[JEY. The
Obukhov length is subsequently updated with the new valties,@;, andQ. of time stept + At.
While this procedure introduces numerical errors and piatieinistabilities, it is adequate for short
time stepsAt during which the components of the energy balance and treciassd Obukhov
lengths do not change strongly.

2.7 CryoGrid 3 Xice - a simple representation of permafrost haw processes in ice-rich per-

mafrost

Excess ground ice meliln many permafrost landscapes, ground layers super-sadundth ice oc-
cur, i.e. the volumetric ice content exceeds the porositthefmatrix material when thawed. Such
layers are stable when frozen, but become unstable uponntpawith the water from the melted
ground ice becoming mobile. If the meltwater can drain ktgre.g in sloping terrain, this will re-
sult in subsidence of the surface, while the water can poalttipe surface and create a thermokarst
pond in areas with poor drainage. Either process has thatflte drastically modify the surface
energy balance and ground heat transfer and thus changejéetdries of permafrost thaw consid-
erably. CryoGrid 3 Xice facilitates modeling of such phemora by introducing vertical fluxes of
water when a grid cell supersaturated with ice thaws for tis¢ iime (Fig[11). Hereby, we follow
the physically-based subsidence scheme propos@), but extend it further with a
simple representation of energy transfer within shallowewaodies. We emphasize that CryoGrid
3 Xice can only account for the melting of excess ground icé ot to its aggregation.e.g. due to
long-term sedimentation processes, growth of peat, ordtiom of ice wedges, ice lens and segre-
gation ice.

In the following, we demonstrate the scheme for the caseidbgils with equal spacing (Figl 1). For

10
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each grid cell, a so-called natural porogity; (e.g. Hopkinls, 1944; Nicou et aJI., 1593) is assigned

which is the porosity of the consolidated soil after excessigd ice has melted and the meltwater
has been removed. For saturated soils without excess giceyithe natural porosity is equal to the
ice/lwater contend, ,,. If a previously frozen grid cell with index and 6,,,; < 6; + 6,, thaws for
the first time (i.e. it reaches a temperature of more tifah &nd all ice has melted, Figl 1 fz,), a

column m] of water of

N (A (23)

w nat

is moved upwards to grid cell- 1. To conserve volume, a column of mineral and organic ground

material of
. ) ) pi-1 . )
h;;é_” = Az gi—1 :L_?;iq (6% — hat) (24)

is moved downwards from grid cell- 1 to ¢ which ensures that the porosity of grid cels now
equal to the natural porosity (Figl 1/0;). The process is recursively repeated from the initial grid
cell upwards, i.e. the increase of water and decrease ofraMoryanic contents in grid cell— 1

will again trigger the conditiof,,.; < 0;+0,, (Fig.[ by/c,). Hence, water is moved further upwards,
while mineral and organic contents move down. When an uresgiitayer is reached, the air is dis-
placed and moved upwards by the water added to the grid aallasto Eq.[23. If sufficient air is
present in the soil column, repeated application of the &x@ge routine can lead to an uppermost
grid cell which consists entirely of air. In this case, th@lgrell is removed from the soil domain
(similar to the procedure during snow melt, SEci] 2.5) aedytiound subsides by one grid cell. After
all soil air is removed by this mechanism, ongoing meltingxdess ice layers triggers the water to
pool up at the surface (i.e. the uppermost grid cell consisif0% water, Fig 1 €. If this water

is removed through lateral surface or subsurface runa#fgitound subsides (Figl £); while a
thermokarst pond will form in flat landscapes where latetatdb of water are small (Figl ) A
combination of both processes is possible in landscapéspriinounced microtopography, in that
thawing ice-rich ground initially subsides until it reashilie level of a surrounding wetland, after
which a thermokarst pond is formed. To simulate such effectgater table depth can be defined in
CryoGrid 3 Xice above which all surface water is removedpfeed by the formation of a pond at
the given water table depth.

When lateral water fluxes lead to ground subsidence, it issatithat this will also change the soil
moisture regime in the active layer. However, in the absefi@n explicit treatment of the water
balance, we cannot simulate such effects in CryoGrid 3 Xi@e.simplicity, we assume that the
ground remains fully saturated after the excess ice medtwagches the surface, i.e. only surface
water is removed. We assume the surface cover to be unafflegtexcess ice meltwater, so that the
parameters related to the surface energy balance, suck atb#don and the roughness length

remain unchanged.

11
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Energy transfer in water bodie$f water pools up and forms a thermokarst pond, the surfaeeggn
(ke ot 2015 1 e
uppermost grid cell consists entirely of water, we therefeduce the surface albedo and set the sur-

balance and the heat transfer in the ground are modifiedrsgtitally

face resistance to evapotranspiration to zero. Shallowmzidies such as thermokarst ponds and
lakes are generally well mixed during sum@ which strongly increases the en-
ergy transfer from the surface to the bottom of the water bdééyphenomenologically simulate this
process by assigning a uniform temperature to all unfrozatemiayers when the uppermost grid
cellis unfrozen. In a first step, the temperatures of all geils are advanced to the next time step by
the normal heat transfer scheme of CryoGrid 3. Secondlyy#ighted average of their temperatures
is assigned to all unfrozen water grid cells, thus achie@ngiform profile while conserving the
internal energy within the water column. When the surfaceZes, a stable stratification forms in
the water column which significantly reduces the heat t.5). If the uppermost
grid cell is frozen, the normal heat transfer scheme of Crngb&is employed without modifications
(i.e. without applying any mixing) which assigns the relaly low thermal thermal conductivity of
immobile water (0.5%Wm K1) to all water layers. In the model, melting of the winter ice/er

in spring occurs from top to bottom, i.e. the ice does not floahe surface as observed in nature.
However, since the mixing is applied to all unfrozen gridsabove and below the remaining ice
layer, heat is transferred to the bottom of the ice layer aads to a rapid melting from both sides.
In essence, the normal heat conduction scheme of CryoGgdedtiunchanged for water bodies,
with the only modification being the “mixing” of water tempéures for summer conditions. While
this simple scheme can account for the strong asymmetryedfeht transfer into the water body be-
tween winter and summer, it excludes potentially imporfantesses such as radiative heat transfer
and buoyancy-driven thermal stratifications in the watéurom. In Sectz511, the scheme is validated
against in-situ measurements of lake bottom temperatmemlBoike et ;.[(MS).

3 Study area
3.1 The Lena River Delta

At its mouth in the Laptev Sea, the Lena River forms one of #ngdst deltas in the Arctic, cover-
ing around 25 00Bm?. Continuous cold permafrost with a mean annual near-seidaound tem-
perature on the order of -2@ underlies the Lena Delta to about 400 - 6(elow the surface
dle&hm@l_él.[_l&il). The landscape has been shaped biyéh¢hrough erosion and sedimenta-
tion dEe_d_OLOMLeJ_JiILLQhS), but also permafrost-relatednhokarst processes which have created a

large number of water bodies. Within the modern delta, thma@é geomorphological units can be

distinguished according to their late quaternary genekistwhas led to distinctly different subsur-
face (cryo-)stratigraphies.
The first river terracewhich covers large parts of the eastern and central dek&gped by Holocene
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river erosion and sedimentation processes. The sedimémniyansists of silty sands, while organic
matter has accumulated in thick peat Iaylits_(_S_Qhwam_b_anL Emi) which feature volumetric or-

ganic contents of 5-10% and mineral contents of 20—4|Q_%_(tb§anh_el_a|l.L29_C|)4{;Zubtkael|al

). Such sediments are in general super-saturated witing ice, with average volumetric

ice contents reaching 60-80% and massive ice wedges extengi to 9n deep in the ground

The second river terraci the NW part of the delta was created in a continental getigfore and

during the transition to the Holocene when the sea level wagn and the gradient of the Lena

River steeper than today. It therefore features coarseegtaandy deposits which are characterized

by low ground ice and organic conteAls_(_S_Qhwa.mb_o_mJ PWear the surface, an organic up-

per horizon is often lacking and about 50% of the area is ffeegetation igoriev,

|_9_9;$ Ulrich et ai l_O_dd Schneider ei Ljoog) The sdderrace is often referred to as “Arga

complex”, after Arga Island in the NW part of the delta.

The third river terraceis the oldest geomorphological unit of the Lena Delta, sbapethe ex-
tremely cold climate of the last glacial period when the amea not glaciated. Often referred to
round ice and
organic matter, which has not been eroded by the Lena RivéreirHolocenel (Gri 3;
|Zubrzvcki et aH_ZQ;IIZ). Massive ice wedges reach depthDei5in IL_ZQb3;
bﬂggr_ie;t |L9_9H Schwamborn et il_‘;bOZ) and in many péresground ice can reach volumetric

contents of 90%1 (Schirrmeister g“a " bll) The uppertewizon features a thick organic layer.

The three geomorphological units offer the opportunitydoduct a sensitivity study along a strong

as “Ilce Complex” or “Yedoma”, the ground in the third terras@xtremely rich in

gradient of ground ice contents, with little to no excessugubice in the second terrace, while the
first and third terrace feature medium and high excess grmencbntents, respectively.

3.2 The Samoylov permafrost observatory

Samoylov Island (722'N, 126°28’E) with its Russian-German research station has bedreifot
cus of intense scientific investigations for more than tweadies, with focus on energy and carbon

cycling }Abnizova et ell |._0_;L’i Kutzbach QH o beijdﬂ_ac_s_ej_zl L_Qb%_‘_dlb, Wille g1|
|_O_O;£ Zhang et A{IL_QIlZ) the characteristics of micratmahmunities|(Wagner et laJI o 26&7, 2b09)

validation of remote sensing produ(JLS_LLa.ﬂg_eLla{_aL_lZ@mI) ESM development (elm al.,
|2Q1J1|_Y|_e_t_a”_2Ql|4|._C_ha.db_um_e_t| el.L,_ZblS). The island ¢aled in the south-central part of the

Lena River Delta in the first terrace within one of the mairrichannels (Sedt_3.1).

Samoylov Island provides the unique opportunity to forcga@rid 3 with a long-term in-situ
record, while at the same time providing comprehensive-iggiity observations for validation. An
automatic weather station (AWS) has been operational si®@@ (Boike e IJ._Z_Q_&)8), measuring air
temperature, net radiation, humidity and wind speed atliiégntervals. Since 2009, all components
of the radiation balance are measured, i.e. incoming angomg short and longwave radiation.
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Eddy covariance measurements of sensible and latent hges ffiave been ongoing since 2007 in

close proximity of the AWSLLLanggLeLJaL_ZQ‘Lﬂi, b), and gapthe time series of the climate

station have, when possible, been filled with data from thdy esbvariance stations. Furthermore,

records of temporary climate stations operated in diffetieme periods on Samoylov Island have
been used to fill gaps in the AWS record (for details, i ).

The spatial distribution and the onset and termination efstmow cover were recorded with an au-

tomated camera. Systematic measurements of thaw depttbbaxmeonducted since 2002 on a 150
point grid, using a steel rod pushed vertically into the twthe depth at which ice-bonded soil pro-
vides firm resistance. The grid points on the polygonal tanaclude land surfaces classified as dry
and wet tundra and overgrown water (Fig. 12@ 0The maximum thaw depth at
the end of the summer shows a large interannual variabiity an overall increase of thaw depths
since the start of the measurements in 2002. Active layepéeatures were measured since 2002
in three profiles installed across the low centered ice wegmidggon in the center, rim and slope
(the area with a very small topographic gradient betweeteceand rim). The temperatures were
recorded using thermistors (107, Campbell Scientific Lichjch are calibrated at°@ so that the
absolute error was less than OCLover the temperature range30°C. The temperature data used
for validation of CryoGrid 3 are from the deepest sensor4d . depth below surface in the center
of the polygon which is always water-saturated and mostipmrised of peat. Additional detailed

information concerning the climate, permafrost, land cpvegetation, and soil characteristics on

Samoylov Island can be foundlin Boike el EI. (5013).

4 CryoGrid 3 runs for the Lena River Delta

To evaluate the performance of CryoGrid 3 and demonstratexbess ice scheme, two model runs
were performedvalidation runsfor the period 1979-2014 were forced by measured data frem th
Samoylov AWS and downscaled ERA—interim reanalysis datamnctmark the model performance.
To assess the potential impact of excess ground ice on jeettvdes of permafrost thawgng-term
thaw susceptibility rungrom 1901 to 2100 were conducted based on reanalysis dataliamate
model output.

A first validation run is conducted for a subsurface straidyy typical for Samoylov Island on the
first river terrace so that it can be compared to in-situ olzgems. Since the assumed snow den-
sity has a pronounced influence on ground temperatures I(ﬂme&anger et AIL&iS), we conduct
two runs each for confining values of 2B@m 3 and 25Gg m 3, the range obtained from in-situ
measurementjs_(ﬁoke_eﬂ L_2b13). An additional run is ootetl to benchmark the performance
of the simple water bodi scheme (Séct] 2.7) against measutsrof lake bottom temperatures on

Samoylov Island 15). The model set-up ishanged for this “lake validation run”,

but the subsurface stratigraphy of a well-developed th&arsd lake is applied.
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The long-term thaw susceptibility runs investigate theuiafice of cryostratigraphy on thaw trajec-
tories, using the three geomorphological units in the Lee#aDto perform a sensitivity analysis
guided by real-world conditions. Hereby, two scenariosftbure warming (RCP 4.5 and 8.5, see
below) and two scenarios for ground drainage are considardde “subsidence” scenario, excess
water pooling at the surface is completely removed (cooedmg to good drainage), while no water
is removed for the “thermokarst” scenario so that a pond &dfioiowing thawing of excess ground
ice (corresponding to poor drainage). For these runs, a sieosity of 22&g m 2 is employed.

4.1 Surface, snow and ground properties

Subsurface propertiedo investigate the effect of different (excess) ground wetents in the long-
term thaw susceptibility runs, a typical stratigraphy isngaled for each of the three river terraces,
oriented at available observations (S&ci] 3.2). In thetdlg, these are referred to as “Samoylov”
(first terrace), “Arga” (second terrace), and “Ice Complékird terrace) stratigraphy .

The three stratigraphies are documented in Thble 2. We assian the terraces differ in their
near-surface composition whereas in greater depth igd2he ground is assumed uniform with

sandy sediments lacking excess ground lice (Sghirrme'mlr, ;. Schwamborn et aJI., 2&)02).

For“Arga” , sandy mineral soil saturated with ice/water (but withowtess ground ice) is assumed

close to the surface, corresponding to the lack of an upjg@nac horizon and the general sparsity of
vegetation (Seck_3.1). F6Bamoylov”, we assign a typical stratigraphy for a medium wet polygon
center, in which soil temperature measurements employedhfation are conducted (Sect. 13.2).
On top, a medium dry upper organic layer is assumed, folldwyeal saturated layer with a high wa-
ter/ice content which extends to a depth of @.9vell below the modeled and measured active layer
thicknesses in 2010-2015 (Sddt. 5). In this layer, we asshatehe soil matrix structure of mineral
and organic material can support the high soil porosityhst thawing of ground ice does not lead
to vertical or lateral water movement (natural porositydsi@ to the true porosity, Tablé 2). This
is changed in the layer below, extending tm9a typical depth of ice wedges (Sdct.13.1), in which
we assume the soil matrix can only support a porosity of 4@%ihat the excess water becomes
mobile upon thawing. Thdce Complex” stratigraphy is similar téSamoylov”, but features a drier
upper organic layer followed by a saturated layer with highogity which can yet be supported
by the soil matrix. The super-saturated layer below featuesy high ice contents and extends to a
typical depth of ice wedges in the third terrace (Secl. F=aj.the “Samoylov” and “Ilce Complex”
stratigraphies, the depth below which excess ground icessraed has been adjusted, so that it is
below the modeled maximum thaw depth for the years 190leptgSect[5) and thermokarst or
subsidence do not occur before present-day.

For the validation runs (Tablé 3), we employ the “Samoyldvasgraphy as described above, as well
as an estimated stratigraphy for the thermokarst lake “8ke L1” I5) on Samoylov
Island. For the latter, we prescribe the true water depthrof(@able[3), slightly deeper than the
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thermokarst lake that would form after the melting of all theess ground ice in the “Samoylov”
stratigraphy (approx. 3.7 depth). Furthermore, we assume that layers of excess grogage no
longer present under the lake so that the lake depth remairssant over time.

465 As far as possible, surface properties derived from measemes on Samoylov Island are employed
(Table[4), as published ‘n Langer eHL(AJlHa, b) land BGJ'Q AMJS). In addition, the maxi-
mum snow depth in CryoGrid 3 is restricted to Odbthe approximate height of the polygon rims
above the centers. Snow depths observatiovlls_of_BoLGl &@iﬁ show that the maximum snow
height in polygon centers rarely exceeds this values, surtieer snowfall is largely blown away by

470 consistently strong winds.
4.2 Model forcing data

Validation run The forcing data for the validation run are based on thela@viai in-situ record of
incoming short- and long-wave radiatid, and L;,, air temperaturél,;,, absolute humidityy
(computed from relative humiditR H, AppendiXB) and wind speedfrom the AWS on Samoylov
475 Island. To fill remaining gaps in the measurement time sarieso generate a record for model spin-
up prior to the measurement period, surface fields of the ER&m reanalysial.,
|;O_O_‘l’; Dee et AIL;QIM) were statistically downscaled fon@dov Island. For each day of the year,
a linear regression was fitted between the ERA-interim Bégiand the available measurements for

a period of one month around the respective date. Using tiregsion results for each day of year
480 (if a measurement was not available), a time series from Jut879, to December 31, 2014, was
compiled for the the above mentioned variables. The ratssaivfall were used directly from the
reanalysis, since reliable measurements are lacking. tHawthe snow depth is limited to the ap-
proximate height of the polygons (Sdct.]4.1), which ensteakstic maximum annual snow depths
independent of the snowfall rates. The largest uncertsrtan hence be expected during the build-
485 up phase of the snow cover, before the threshold height ¢hesh
CryoGrid 3 was initialized to steady-state conditions @& tarcing for the first ten model years by
re-running the model with the 1979-1989 forcing until theuiche of temperatures in the upper-
most 100n was less than 0.0% between subsequent 10-year runs. The first initial conditias

determined as described in Westermann L.\L al. J2013).

490 Long-term thaw susceptibility ruin order to force the model from 1901 to 2100 with a consisten

data set, model-derived forcing data building on an anorappyroach were employed which were
subsequently downscaled for Samoylov Island similar tovdlelation run. Past and present-day
forcing data were taken from the CRU-NCEP dataset (htipdddextra.cea.fr/data/p529viov/cruncep/)
which combines high-frequency variability from the Na@brCenters for Environmental Predic-

495 tion/National Center for Atmospheric Research reanaldﬁsﬂam_al.] 19516) with the monthl
it al.

mean climatologies from the Climatic Research Unit temijoeesand precipitation datase

). The meteorological forcing for future climate charegperiments was constructed following
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the Representative Concentration Pathway (RCP) 4.5 andigh&te change projections obtained
with the CCSM4 coupled climate mod 012) niity climate anomalies (for the
meteorological state variables: air temperature, spduifinidity, surface pressure and wind speed)

and scale factors (for the meteorological flux variablescimitation, incoming shortwave and long-
wave radiation) were extracted from the “Permafrost CafRGMN forcing data”5). The
high-frequency variability in the future meteorologicarding was obtained by looping over the
1996-2005 CRU-NCEP forcing data. The base climatologiealoo which is used to calculate the
monthly anomalies/scale factors is also 1996-2015. Thersenfy data were also uset al.
) and in an ongoing international intercomparisorr@sge within the framework of the Per-
mafrost Carbon Network (http://www.permafrostcarboglowork in progress).
As for the validation run, the data from the closest model geil were downscaled for Samoylov Is-
land using the in-situ record from the AWS. Since the match thie measured data was significantly
worse compared to the ERA—interim reanalysis (in partidiaiathe CCSM4 data, but also for CRU-
NCEP), the entire data set for the overlap periods 2010-200ZRU-NCEP and 2012-2014 for
CCSM4 was used determine a linear regressiorLfQr T,; andq. For the incoming short-wave ra-
diation S, which follows a defined diurnal pattern, the procedure waslooted separately for each
of the time step 0000, 0600, 1200 and 1800. Values Witk0 were excluded from the regression.
Downscaling of wind speeds was challenging, since therenwasatistically significant correlation
to measured data. Therefore, the distribution of wind spéein CRU-NCEP/CCSM4 was scaled
to fit the distribution obtained from the in-situ record. Bois purpose, the wind speeds were sorted
in ascending order in bins containing 20% of the availabta éach. The CRU-NCEP/CCSM4 data
were then scaled linearly so that the average wind speecatbfi@a matched the average wind speed
of the in-situ data in the respective bin. As for the validatrun, the snowfall data from CRU-
NCEP/CCSM4 were used without modification, but as in thededion run, the maximum height
of the snow cover is limited to the approximate height of tbégpn rims. The model initialization
procedure was identical to the validation run.

5 Model results

5.1 Comparison to in-situ data for Samoylov Island

Polygon center stratigraphyfhe model results of the validation run for the polygon cesteatig-
raphy (TabléB) are compared to published in-situ measurenwod the surface energy balance and

the ground thermal regime from Samoylov Islaljd (Langer]elmLLlD)[ Boike et al., 2013). For

the purpose of ground thermal modeling, CryoGrid 3 can répce measured surface temperatures

very well, except for a slight cold-bias for temperaturelsieothan -30C (Fig.[d). The spread of the
data points around the 1:1 line could to some extent be enxgiaddy small temporal offsets between
the “real” measured data and the ERA-interim reanalysisiwgtch part of forcing data are based
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(Sect[4.D). Furthermore, the Bowen ratigy(/Q.) during the summer months agrees well with pub-
lished values frorlJ_La.ngﬂLe_daJL_LZO_llla), who found averadees of 0.35 for 2007 and 0.50 for
2008. The modeled values for the corresponding periods.arar@ 0.55, respectively, independent

of the assumed snow density. Higj. 3 displays a comparisdreditisolute flux values for a summer
and winter period. CryoGrid 3 is very well capable of repraidg the observed energy partitioning
at the surface, although the modeled values in winter aghtb}i smaller in magnitude. The sat-
isfactory agreement of surface energy balance and suracgeratures indicates that CryoGrid 3
can consistently reproduce the land-atmosphere interecttn Samoylov Island, despite the sim-
ple treatment of summer evapotranspiration with a constalne for the surface resistance against
evapotranspiration,.

Boike et al. [(;O;|3) provide snow start and end dates, asrdeted visually from images taken by
an automatic camera system. A comparison to the correspgadies modeled in CryoGrid 3 is not

entirely straight-forward particularly for the snow medince the dates obtained from the camera
images represent spatial averages, while the model ctdsulae snowmelt for only a single real-
ization of snow depth. On the average of the years 2001-20@yGrid 3 captures the start and
the end of the snow season quite well: the measured and ndodiedet date of the snow cover de-
viate by +3.8:19.2 days, while the snow end dates differ by H#112.2 days. However, the large
standard deviations are evidence of significant deviatiorsome years, which can amount to up
to two weeks for the snowmelt and more than 1 month for the tasfsthe snowcover. The latter
is completely determined by the forcing data of snowfall ithhare obtained from the reanalysis),
so that the bias is explained by shortcomings in distingagsenow- and rainfall in the reanalysis
in fall. Significant biases in the snowmelt date can be erpladiby two reasons: first, the modeled
maximum snow depth may be biased due to an erroneous amoanbwfall (which is again de-
termined from the reanalysis). Secondly, the melting ofghew cover usually occurs in episodes
which are interrupted by cold periods, during which the inglteases or even new snow falls. Even
a small bias in the melt rates can therefore cause a conbldetaviation in the termination of the
snowmelt, for instance when the snow in the model errongqeskists until the beginning of a cold
spell and only melts in the next warm period.

CryoGrid 3 results of the validation run are further complaieemeasurements of ground tempera-
tures and thaw depths, with a particular focus on the anngrsdrdics and interannual differences.
Fig.[4 displays the comparison of modeled ground tempezatatra depth of 04 in a wet polygon
center. In most years, the simulations can successfullpdege the annual temperature range of
about 20 to 25C, while the length of the zero curtain, when ground tempeestare confined to
0°C, is in some years underestimated by up to one week. While #sorefor this is not entirely
clear, we note that the uncertainty of the snow forcing datargest during the onset and build-up
of the annual snow cover (SeCt. ¥.2) which could at leastypaxplain biases of modeled ground
temperatures during fall freezing. An example is the abradisnearly end of of the zero curtain in
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fall 2010 in the modeled active layer temperatures (Higwjch coincides with a modeled onset of
the snow cover 27 days later than observeh_b_)LB_oikeJ ell.a.[;’lOZOl
In the majority of the considered years, CryoGrid 3 resuliscessfully capture both the absolute

values of thaw depths and the timing of the thaw progresdtam [H). With the exception of the
year 2002, the agreement between measurements and maded ieexcellent, and even small in-
terannual variations on the order of a five centimeters gmodriced (e.g. 2012 vs. 2014). There is
no significant difference in modeled thaw depths betweenehohs for different snow densities,

which is in agreement with a study of model sensitivity fonglov Island |(Langer et “ 2d13).
We emphasize that the average of 150 point measurementavefiipth displayed in Figl 5 masks

considerable spatial variability (average standard diewiaof 0.06m) due to variable ground and
surface properties.

We conclude that the good agreement between the modeled easbred ground thermal regime
can be linked to the surface energy balance, surface tetopesaand the snow dynamics, all of
which are adequately reproduced in the model.

Thermokarst lake stratigraphyor the thermal regime and the melting of excess ground ice la
ers below water bodies, the temperature at the lake bottaroriscial variable. For validation of the
simple water body scheme (Sdct.]2.7), we compare the tleaeky-situ record of bottom temper-
atures from the & deep “Sa_Lake 1" on Samoylov Island presentédﬂokej (J_E_QLJS) to lake
bottom temperatures modeled with CryoGrid Xice (see $efitfof details). Figlb presents clear

evidence that the model can reproduce the main feature® @frthual temperature regime, in par-
ticular the strong asymmetry between winter and summeréeatpres. The model can furthermore
reproduce the characteristic spike-like dip in tempeeswisible in the measurements each fall: at
this time, the surface is not frozen yet and persistent métled conditions lead to a cooling of the
entire water column towards’Q. When the surface freezes, the heat transfer in the watemecolu
switches to comparatively inefficient conductive heatsfan so that the heat loss towards the sur-
face is strongly reduced. The lake bottom is then warmed &héat stored in the sediments below,
before it slowly cools again in the course of winter. Durihggtime, CryoGrid 3 Xice slightly under-
estimates the measured temperatures, most likely bedaeisaérgy transfer from the lake sediment
is underestimated. During ice break-up in spring, Cryo@riice shows a bottom cooling t¢’Q,
which is not observed in the measurements, but the timingestibsequent strong warming at the
beginning of summer is once again captured by the model.

While the model slightly underestimates the true annualagetemperatures, the comparison to
measured lake bottom temperatures suggests that the simfg@ebody scheme of CryoGrid 3 Xice
can in general reproduce the thermal regime at the bottonaof&ke 1. We conclude that minor
modifications of the model physics (namely the mixing of tenapures in the water column during
summer) and changes to model parameters (e.g. the albedibqfa reproducing the thermal regime
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both in cold permafrost ground (FId. 4, mean annual tempezatbout -9C) and at the bottom of a

thermokarst lake (Fi§]6, mean annual temperature abo&t &3.
5.2 Long-term thaw susceptibility runs with CryoGrid 3 Xice

The CRU-NCEP/CCSM4 data set facilitates simulations ofgtwind thermal state over a period
of 200 years from 1901 to 2100 for different future warmingrsarios. Since these forcing data are
derived from a coupled climate model, they feature conatolerbiases for some forcing variables,
although partly corrected as described in Secl. 4.2. Tomrethe ground thermal regime modeled
for Samoylov Island deviates to a certain extent from theepladions. Using the stratigraphy for
Samoylov Island (Tablgl 2), the modeled maximum thaw depththie period 2002-2014 is on av-
erage 0.66n, approximately 0.in more than for the more realistic forcing of the validatiom ru
(Fig.[5).

The stratigraphy of the ground has a pronounced influencaiiicplar on the thaw depth: for the
Ice Complex stratigraphy, a significantly lower average imaxn thaw depth of 0.48: was ob-
tained, which is a result of the higher ice/water contentdeuneath the insulating unsaturated top
layer (TabldR). For the mineral soils of the “Arga” stratighy, a much deeper active layer with
maximum thaw depth of on average 1i1@9vas modeled. While systematic measurements of thaw
depths are lacking for these two geomorphological units,nlodeled values are in general agree-
ment with the few existing observations: on the Ice CompleXarunghak Island approx. in
SW of Samoylov Island, thaw depths have been determinedt0.8m in August 2013 which is
significantly shallower than at the same time in the firsiategron Samoylov Island (Figl 5). For the
second terrace, a point observation on Arga Island4939.2“N, 12422’33.1“E) about 15Gm
NW of Samoylov Island from 11 Aug, 2010, yielded a thaw degtjust below 1m, almost double
compared to Samoylov Island on the first terrace. We emphésat all CryoGrid 3 model runs are
based on the forcing data set downscaled for Samoylov Iskmthat the results cannot be strictly
compared to observations on the second and third terraceedo, the differences in both modeled
and measured thaw depths between the three geomorphdlagjiseare systematic and significantly
larger than the interannual variability on Samoylov Islantich suggests that CryoGrid 3 can re-
produce existing patterns of thaw depths for the three gegnaotogical units in the Lena Delta.
Figs.[7 andB display the long-term evolution of the annusdfe-thaw state for the three different
stratigraphies and two future GHG emission scenarios. Apoitant feature common to all is that
stable permafrost is modeled for a period of more than a cgntith the active layer undergoing an-
nual freeze-thaw cycles on top of frozen ground. For the Aigjratigraphy lacking excess ground
ice, neither ground subsidence nor thermokarst can occlthensimulations yield identical results
for the two cases. For RCP 4.5, permafrost is thermally stabtil 2100, with a gradual increase of
maximum thaw depth and a ground warming innl@epth of around 5C (Fig.[9). For RCP 8.5, the
warming of the ground accelerates after 2050, which regulise formation of a talik towards the
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end of the model period, with temperatures atil@epth approaching®@. This remarkable ground
warming can be linked to a strong increase of incoming loagewadiation and air temperatures
in the CCSM4 data, in particular in fall and early winter. Witir temperatures increasing by about
1°Cl/decade for RCP 8.5, permafrost (which features modeled-fdmperatures between -8 and
-5°C in 2010) is no longer thermally stable in 2100. The groundmiag is amplified by a partic-
ularly pronounced temperature increase in fall and earhtevj before the annual snow cover has
reached its full thickness and thus insulating effect. e tonth of November, the warming is al-
most twice compared to the annual average, with averagest@tupes increasing by approximately
15°C from 2010 and 2100, which leads to delayed freezing of thiweatiyer and eventually the
formation of a talik.

If layers with excess ground ice are present, the modifinataf the model physics implemented
in CryoGrid 3 Xice become relevant, as soon as the maximum &éxdends into these layers. For
the “Samoylov” stratigraphy, this is the case around 206tilexthawing of ground layers super-
saturated with ice occurs considerably earlier for “Ice @tax’. Note that for “Ice Complex” the
effect occurs a few years earlier in the RCP 4.5 scenarioram&u temperatures are slightly warmer
thanin RCP 8.5 in the 2020s in the applied model forcing daiathe subsidence scenario and RCP
4.5 (Fig[T), the ground subsides on the orderofih less than 10 years, but subsequently stabilizes
since the substantial fractions of mineral and organic rat® the ground layers super-saturated
with ground ice (TablEl2) consolidate and thus form a thidkefer over the ice-rich layers, so that
the annual ground thawing does not reach into the zone withsaxground ice any more. For the
“Ice Complex” stratigraphy, on the other hand, ground sidrste continues at a reduced rate after
the strong initial thaw, since the formation of the buffeydais slower than the increase in annual
thaw depths due to the the low contents of mineral and orgaierial in the excess ice layers.
For the future warming scenario RCP 8.5 (ffiy. 8), the grouarwing is strong enough that a talik
can form within the buffer layer at the end of the simulatiaripd for the “Samoylov” stratigra-
phy. For “Ice Complex”, however, the simulations do not thggalik formation until 2100, despite
of a significant increase in thaw depths. The energy inputhéoground which for the “Arga” and
“Samoylov” stratigraphies leads to talik formation, is ttaege extent absorbed by thawing of ice-
rich ground in relative proximity to the surface. This preseon the other hand, leads to a drastic
subsidence of more thann, accompanied by a warming of mean annual ground tempesaiture
the permanently frozen ground layers to closet@.0For the subsidence scenario, ground temper-
atures at 1th depth below the subsided surface remain beléw th all four cases. We conclude
that hydrological conditions leading to drainage of metavdrom excess ground ice delay or even
prevent the onset of talik formation compared to a grouratigiaphy without excess ground ice.
For the “thermokarst” scenario, CryoGrid 3 Xice deliversirety different trajectories of permafrost
thaw. As a consequence of thawing of ground layers with exices a thermokarst pond forms which
rapidly reaches a depth ofil or more. As observed in natun@e_elt IEOH), the poitihily
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freezes to its bottom each winter for a certain period in t#R.5 scenario (Fi@l 7). Upon further
warming, the pond does not freeze to its bottom anymore, amdlkaforms at the bottom of the
pond and the underlying sediment layer. The maximum modtlekiness of the winter ice layer on
the pond is on the order of 1#2, which is in qualitative agreement with maximum ice thickses
of around 2n observed for current climate conditions on thermokarsedaik Samoylov Island

({B_oike_e_t_al.,LZQlIi_ZQiS). For the “Samoylov” stratigrapaysignificantly shallower pond forms

compared to the “Ice Complex” stratigraphy, but the thidaef the unfrozen sediments underneath

the pond is larger due to higher mineral and organic contertise excess ground ice layers. For
RCP 8.5 and “Samoylov”, the entire excess ice layer extenia depth of 9 is thawed by around
2090, so that the lake depth does not increase further. EerCbmplex” the excess ice layers ex-
tend deeper and the thermokarst lake continues to deepgéringnend of the simulation period,
with a final depth of around 1@. Following the initial development of a pond, ground tengteres
at 10m depth rapidly increase (Fig] 9) and eventually become iwesigxcept for the “Samoylov”
stratigraphy and RCP4.5.

The model results suggest that hydrological conditionsgréng the drainage of meltwater from
excess ground ice lead to the formation of thermokarst pandsfinally talik development even
for the moderate RCP 4.5 scenario. Compared to the “Argatigtaphy without layers with excess
ground ice, permafrost thaw is considerably acceleratédtaiks occur earlier and expand more
rapidly in deeper ground layers.

6 Discussion and Outlook
6.1 CryoGrid 3 - an experimental platform for permafrost pro cess parameterizations

The structure of CryoGrid 3 is designed to be similar to ESkdfaurface schemes, so that al-
gorithms and process parameterizations can easily beferagd. While an adaptive time step is
employed in the time integration procedure (SECt. 2.6)stzott time steps as typical in large-scale
modeling approaches are feasible, but the numerical gyabédnnot be guaranteed with the sim-
ple Forward Euler scheme in this case. Nevertheless, thiEelyuarantees maximum simplicity
and readability of the CryoGrid 3 code, so that the model eaedsily modified to test the effect

of adding different process parameterizations to the basidule. As such, the goal of CryoGrid

3 is different from existing land-surface schemes, such BOBp izzi l. 4), COUP

@MM 04) or SURFdEx_(MaanelmLJ 20a8xh are aimed at users running

the models with a predefined set of model options, largelhauit modifying the program code

itself. In contrast, CryoGrid 3 is optimized to encourageéts” with the necessary programming
skills to modify and extend the program code, thus provigingpen platform to explore the effect
of different process parameterizations on model results.

In this study, CryoGrid 3 has been applied to cold, contirsyoermafrost in Siberia. While the sat-
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isfactory agreement of model results and in-situ obsewmatis encouraging, it is likely that the

model performance would be less satisfactory for some emmiental conditions encountered in

permafrost areas. We see three major shortcomings of thhenturersion of CryoGrid 3 which

should be addressed prior to application in a wider rangeohgpfrost environments:

1. Snow physicsCryoGrid 3 employs a constant density for freshly falleosrand does not

account for snow microstructural processes leading toggsof density and thermal prop-
erties. While this simple scheme seems adequate for thetmrelon Samoylov Island with

relatively low snow depths and spread of snow dens .3), a more sophisti-
cated treatment of snow processes is warranted if CryoGsitbH be applied e.g. to moun-
tain environments characterized by a much higher snow c®pcifically, advanced snow

pack models developed for avalanche forecasting, such &0C IL_ZQiZ) or

SNOWPACK kBarIeII and LehniJwb, 2d02), could significantlypirave the capacity of Cryo-

Grid 3 to simulate the ground thermal regime, and more flexillodular approaches like the
Factorial Snowpack Mod 15) could also be pm@ted.

. Vegetation coverWhile CryoGrid 3 can successfully reproduce energy traresfiel ground

thermal regime in the low-vegetated study area in NE Sib#iigunlikely that it can account
for the near-surface energy transfer in areas with highgetation, in particular forests. Many
existing schemes simply add a vegetation/canopy layerdegtimed exchange coefficients for

the fluxes of mass and energy on top of the existing soil gritgkvis feasible in various levels

of complexity (e.gLZha.ngﬂ.HJdd.&:.EQMME..Z 06).

. Water balanceln the study area, seasonal changes of the water level aerajly low, in

agreement with estimates of the summer water balance shawit evapotranspiration on
average more or less balances precipita P In many permafrost systems,
however, seasonal changes in soil moisture play a prondude for energy transfer in the
ground (e.gmoLe_s_en_e_LeJI_..ﬁll). While other land-s@rfscthemes dedicated to modeling
permafrost temperatures, such as GEdtQp (Endrizzi Jam)Zexplicitly account for the dy-
namics of soil water transport by solving Richard’s Equat@ more simple bucket approach

(e.g.LB_ud;LkLLl&ALlQ} l&:.Za.iLa.tle{.n._lb%) may be suffidiepiermafrost regions.

6.2 Comparison to field and model studies on ground subsiderac

The CryoGrid 3 Xice scheme provides a
in ESM land-surface schemes. With res

simple way of incorfiiogaground subsidence and thermokarst
pect to ground subsiid is to a large degree similar to the

ground subsidence scheme CLM EXIC
subsidence in Arctic permafrost areas

014i whiab @mployed to model ground
until 2100. : 2 14) find a maximum ground

subsidence on the order of Gibin NE Siberia, significantly larger values are obtained is gtudy,

which can be explained by the fact that much lower total ex@ss contents were assigned in the
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large-scale study (maximum ubwater equivalent opposed tax2for Samoylov, and almost 19
for Ice Complex). A critical issue is the evolution of thelseater content following excess ice thaw
which influences the development of the active layer thiskrend thus the subsequent subsidence
rates. Furthermore, the thickness and properties of agamface layers (which have a crucial influ-
ence on thaw depths) may change as a result of consolidatagromposition when excess ground
ice below thaws and the soil moisture regime changes. Thelsisubsidence scheme of CryoGrid
3 Xice, which only removes excess water at the surface (8et)t. does not account for these pro-
cesses, but explicit modeling of the water balance (as siisrliin Secf, 6l1) could be included to
improve the representation of the soil moisture regime aihdisence rates.
A validation of the modeled future subsidence rates is nafsipde in a strict sense, as ground
subsidence does not occur at or before present-day in t tdxnm thaw susceptibility runs for
Samoylov Island, in agreement with in-situ observati 3) However, the study of
I.|_(2Q15) conducted for Muostakh Island off thast of the Lena River Delta (1%6n
SE of Samoylov Island, dominated by Pleistocene sedimémitas to the “Ice Complex” stratig-

raphy), where strong ground subsidence has occurred iashé&0 years, facilitates comparison of
measured and modeled properties of ground subsidence alitatjue way. The site has experienced
significant warming most likely related to changes in theisea@onditions in the past 50 years, and
|Q_Umh_e|‘_e_t_él.|_(2m.5) document ground subsidence rates tf §m/50y which is comparable in

magnitude to the simulations for the Ice Complex stratigyafor the next 50 years. Furthermore,

the study clearly documents an inverse relationship betvae&ve layer thickness and subsidence
rates (Fig. 10|._G_ilnltheJ.|alL_2£|)15) which they relate todifferences in the ground ice content
below the active layer. They document a ground subsidenoa aferage &:/50y at a thaw depth

of 0.4m, about half this value for a thaw depth of 0.65 m, and closetsubsidence for active layer
depths exceeding 0.8 m. In our simulations for the threeigtegohies, we can qualitatively repro-
duce this relationship. We model a current active layeikiess of about 0.4 with future ground
subsidence rates 6s8/50y (Ice Complex stratigraphy) and 0.65with 4m/50y subsidence for the
Samoylov stratigraphy. For the Arga stratigraphy lackingess ground ice, the modeled active layer
thickness exceedsri, while no subsidence occurs. The exact subsidence ratesssidy depend
on the applied forcing (which is certainly different for thast 50 years on Muostakh Island than for
the next 50 years on Samoylov Island), but the qualitativeergent with the long-term observations
suggests that CryoGrid 3 Xice can capture crucial depeneleona subsurface parameters that have
been observed in nature.

6.3 Towards modeling permafrost landscape dynamics in regns with ice-rich ground

CryoGrid 3 Xice is based on a 1D-approximation for procesggish in nature are strongly influ-
enced by lateral fluxes of energy and water. A thermokarstl pam only extend with depth in the

model, while in nature it will also expand laterally due tosion at the shores. Conversely, cooling
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from surrounding thermally stable permafrost could delagtop further thawing of the ground un-

derneath an established water body. Such processes havelészribed in dedicated thermokarst

lake models@mmﬁﬂh&ﬁm;wmammupled 3D-framework of heat con-

duction and water and mass movement requiring high spasalutions of around 1@ precludes

application in ESM land-surface schemes. The algorithneritiag excess ice melt in CryoGrid 3

Xice is on the other hand simple and highly practical for iempéntation in large-scale models: if a

layer with excess ground ice thaws for the first time, the progs of the above-lying grid cells are
@4) for CLM,

such a step could easily implemented in an ESM land-surigoense. When a thermokarst pond or

rearranged while at the same time conserving mass. As dératatsh I

lake has formed, heat conduction (as already implementdgtiland-surface scheme) continues to
be the only means of energy transfer, while mixing of the watéumn during summer is simulated
by assigning an average temperature for the water bodyesftdrtime step. In this way, well-mixed
conditions as typical during summ@OlS)&Mwlated, while the relatively low ther-
mal conductivity of liquid water limits the heat transfer the stratified water column under an ice

cover I.5). However, it is not clear how thifl affect the seasonal dynamics and

the long-term evolution of the water body, which should tzgitied in a comparison with dedicated

lake schemes, such as FLalse_(MiLo_n_OLJaJ_a.LJZOlO).

Furthermore, it must be emphasized that the satisfactafgnoeance of the CryoGrid 3 Xice wa-

ter body scheme was only confirmed for a well-developed tbkarst lake which represents the
endpoint of the thermokarst simulations for the Ice Compled Samoylov stratigraphies (Fig$. 7,
[@). It is not ultimately clear how the scheme would perform tite wide range of smaller and

medium-sized ponds on Samoylov Islalld_(M_u_sle_LleLaLJZIDAQQ_e_r_el_dl.LZQiS) which necessar-

ily represent initial stages for the development of larderinokarst lakes. Therefore, we consider

the modeled dynamics of the transition from terrestriahgadrost to a deeper lake to be highly un-
certain and recommend more research on the factors gogedtrerthermal regime of (in particular)
smaller water bodies.

Another critical missing step to describing landscape @wiah is to understand the 3D variability
of near-surface ground ice content and active layer thisknas well as the resulting lateral fluxes
of heat and water. As demonstrated in SECil 5.2, thermd&absidence processes will preferably
occur in areas where layers with high excess content exisedbo the base of the active layer. In
such areas, a small increase of active layer thickness ¢oglger melting of excess ice and thus

initiate transformative landscape changes.
6.4 Threshold behavior and metastable states in permafrogtystems?

The simulations presented here suggest that ground thawing display a pronounced threshold
behavior in ice-rich permafrost landscapes. Once the atdiyer extends into layers with excess
ground ice, irreversible ice melting with pronounced intpatthe ground surface is initiated: when
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the meltwater is removed, the ground subsides, bringirt@nilyi deeper layers with excess ground
ice in proximity to the thaw front. The CryoGrid 3 Xice simtians suggest that this process can
remove several meters of ground ice within less than a dg¢ldeComplex” stratigraphy, Figgl 7,

[8). Such depressed areas would become preferential flos patisurface waters and eventually
develop into incised drainage networks (é.g. Fortier La@'l’) On the other hand, accumulation
of sediments from the melted out ice layers will eventuatlyate a protective layer without excess

ground ice on top of the remaining layers, so that the pewstfystem can return to a thermally
stable state with increased active layer thickness, ah&oRCP 4.5 simulation for the “Samoylov”
stratigraphy (Fid.17). A similar “metastable state” coukrieached by a thermokarst pond in which
the entire water and ground column refreeze during wintetyjical for small ponds on Samoylov

Island kLanger et eLIL;QhE Boike e1| él., 2})15). In the Criid@ Xice simulations, the ponds gen-

erally form taliks within 10-15 years of their creation (Eigl [8), but that occurs in conjunction with

ongoing warming. It should therefore be investigated wle@ryoGrid 3 Xice could also yield such
metastable states for present-day climate forcing on Skwdsiand.
The present-day landscape in NE Siberia is evidence théingef ground ice has shaped many per-

mafrost landscapes since the last glacial period @MII 29([)8). First results provide

encouragement that CryoGrid 3 Xice may be developed fuititi@a modeling tool with which such

observed landscape changes can be linked to the developirtaetclimate forcing. The presented
simulations with CryoGrid 3 Xice indicate that the trajei#s of permafrost thaw are crucially influ-
enced by the vertical and lateral distribution of groundsind processes following excess ground ice
thaw. The stark contrast between the different thaw scesiéor the “subsidence” and “thermokarst”
cases suggests that simulations of permafrost thaw basédmely on conductive heat transfer, as
employed in the vast majority of studies, are highly questhde in regions with ice-rich ground.

7 Conclusions

In this study, we present a novel land-surface scheme dasigmreproduce the ground thermal
regime in permafrost regions. The numerical structure ¢oCrrid 3 is simple, using a first-order
Forward Euler time integration scheme. This relative sioigl makes the new model scheme a
flexible platform to explore new parameterizations for egeanf permafrost processes. At the upper
boundary, CryoGrid 3 is forced by the surface energy balanbéde conductive heat transfer is the
principal means of energy transfer in the ground. Modellte$orced with measured time series of
meteorological variables from the Samoylov permafrostolaory agree well with in-situ records
of ground temperatures and active layer thickness, whilbeasame time consistently reproducing
measured surface temperatures and components of theesarfargy balance.

In a second step, we introduce a simple parameterizatiothéwing of excess ground ice, which

redistributes the generated meltwater within the 1D sdilrom. In a simplified way, the scheme is
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capable of simulating both ground subsidence and formatidghermokarst ponds. In a long-term
simulation from 1901-2100, we retrace the rapid transitba permafrost ground column that is
thermally stable throughout the 20th century to a therngtik@ond which eventually develops an
underlying talik in the course of the 21st century warminbeSe initial model results suggest that
the cryostratigraphy of the ground and the hydrologicainegf a site have a pronounced impact on
the permafrost thaw trajectory. In general, ground sulbsidelue to drainage of meltwater appears
to delay the onset of talik formation, while the formationaothermokarst pond has the opposite
effect. In the simulations, the differences between thesigiemce and the thermokarst scenario are
on the order of the differences between the two investidatiede anthropogenic emission scenarios,
RCP 4.5 and 8.5. The results support earlier findings thaimgedf excess ground ice and resulting
hydrological processes deserve critical attention in riiogesfforts on the future evolution of the
world-wide permafrost state.

Code availability

The CryoGrid 3 source code is available on request from toeitat authors of the study: Sebastian

Westermann, sebastian.westermann@geo.uio.no; Motitgdramlanger@awi.de or moritz.langer@geo.hu-
berlin.de.

Appendix A: Definitions and constants

«: surface albedo [-]

e: Kirchhoff emissivity [-]

o Stefan-Boltzmann constari[ m 2K %]

p: density kg m™?]

cp: specific heat capacity of air at constant pressiites[ ' K]
pa. density of air kg m—3]

x = 0.4: von Karméan-constant (e.08)

u,: friction velocity [ms—!]

zp: aerodynamic roughness length][

L,: Obukhov lengthin]

War,m,w (€1,¢2): integrated stability functions for momentum, heat andewsapor [-]
g: gravitational constantf s 2]

r,: surface resistance against evapotranspiratiom{ ]

Lq = 0.33MJ kg~ !: specific latent heat of fusion of water

L, = 2.5 MJkg': specific latent heat of vaporization of water
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Appendix B: Calculation of absolute humidity

The absolute humidity can be derived from the relative humidify// and the saturation vapor

pressure* accessible through the empirical August-Roche-Magnustita:

q(z) = 0.622 e*(Zl) (B1)
e*(T) = ayexp (Taij;g) . (B3)

We assigh; =611Pa, ay =17.62 andaz =243.12K for the saturation vapor pressure over water
surfaces and; =611Pa, a, =22.46 andi3 =272.62K over ice surfacesl({<0°C) MO).

Appendix C: Atmospheric stability functions

The integrated stability function® »; ;1 are determined by integrating the universal functions
onmaw(C) as

C1
Uaraw (i) = /dCSDM,H,W(C)- (C1)
C2

For neutral and unstable atmospheric stratificatiéiid.( < 0), we assume the commonly employed
functions b8)

par(Q) = (1-19¢)7"* (C2)
prw(C) = 0.95(1 - 11.6¢) /2, (C3)
while functions compiled from data of the SHEBA campanntﬂUet a]. 2) over Arctic sea ice

are employed for stable stratification conditi(llns_(ﬁtasmad].,b@)h/ L.>0
6.5¢(1+¢)/3

em(Q) = 1+ 131¢ (C4)
B 5¢(1+¢)
erw(C) = 1+ Tracrct (C5)
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Table 1: Overview of the different processes that are adealfior in the models CryoGrid (abbrevi-

ated CG) 2 (seﬂ&sﬂmamﬁt[aLiOlB) and 3, as well as@xtiess ice scheme Xice. Simplified

parameterizations in brackets.

CG2 CG3 CG3Xice

upper boundary condition

surface temperature X - -
surface energy balance - X X
snow

heat conduction X X X
dynamic build-up X X X
ablation due to melt - X X
ablation due to sublimation - X X
compaction - - -
water infiltration - X X
water refreezing - X X
ground/subsurface

heat conduction X X X
latent heat effects X X X
water balance - - -
excess ice melt - - X
subsidence - - (%)
heat transfer in water bodies - - (x)
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Table 2: Sediment stratigraphies of the long-term susis#tiptiruns, with volumetric fractions of
the soil constituents and soil type for each layer given dtapuper-saturated with ice in bold.

depth [m] water/ice mineral organic air natural porosity type

Arga, no excess ground ice

0-10 0.4 0.6 0.0 0.0 0.4 sand
>10 0.3 0.7 0.0 0.0 0.3 sand
Samoylov Island, medium excess ground ice content

0-0.15 0.4 0.1 0.15 0.35 0.75 sand
0.15-0.9 0.65 0.3 0.05 0.0 0.65 silt

0.9-9 0.65 0.3 0.05 0.0 0.4 sand
>9 0.3 0.7 0.0 0.0 0.3 sand

Ice Complex, high excess ground ice content

0-0.15 0.3 0.1 0.1 0.5 0.8 sand
0.15-0.55 0.7 0.25 0.05 0.0 0.7 sand
0.55-20 0.9 0.05 0.05 0.0 0.4 sand
>20 0.3 0.7 0.0 0.0 0.3 sand

Table 3: Sediment stratigraphies of the validation runshwolumetric fractions of the soil con-

stituents and soil type for each layer given. Layers supgrrated with ice in bold.

depth [m] water/ice mineral organic air natural porosity type

Samoylov Island, moist polygon center

0-0.15 0.4 0.1 0.15 0.35 0.75 sand
0.15-0.9 0.65 0.3 0.05 0.0 0.65 silt

0.9-9 0.65 0.3 0.05 0.0 0.4 sand
>9 0.3 0.7 0.0 0.0 0.3 sand

Samoylov Island, thermokarst lake Sa_Lake 1 (Boike et al., 2015)

0-6 1.0 0.0 0.0 0.0 1.0 sand
6-9 0.4 0.55 0.05 0.0 0.4 sand
>9 0.3 0.7 0.0 0.0 0.3 sand
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Table 4: Model parameters assumed in all CryoGrid 3 and Criglo&Xice simulations.

snow density Psnow 200-250 kgm™3 Boike et al. (2013)
albedo snow-free surface Qsummer 0.2 Langer et al. (2011a)
albedo pond/lake Qlake 0.07 Burt (1954)
albedo fresh snow Qmax 0.85 ECMWF (2006)
albedo old snow Qmin 0.50 ECMWF (2006)
time constant of snow albedo change - non-melting 7 ¢ 0.008 day~! ECMWEF (2006)
time constant of snow albedo change - melting Ta,m 0.24 day! ECMWEF (2006)
SW-radiation extinction coefficient in snow Bsw 25 m™! Leietal. (2011),
Jarvinen and Leppéranta (2011)
new snowfall threshold SWiE 0.0025 m ECMWEF (2006)
surface resistance snow-free surface Ts 50 sm! Langer et al. (2011a)
roughness length snow-free surface 20,summer 10°% m Langer et al. (2011a)
roughness length snow 20 winter  5x107*  m Langer et al. (2011b)
emissivity snow-free surface Esnow 0.97 Langer et al. (2010)
emissivity snow Esnow 0.99 Langer et al. (2011b)
geothermal heat flux Fy 0.05 Wm™2 Langer et al. (2013)
thermal conductivity mineral soil fraction Kmineral 3.0 Wm'K™' Langeretal (2013)
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Figure 1: The scheme for thawing excess ground ice for an pheanith saturated ground conditions
and equally spaced grid cells (with indicated fractionscef, water and mineral): when a grid cell

with excess ground ice thaws from time stgpo ¢ (a—b,), excess water is successively moved

upwards from grid cell, while the respective amounts of mahand organics are moved downwards
(b; —bg). Following repeated thawing of excess ice grid cells, thpammost grid cell consists
entirely of water (¢) and an initial pond has formed. In case of the subsidenasasice such grid

cells are removed {9 and the ground surface is lowered.
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Figure 3: Modeled and measured average surface energychdtamna) the summer period 7 Jun to
30 Aug 2008 and b) the winter period 1 Dec 2007 to 30 Jan 2008pasmented in_Langer etlal.
(2011al b). Shown are the net radiati@py(;), sensible, latent, and ground heat flax.( Q., Q,),
and the residual of the surface energy balari€® in the model). The modeled fluxes are taken from
the validation run with low snow density (2&@ m—2), the values for the high snow density agree
within 2Wm~2. The measured fluxes correspond to Fig. 9 in Langerl et al1¢»01
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Figure 4: Modeled and measured iround temperatures at b dEpt4m at a wet polygon center

on Samoylov Islan 13). The blue area depiet spread between model runs with
snow densities of 200 and 25Q m 3.
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Figure 5: Modeled and measured thaw depths on SamoyloullsTdre measurements correspond to
the average of 150 locations on Samoylov Islm ). The average standard deviation
of the measurements (i.e. the spatial variability of thaptls) is 0.06n. The blue area depicts the

spread between model runs with snow densities of 200 an#@260 3.
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Figure 6: Modeled and measured temperature at the bottom6afi aleep thermokarst lake on
Samoylov Island for the years 2009 to 2012. The measureraemtescribed in detail al.

), the model results are derived from validation ramsflake stratigraphy with snow densities
of 200kg m—* and of 25Gg m 3 (see Secf. 511).
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Il frozen freeze/thaw thawed — pond depth
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Figure 7: Annual freeze-thaw state for three different styatigraphies (top to bottom: Arga,
Samoylov, Ice Complex) and the drainage scenarios “subs@lgleft) and “thermokarst” (right),
as simulated by CryoGrid 3 Xice forced by CRU-NCEP/CCSM4 tinmedmoderate future warming

scenario RCP 4.5.
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Il frozen freeze/thaw thawed — pond depth
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Figure 8: Annual freeze-thaw state for three different styatigraphies (top to bottom: Arga,
Samoylov, Ice Complex) and the drainage scenarios “subs@lgleft) and “thermokarst” (right),
as simulated by CryoGrid 3 Xice forced by CRU-NCEP/CCSM4 tnedfuture warming scenario

RCP 8.5.
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Figure 9: Annual average temperatures amilBelow the ground surface (i.e. the actual ground
surface in case of subsidence) for the years 1901-2100; utvwef warming scenarios and three
different (cryo-)stratigraphies of the ground.
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