Responses to reviewer's comments

We thank the reviewers for their careful examination of the manuscript. We have responded to each of
their comments and suggestions. Our response to each point appears in blue below. The new line
numbering refers to the revised PDF produced with latexdiff where the text modifications are clearly
marked.

In this paper, the authors evaluate a new high resolution ocean/sea-ice model against observations.
Such evaluation allows researchers to judge the quality of the model system in particular for future
work which is why I in principle recommend publication of this paper.

However, before this paper is accepted, the following issues should be addressed:

1. Throughout this paper, it seems as if observations are seen as the truth which the model must match
in order to be credible. However, all these observations have uncertainties, sometimes significant ones,
which are not discussed. This needs to be addressed so that readers can understand if a certain
mismatch between model and observation is primarily related to issues with the model or might simply
be related to observational uncertainty. This includes a discussion of point measurements vs. grid-cell
averages for some of the data used.

> The reviewer is correct in noting the absence of discussion around uncertainties in observations
for most datasets. A careful examination of the datasets used in the manuscript led the added
descriptions of observational uncertainty in the revised text for SSH, T&S, velocity, ice
concentration and thickness at lines 299, 349, 378, 429, 448, 472, 481, 510, 521 and 531.
Because model evaluation is focused on broad scale statistics, uncertainty of point
measurements should not affect the conclusions. However we have included a mention of the
undersampling problem at lines 380, 449 and 511. Due to issues with melt pond detection in the
sea ice concentration product used in this manuscript, we switch from total ice area
comparisons to comparisons of total ice extent (section 3.3.1), which is a more robust metric.

2. Throughout this paper, for any model-data mismatch there is too little discussion of possible error
sources that are not related to the representation of physics in the model itself. Such error sources
include internal variability, issues with the forcing, issues with the lateral boundary conditions, issues
with spin up, etc. Without such discussion, it is again hard to judge how severe (or not) model-data
mismatches are.

» Impacts of error in model physics and numerics, or impacts due to improvement in these
aspects, are clearly indicated by differences in various hindcast results. Lateral boundary
condition and mixing parameterization follow common practice in ocean modelling, so we
simply document the approaches being used. Model initial conditions are taken from either
high-resolution reanalysis product or a global solution with known bias, so no special spin-up is
performed. A discussion on impact of using different atmospheric forcing is added at line 623
when comparing differences between CREG12 and T321 results. We have added a description
of the river forcing at line 253.



3. Throughout this paper, there is no discussion of the tuning of the model. Hence, it is not possible to
judge if a certain mismatch (or a certain agreement) between model and data was achieved because a
particular data set was used to tune the model or whether the agreement is indeed an achievement of the
model. This holds in particular for the discussion of sea ice, where slightly different tuning of, say,
surface albedo might

change the ranking of the different model versions significantly.

» The tuning of the model was kept to a minimum. In most respect, the same parameters used in
ORCA12-T321 were used in the CREG12 experiments. In CICE, except for explicit parameters
discussed in Section 2.1.5 related to the dynamics, the default parameters and physics were
used. Text added at lines 190-200.

4. Validation of an ocean/sea-ice model system is not possible, evaluation however is. The terminology
should be changed throughout this manuscript. Compare Oreskes, Naomi, Kristin Shrader-Frechette,
and Kenneth Belitz. "Verification, validation, and confirmation of numerical models in the earth
sciences." Science 263.5147 (1994): 641-646.
» Thanks for this precision. "Validation package" has been replaced by "verification package" and
"validation" in general by "evaluation".

Minor comments:

p.2, 1.3: It sounds odd that the government of Canada is developing a model. Usually, one would
assume that the government has other issues to deal with than climate-model development :-)

> corrected at line 2.

p.2, 1.6: Is there a reason for using the judgemental term "ice infested"?

» The same expression was used in Lemieux et al. (2015), QJRMS. It is appropriate in terms of
navigational safety, which is one of the priorities of the prediction system.

p.6, 1.7: Do you mean "tuning" in the sense of parameter adjustments or in the sense of model
development? The latter seems to be the case, but common usage of the term "tuning" implies the
former.

» Text is revised to use "improvement" instead of "tuning".

p.6, 1.20: If the surface layer is just 1 m thick, what happens when the ice thickness becomes larger than
1m?

» The "levitating ice" hypothesis applies throughout the paper (see also conclusions where
reference is made to the opposite "embedded ice" hypothesis). In the "levitating ice" paradigm,



the ice does not penetrate into the ocean but "floats" above, which has implications in terms of
volume and water and salt exchanges. Text added at lines 152-157.

p.6, 1.11: This seems to be a repetition of the information p.5, 1.23

» True, statement removed.

p.9, 1.8: Can you provide a few more details on this approach?

» This is related to point p6120 where we have explicited the "levitating ice" paradigm. See
modified text at lines 152-157.

p.9, 1.23: What is the volume of observations?

» The question refers to the volume observations used in the CGRF forcing. The answer is
unfortunately outside the expertise of the present authors and the scope of this contribution. We
refer to Smith et al. (2014) and the references therein. For instance, further details can be found
in Belair et al. (2006). We can grossly say that the World Meteorological Organization
organizes a common operational data feed to all participating centres. The core of it includes
thousands of full-depth radiosonding carried out twice a day, thousands of ground stations,
some data from aircrafts and an increasing number of satellite derived information, mainly
radiance at the top of the atmosphere which however runs typically nowadays in the million
points a day but where is their infancy in 2006 and almost non-existent at the beginning date of
the CGRFs (2002). The total volume would have run in the 1075 at the beginning of the CGRFs
and close to 1016 by the end, excluding thinning of the data during their ingestion.

p.13, L.17ff: Why is not the same data set used for both mean and fluctuations?

» Satellite altimeter provides sea level anomalies (SLA). This yields the information for
fluctuations in sea level. However, the information on the geoid is required in order to estimate
the mean (the true neutral surface for the dynamics, the geoid, is not spherical; hence the SSH
measured from the altimeter can not be used alone for the investigation of the mean). Hence the
mean field is provided as a separate dataset, here the CNES-CLS09 (Rio et al., 2011) MDT
(blended with the mean of the altimetry SLA over the study period). These geoid models are
constantly refined as well which makes difficult their inclusion in the processing of the
altimeter data. For the 3D ocean models such as the one presented in this manuscript, the geoid
is considered flat, that is, the model is at rest when SSH is a constant everywhere. The
information provided in Section 3.2.1 p.13 seems sufficient although a clear understanding of
the present issue is a complex undertaking.

Section 3.2.3: T and S are of importance not least because they determine the density profile. Would be
good to compare density in model and observations.



» Yes and no, density would be certainly of interest to determine the circulation (if considered a
Lagrangian surface), but in general the analysis of model-obs of density will be redundant with
T&S.

p.19, 1.26: I expect that it is much harder to get the trend roughly right than the actual area (which can
easily be adjusted by tuning). I hence disagree with the statement that HO5 is better than HO2 or
ORCA12-T321 on this metric.

» While we agree on the general statement on the adjustment by tuning of the total ice area and on
the difficulty of getting the trend correct, we disagree on the statement that our metric is not
sufficient for a conclusion. Our conclusion is based on the improved seasonality and September
ice extent (please note that we have switched from “ice area” to “ice extent” in the manuscript
for better robustness). This sentence does not address the overall trend which is agreedly better
in HO2 (see next sentence p.20.1.1 for this). However, at least in terms of ice extent alone,
Fig12b does show that in terms of September value, HO5 performs better over the 2005-2009
period (hence excluding the spinup period and the pathological behaviour after 2009 also
mentioned in the manuscript). Finally, showing the total ice extent after 2009 for HO5 (we
extended a bit the run compared to the other hindcasts) may bias the reader against HO5, in
terms of overall trend. The resulting “appropriate” 2005-2009 period for comparison is then too
short to be statistically significant to our minds.

p.20, 1.1: The trend is negative but not necessarily decreasing section 3.3.2: Would be interesting to
compare the seasonal cycle of obs. vs. model

» Thanks, will correct trend to "negative". One problem that constrains a seasonal cycle exercise
is that ice in HO2 is mostly in equilibrium at the start of the simulation (again a question of
similarity of model configurations with the used IC) whereas that of HO5 is clearly not, going
through a quick adjustment period (2 years). The overall hindcast period is also short, so
removing the first 2 years reduces the construction of the climatology to 2005-2009 (5 years),
which we feel uncomfortable to describe as climatological seasonal cycle.

Fig. 1: Is the coast line in the figure the model coast line or a plotting-program coast line? The former
would be better.

» The latter. The plotting-program-provided coastline is actually a little coarser than the actual
model coastline because of the high resolution (2-5 km) of the model in the Arctic. However,
this difference of detail would be too fine in maps to be distinguishable.

Fig2ff: Would be helpful if always the model is shown first and then observations (or other way
around), rather than sometimes showing model first and sometimes showing obs first.

> Corrected (see Figures 3, 4, 10 and 11).



Fig2ff: Labels of many figures are too small

> Corrected in Figures 3, 4, 6, 7, 10, 11 and 14.

Fig.7: It might be helpful to harmonise the total range of the individual subpanels to allow for a visual
judgement of absolute mismatches.

» We have tried but found that this was not reflecting, for instance in the Arctic, subtle, but
important in terms of hydrography, vertical variations in temperature.

Typos etc.

p.3, 1.20: communities’ >>> corrected

p.4, 1.6 : no comma after period >>> corrected

p.6, 1.20: 450 m >>> done

p.6, 1.28: dependence >>> done

p.7, 1.16: This is commonly referred to as a 3-layer model (2 ice + 1 snow) >>> yes, corrected

Anonymous Referee #2
Received and published: 17 February 2015
Overview

In this article the authors introduce a new North Atlantic-Arctic ocean-sea ice modelling system and
detail several different incremental test configurations. For each configuration a hindcast experiment is
performed and these are assessed using some useful tools in order to ensure the model is fit for
operational running. I think that the documentation of this system and evaluation of the model is of
interest to the scientific community and therefore recommend that this paper is published in GMD
subject to the points below being addressed.

General comments
* In general I think that a bit more care is needed when describing the comparisons with observations.
In particular it is often unclear exactly what is being compared with what (i.e. are we comparing the
mean of the observed values with mean of model values, or are the model values interpolated to
observation locations or what?). This is particularly true for Figures 7, 9, 10, 11 and 14.

» We have added text to make the comparisons clearer for each of these figures.

* More explanation is needed in introducing the model experiments. In particular it is not clear how the
multi-category ice fields are initialised in your HO5 CICE run?



» We believe that the statement on page 11 lines 5-7 is sufficient.

* The development of this model is clearly motivated by the need ’to provide Canada with short-term
ice—ocean predictions and hazard warnings’ which will presumably be done using an operational
analysis-forecast system. However nothing is said about how this will be run. In particular data
assimilation is mentioned and so is coupling to the Environment Canada’s regional weather prediction
system but will both these things be done together (i.e. are you planning to implement a fully coupled
data assimilation system)? I think that if there were a little more information in the Introduction and
Conclusions sections about these plans then it would help the paper to highlight the paper’s relevance.

» Unfortunately, this contribution is not aimed at presenting details (including analysis) of the ice-
ocean prediction system (which is not ready yet), not to mention details of the long-term
planned coupled atmosphere-ice-ocean prediction system. However, we have amended the text
at line 47 to reflect this. The coupled atmosphere-ocean data assimilation is certainly a hot topic
that we cannot really address at this stage.

* There are a number of instances of ‘PSU’ in the text and on the figures in relation to salinity which
should be removed. There is no such thing as a Practical Salinity Unit (PSU) because, when measured
on the practical salinity scale, salinity is simply a dimensionless ratio. Therefore you should give your
salinity as numbers with no units. Strictly speaking you should simply state somewhere that “salinity is
measured on the practical salinity scale” but one could argue that this is not really necessary these days
because everybody measures it this way(?).

UNESCO (1985) The international system of units (SI) in oceanography, UNESCO Technical Papers
No. 45, IAPSO Pub. Sci. No. 32, Paris, France

» We followed the reviewer's suggestion throughout the text and figures.

* Finally I presume the journal language is English (not US English) in which case there are a few
misspellings such as ‘programs’ and ‘modeling’ instead or ‘programmes’ and ‘modelling’.

» Absolutely right! We use though Canadian English which may depart from UK English in a
couple of occasions.

Specific comments

p5.124-5: NEMO is not really “an ocean and ice model” it is much larger than that (inc. passive tracers,
biology, etc.). NEMO contains an ice model called LIM but this isn’t technically NEMO. Given this is
under consideration for the NEMO Special Issue it might be worth ensuring this is correct? The NEMO
book says: “The Nucleus for European Modelling of the Ocean (NEMO) is a framework of ocean
related engines, namely OPA for the ocean dynamics and thermodynamics, LIM for the sea-ice
dynamics and thermodynamics, TOP for the biogeochemistry (both transport (TRP) and sources minus
sinks (LOBSTER, PISCES). It is intended to be a flexible tool for studying the ocean and its
interactions with the other components of the earth climate system (atmosphere, sea-ice,



biogeochemical tracers, ...) over a wide range of space and time scales.”

» The reviewer is correct. See modifications at Section 2.1.2. We now describe NEMO as a bio-
physical multi-component system, wih OPA as the ocean model component.

p7.14: I think it would be clearer to include units for the viscosity (1e-4 m2/s) even if they are the same
as for the following diffusivity (1e-5 m2/

> done

p7.18-9: you say “hindcast HO5 requires a decrease to 180 s after July 2007 to ensure stability in Dease
Strait.” Why is this? Was this expected or just a blow-up? The use of “requires” rather than “required”
here implies that this was foreseen rather than reactive.

» The reviewer's hunch is correct. Corrected.

p8.11-4: the coupling of NEMO and CICE within the Met Office’s coupled model HadGEM3 is
described by Hewitt et al. (2011) and within the ocean-ice FOAM system by Blockley et al. (2014)
(although the latter mainly links back to the former). Can these not be cited instead (or as well) as the
pers. comm. (see references below)? Section 3.1: How are the multi-category CICE initial conditions
produced for HO3-5?

» The reviewer is correct. Text modified accordingly at line 146. CICE initial conditions are
described in page 11 line 5-7 as already mentioned.

Section 3.2: Why is there no specific validation of SST? There is a large number of SST data (both in-
situ and satellite) that would be useful to compare against the model. At the very least it would be
informative to compare against L4 gridded data products such as OSTIA (also available through
MyOcean).

» Yes, we did the SST comparisons with the OSTIA product but did not include them in this
manuscript. There were some redundancy with the upper ocean comparison and the decision
was made to not include them.

p15.110: Regarding surface circulation comparisons with drifters you say: “The general agreement is
remarkable”. I think that “remarkable” is perhaps a little strong here. The agreement is pretty good but
it’s difficult to make a “remarkable” visual comparison between a 1/12 degree and a

1/2 degree field. Perhaps the model output could be regridded to 1/2 degree for a more direct
comparison?

» We have corrected the expression and followed the reviewer suggestion of upscaling the model
results to 1/2 degree for a more direct comparison. See modified paragraph at lines 345.



p16.12: how does the number of data in your modified CORA3.4 data set compare with the ERA-CLIM
funded *’EN4’ data set of Good et al. (2013) (see references below)?

» Both products contain similar datasets. The QC procedures probably differ a bit between them,
but there shouldn't be a big difference using either for the evaluation.

p17.118: be careful with the use of “significantly” here. Do you mean statistically significant? If not
then “considerably” might be better. However I am confused as to why this should even be described as
considerable given that just before (p17.110) you describe the temperature biases as “very small (less
than 0.5 deg. C)”?

» There was no statistical tests and we have therefore followed the suggestion of the reviewer.
The text was improved. "very small" -> "small". "signficantly" replaced by “considerably” as
per reviewer's suggestion.

p17.127: “In order to investigate whether these recent variations are reproduced...”. It is not clear to me
what the “recent variations” are. Could this sentence be reworded?

» This statement relates to "the recent increase" of line 26. “these recent variations are” replaced
by “this increase is” at line 424.

p18.121: You say: “the temperature and salinity gradients across the strait are broadly similar.” I don’t
think this is true. Certainly it looks like the temperature difference across the strait is the same but the
gradient is not as the values are quite different in the middle of the strait where the model is cold-
biased. This cold bias is mentioned later (p18.125-6) but I think it should be mentioned sooner around
121.

» The reviewer is correct. The original intention was to signify that the temperature difference
between the east and west sides of the strait is similar, and we have amended the wording
accordingly. We have also made earlier mention of the cold bias in the middle of the strait.

p20.11: “decreasing trend” is not necessarily true. Certainly the trend is downward but “decreasing
trend” suggests that the gradient of the trend is negative! Additionally I am not sure that the gradients
of these lines are that similar either. There is a general reduction in ice area in H02 and T321 but they
don’t really capture the 2007 minima very well? Furthermore (and see comments for Figure 12) it looks
like the CICE run HO5 may be adversely affected by its initial conditions because it drops off pretty
rapidly save for the increase in 2008/9. Do you think this model is still spinning up?

» The reviewer is correct for the trend. See response to Rev#1. The ice in HO5 is likely spun up
(in terms of thermodynamics) after 2 years as stated in the text. Then, the model dynamics
accumulate too much thick ice in the Beaufort Gyre which starts to show in the total ice area
after 2009.



p20.125-28: “The model ... tends to overestimate the thicker ice categories in the Beaufort Gyre and
underestimate them near the North Pole.” The converse is also true (i.e. that the model underestimates
thicker categories in Beaufort Gyre and overestimates them near pole). Should this be mentioned? How
does this compare with the single-category LIM ice fields in H02? I suspect that it is much better but it
should be mentioned (but not necessarily plotted). Are the results in Figure 15 consistent with Figure
14?

» For comparison with LIM2, we prefer to look at the ice thickness retrieved from ICEsat. We
fear a typo in the reviewer's "converse" argument. We believe she/he meant the "thinner"
categories. Yes, this is now mentioned at line 526. Grossly speaking: yes, Figures 14 and 15 are

consistent.

p21.117-18: It might be worth mentioning that this over-estimation of volume with NEMO-LIM?2 is
fairly well known being consistent with the findings of Blockley et al. (2014) and Massonnet et al.
(2011)

» Thanks for the references. Wang et al. (2008) [added reference] found that ice area and volume
on LIM2 is linear with the parameter hiccrit. The "over-estimation" is therefore not systematic
but tends to be an artifact of people using generally a (too) large value for hiccrit. Text modified
accordingly at lines 168-174.

Section 3.2.2 (Figure 19): I am not a fan of the use of “average bias” when talking about directional
vector quantities such as ice velocity. The main reason for this is that it is difficult to interpret what a
positive or negative bias actually means unless the underlying field is entirely uni-directional. For
example a positive bias (say) could mean that your velocities are too strong in a eastward regime or too
weak in an westward regime. Furthermore if the observations cover an area with ice moving in both
directions then it’s even more difficult to understand what a positive bias means and what the effect of
(possible) compensating errors might be. Therefore I think this piece of text (the interpretation of
Figure 19) needs some more careful explanation. Perhaps it might be better to try to understand the
errors by using an RMS error time series in Figure 19 and then show the biases spatially? The ice drift
maps in Figure 18 would be useful here if we knew where the in-situ observations actually were?

» The reviewer is globally correct. However, we have some confidence that after studying the
mean March ice circulation (Fig.18) that we are mainly looking at differences in the intensity of
this circulation, and that therefore it is legitimate and meaningful to investigate the bias in
velocity magnitude. To complement this, we have also looked at the RMS of the velocity vector
differences (i.e. summation of || v_mod - v_obs ||*2) which yields similar results and ranking.
We however amended the text at line 561 to reflect this.

p21.115: Re. comparisons with PIOMAS in Figure 17 you say “The seasonal cycle (Fig.17, top panel)
for HO5S is very close to the PIOMAS value”. Although the magnitudes do look very similar there does
appear to be a “lag” in your time series whereby the onset of ice growth AND melt is slightly offset
temporally. This is not mentioned in the text at all. Do you have any idea why this might be the case?



» The reviewer is correct. There is about a one month lag, now stated at line 537. PIOMAS uses
the NCEP forcing which seems to be uncorrected (see Large and Yeager's analysis, 2004 and
Hunke's, 2007). We can only speculate if this is sufficient to explain the lag.

p22.123: You say “due to Ekman transport acting of the ocean” which doesn’t quite make sense. Do
you mean “Ekman transport acting on the ocean” or something like “Ekman transport within the
ocean”?

» "of" replaced by "on". The expression is ill-posed but tries to discriminate the portion of Ekman
transport which is at play in the ice and in the ocean. One could see the Ekman spiral process as
being applied to the combined ice-water system.

p25.116-17: You say you are hoping to increase the ocean vertical resolution to 75 levels to put you “on
par with DRAKKAR and Mercator-Océan’s latest standards”. Is this true? I thought Mercator’s vertical
resolution was 50 levels not 75? It is certainly listed as 50 in Drillet et al. (2014) and Tonani et al.
(2015).

» Not all MERCATOR operational systems incorporate indeed 75 vertical levels but this is the
goal. The latest GLORYS analyses (2v1 and 2v3) were produced with 75 levels for instance and
75 levels is the standard in research mode (DRAKKAR). Thus, to satisfy the reviewer, we
suggest to add the expression "in research" at line 650.

Figure 4: please change “modeled” to “modelled”.

> done

Figure 5: It is nice to see the high resolution data in the bottom plot. However the fact that one is 1/2
degree and the other 1/12 degree does make it hard to draw comparisons. Have you coarsened the 1/2
degree model output to 1/2 degree to compare directly? It might be nice to include another image here
showing the regridded currents?

> Done.

Figure 6: please remove “PSU” from salinity colourbars

> Done

Figure 7: It is unclear exactly what is being plotted here. For each of these boxes are you comparing the
average of all observations with that of all the model points? Or are the model profiles collocated with
the observations (either interpolated to obs locations or nearest grid cell)?

Please remove “PSU” from salinity axes.



» Text added at line 397-402 and in the figure caption. The reviewer's second guess is correct.
The model is collocated in time and space with the observations and then both are averaged
horizontally and in time to yield a single profile per box. “PSU” removed as per reviewer's
suggestion.

Figure 8: What does the white missing data mean here?

» It is regions where salinity exceeds 34.8 over the whole water column. Included in the caption
now.

Figure 9: The grey shaded area is really not very visible when this paper is printed out (although ok
looking on screen). I would recommend adding dashed/dotted lines at the max/min extents of the grey
to emphasise it. Also the differences between the black Proshutinsky et al. (2009) data set and your
coloured lines are not explained. Yours looks very different from their with much more fluctuation. Is it
simply a case of using a different temporal discretisation (i.e. monthly vs. yearly)? Either way this
should be addressed. Figure 10/11: Same question as Figure 7. How are the model-obs values
calculated? Are you comparing means of point observations model means and if so how are they
collocated? Please remove “PSU” from salinity axes.

» Dashed lines added to Fig.9 as per reviewer's suggestion. Indeed, the modelled lines are
monthly values whereas the observations are only valid for the summer period. Text added a
line 430. Therefore the model values include a seasonal cycle which is not present on the
observations. No collocations was involved in this plot as Proshutinsky et al. (2009) provides an
estimate for the entire region with error bars. The region of integration is also clearly defined in
the same paper. See added text.

Figure 12: Your CICE/HO5 experiment starts with a relatively poor representation of September Arctic
ice area and drops off rapidly. Is this an artifact of the initial conditions? Do you think this model is
still spinning up? It would be interesting to know how the 10 ice categories were initialised in your HO5
run.

» Yes, ice in HO5 adjusts in a 2-year period to the initial condition. See above response.

Figure 14: It would be useful to explicitly state what “difference” means here (i.e. modelled-observed?)

» added.

Figure 15/16: As mentioned above this over-estimation of ice volume in LIM2 is well known
(Massonnet et al. / Blockley et al.) As mentioned above your HO5 volume time series appears to have a
time lag in it but this is not discussed.

» see above response for p21.117-18 and p21.115.



Figure 18: What is the resolution of the NSIDC observational product? This is not mentioned in the
text either. How realistic is the circulation in the Beaufort Gyre in this NSIDC product? It doesn’t look
very pronounced (but this could be answered by the resolution of the product above).

» NSDIC product has a resolution of 25km. It is sufficient to resolve the circulation in the
Beaufort Gyre. It is however a bit negatively biased as shown in Fig.19, possibly related to the
methodology employed. The CERSAT estimate is somewhat faster (but still slower than any
modelled ice drift) and a little noisier but does not cover as many regions (not shown).

Figure 19: As discussed for Section 3.2.2 above I think some more work is needed to understand the
information in this figure.

» Texts added at lines 561 and 566. See also response to Rev#2 Section 3.2.2.

Minor typos etc.

p2.19: “model represent” should be “model represents” or “model represents” >>> Corrected
p3.122: “program” should be “programme” (unless it’s a computer program) >>> done

p5.115: “re-increasing” is not very good English and should be replaced >>> corrected

p6.11: please remove “very” as “substantially” shouldn’t need any further quantification >>> done
p15.123: “myOcean (www.myOcean.eu)” should be “MyOcean (www.myocean.eu)” >>> done
p15.126: “program” should be “programme” >>> done

p16.12: “programs” should be “programmes” >>> done

p16.13: “programs” should be “programmes” >>> done

p16.117: please remove “PSU” >>> done

p16.120: please remove “PSU” >>> done

p17.15: please remove “PSU” >>> done

p17.16: please remove “PSU” >>> done

p18.128: “maximums” should be “maxima” >>> corrected

p19.121: “coefficicents” should be “coefficients” >>> done

p20.15: “adjusement” should be “adjustment” >>> done

p22.115: I don’t like winds being described as “large”. This should “high winds” or “strong winds” (or
perhaps “large wind stresses”?). >> done



10

15

Manuscript prepared for Geosci. Model Dev.
with version 2014/09/16 7.15 Copernicus papers of AlgXL.class copernicus.cls.
Date: 31 March 2015

A high-resolution ocean and sea-ice modelling system
for the Arctic and North Atlantic Oceans

Frédéric Duporit Simon Higginsoh, Romain Bourdallé-Badfe Youyu LU,
Francois RoY, Gregory C. Smith, Jean-Francois LemielxGilles Garrié, and
Fraser Davidsoh

IMSC, Environment Canada, Dorval, QC, Canada

56"MRD, Environment Canada, Dorval, QC, Canada

24Bedford Institute of Oceanography, Fisheries & Oceans @ar@armouth, NS, Canada
38\Mercator-Océan, Toulouse, France

9Northwest Atlantic Fisheries Centre, Fisheries & Oceansa@a, St. John’s, NF, Canada

Correspondence to: F. Dupont
(frederic.dupont@ec.gc.ca)

Abstract. As part of the CONCEPTS (Canadian Operational Network ofplzli Environmental
PredicTion Systems) initiativehe Gevernmenbi-Canadds-developinga high resolution (1/19
ice-ocean regional modé$ _developedcovering the North Atlantic and the Arctic oceans. The
long-termobjective is to provide Canada with short-term ice-oceadijotions and hazard warn-
ings in ice infested regions. To evaluate the modelling comept (as opposed to the analysis —or
data-assimilation— compongnthich is not coveredin this contributior), a series of hindcasts for
the period 2003-2009 is carried out, forced at the surfacthbyCanadian Global Re-Forecasts.
These hindcasts test how the modgbresentepresentsipper ocean characteristics and ice cover.
Each hindcast implements a new aspect of the modelling oicdrecean coupling. Notably, the
coupling to the multi-category ice model CICE is tested. Tilrelcast solutions are then assessed
using avalidatienverification package under development, including in-situ and sagetié and
ocean observations. The conclusions are: 1) the modeldepes reasonably well the time mean,
variance and skewness of sea surface height. 2) The modelshiiatemperature and salinity show
that while the mean properties follow expectations, théflead/ater signature in the Beaufort Sea
is weaker than observed. 3) However, the modelled fresmeateent of the Arctic agrees well with
observational estimates. 4) The distribution and voluméetea ice is shown to be improved in the
latest hindcasthanksdueto modifications to the drag coefficients and to some degsee=i-to the

ice thickness distribution available in CICE. 5) On the othand, the modedtill overestimates the

ice drift and ice thickness in the Beaufort Gyre.
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1 Introduction

The CONCEPTS (Canadian Operational Network of Coupledriégnmental PredicTion Systems)
initiative has fostered collaborations between differfeateral departments (Fisheries and Oceans
Canada, Environment Canada and the Department of NatiaiahDe) that yielded the development
of several operational prediction systems. These inclucleualed (atmosphere-ice-ocean) Gulf of
Saint-Lawrence system (officially operational since Jud& I2), the Global Ice-

Ocean Prediction System (GIOPS, run in real-time since Mam4|5), a Great

Lakes coupled system (still in developmal;nl_D_up_Qm_LLQI;ub, a regional ice-only prediction sys-
tem (run in real-time since July 201 i : Lemieux .1(2015a) and a regional

Arctic-North Atlantic ice-ocean system based on the CRE@EI#hadian REGional) configuration
with a nominal horizontal resolution of 1/12The latter is the focus of this paper. The GIOPS,
Great Lakes and CREG12-based systems are based on NEMQe(iNdol European Modelling
of the Ocean, http://www.nemo-oceari.eu), while the cal@alf of Saint-Lawrence systens
transitioninghasjust beentransitionedto NEMO for the ice-ocean component. The development
of these systems has benefited greatly from a collaboratitnvercator-Océan in France.

The goal of the regional system based on CREG12 is to provaakda with short-term ice-ocean
predictions and analyses covering parts of the North Attaartd whole Arctic oceans at high resolu-
tion. For this purpose, the regional system will eventub#ycoupled to the regional weather predic-
tion system and wave prediction system of Environment Canglde coupled system is expected to
improve regional weather and marine forecasting servigels as issuing bulletins and warnings in
ice infested waters for navigation, energy-exploratiod aarthern communitiégequirements. As
such, the system development has benefited from financigbsufpom the Canadian METAREA
pregramprogrammeand the Beaufort Regional Environmental Assessment (BREdjpct. How-
ever, before the full system (analysi$orecast) can be approved for operational use, we need to
understand how to use the forecasting component to its @érgial, following the best practices
of the community running at comparable resolutions. Heaceries ofnrerementahindcasts was

performed using the forecasting component, each impldangeaind testing a different aspect of

ocean-ice modellinglmplementationof data-assimilatiorin this predictionsystem,adoptingthe
samemethodolo sin|§mih_e_t_a|. 2 is underdevelopmenandwill bereportedn follow-on

These hindcasts are not long enough to test the full robsstfehe model in preserving observed
water and ice properties at climatic scales (i.e. sevel@dies), as the initial conditions still imprint
the model state after 8 years. Nevertheless, discrepaneiegen atmospheric forcing products and
differences in upper-ocean and ice physics are sufficiectdate diverging upper-ocean and ice
states and variabilities in this short peripthat are worth investigating. Moreover, recent satel-
lite missions and extensive argitometizedautomatizedbserving in-situprogramsprogrammes
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(ARGO floats and ice-tethered profilers to cite a few) createalth of data covering the hindcast
period--which we take advantage of in oualidatiorevaluationapproach. We are therefore testing
the mean state of the model using a few variables, sometiotesihg on some integrated indices
over time, or more extensively mapping the model-obsesaaliscrepancy in space and time.

In this contribution, we describe the model components aed-dlidatienverification strategy,
along with results of thealidationevaluatiorof the latest hindcast. The objective is to present to the

community the progress made and challenges met in develagiigh resolution modelling system
for the Arctic-Atlantic oceans, in the spirit ). In assessing the performance
of the latest hindcast in terms of ice properties (concéntrathickness and velocity), we include
comparison with an intermediate hindcast and the LfE8olution equivalent global simulation
ORCA12-T321 of Mercator-Océan.

More precisely, Section 2 is divided into the descriptiortted model (domain, model compo-
nents and parameters; Sectionl 2.1), the input bathymethpter initial and boundary conditions
(Sectior2.R), and the description of thaidationverificationpackage (Sectidn2.3). Section 3 pro-
vides details of the hindcast simulations (Secfionh 3.Bnttlescribes the simulation results in terms
of the statistics of the sea surface height, the hydrograpldythe general circulation (Section]3.2)
and in terms of sea-ice metrics (concentration, thickneslame and drift; Section 3.3). Section 4
concludes.

2 Model setup, input data andvalidatien-verification package
2.1 Model description

2.1.1 Domain configuration

The global ORCA12 domain (ORCA family grid at a nominal horital resolution of 1/12in both
longitudinal and latitudinal direction Lmd) is used to derive a seamless (i.e., the

"north-fold" discontinuity of the global grid is removedgional domain covering the whole Arctic
Ocean and parts of the North Atlantic down to°RZ The horizontal grid consists of 1580x1817
points on which resolution varies from 8 km at the open bounda the Atlantic Ocean to an
average of 5 km in the Arctic, and down to slightly below 2 knsame of the southern channels of
the Canadian Arctic Archipelago (Figurk 1).

The spatial variation of the first Rossby radius of defororats shown in FigurEl2a. From about
40 km along the southern Atlantic boundary down to a few kétens in the Labrador Sea, the
Greenland, Iceland and Norwegian (GIN) seas and continemedves, the radiustartsre-inereasing
increasesagainin the deep Arctic Ocean to above 10 km. Relative to the loesblution (Fig-
ure[2b), the model resolves —grossly speaking— baroclddies in the Sargasso Sea and the Azores

region where there are at least two grid spacings for resplfie Rossby radius, but becomes eddy-
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permitting in the Labrador Sea (one grid spacing) and less grermitting in the GIN seas (under
one grid spacing). However, the model is again eddy-resglvi the central Arctic Ocean, which is
of importance for the present application.

2.1.2 Ocean component

The oceanmedehis-componentis takenfrom version 3.1 of NEMO with some code additions
from Mercator-Océan, the UK Met Office and the DRAKKAR comritunNEMO is an-ecean

andiece-meodela biophysicalocean-icemulti-componentsystemdeveloped originally in Europe
(]Madgg and NEMO LngnlL_ZdOS), that has evolvedy-substantially since its introduction in the
2000s. The ocean engine of NEMO is the primitive equationgh®dPA (Océan Paralleli al.,
@) adapted to regional and global ocean circulationlprog. It is intended to be a flexible

tool for studying the ocean and its interactions with theeottomponents of Earth’s climate sys-

tem over a wide range of space and time sc*ie_s_(MmMBLﬂsﬂ.llo_dd;D_rillej_ejﬁlLlQbS;

[B_a.mi_e_Lel_al.LZO_dG). An advantage of the NEMO model is idespread use and continudgusing

improvemenby the scientific communit)L(BﬁILa.n_e_ll MlO).
Previous versions of NEMO have been extensively tested ppiiea in Canada for global, basin

Iﬁiegional applicationg (Holloway and %Md@@hﬂm Wang et AII_,;QH) Lu etlal.,

-. enbbp onpf NEMO N ON

2.1.3 Ocean model parameters

We started from the configuration and parameters of the®1/é®olution equivalent global sim-
ulation, ORCA12-T321 of Mercator-Océan, which are desttibelow and notes will be made
when departing. NEMO is run with the implicit free-surfacdver and linear free-surface (a ver-
sion using a time-splitting approach and a non-linear fnedace, including the simulation of the
main constituents of the tides, is presently being evatl)atEhe present version uses the same
50 vertical z-levels used in GIOPS, with spacing increadingn 1 m at the surface to 450 m at
5000 m. Bottom patrtial steps are employed for an accurateseptation of the varying bathymetry.
The tracer advection uses the Total Variance DiminishingY scheme. The vectorial form for
momentum is chosen, allowing conservation of both energly earstrophy. The lateral diffusion
operator is biharmonic for momentum along geopotentiaases and harmonic for tracers along
isopycnal surfaces. The biharmonic viscosity has a nonvialake of—1 x 10'° m*s~! at the south-
ernmost point, and is scaled by the third power of the griatispgeover the rest of the computational
domain. The harmonic diffusion coefficient for tracers dols the sameeselution-dependance
resolution-dependenginciple, with a nominal value of 50 8~! and a linear scaling. For mo-
mentum, we additionally tested the purely free-slip andglitateral boundary dynamic conditions,
but retained the former one for most of the hindcasts. Th&dracnd values for vertical viscosity
and diffusivity arel0—* m?*s~! and10~° m?*s~! respectively. We have also experimented with the



125 turbulent kinetic energy (TK&' Gaspar elhl.,ﬂ ; Blank lecl GLMS) and generic length

scale (GLS r 03) closure schemes.bbttem drag is quadratic with a

fixed non-dimensional coefficient @0 —3. The model time step is 360 s for all hindcasts (including
ORCA12-T321), except for hindcast HO5 thatiuiresrequireda decrease to 180 s after July 2007

to ensure stabilityr-BesenStraitcloseto CambridgeBay (Canadian Arctic Archipelago).

130 2.1.4 Sea-ice models

Within NEMO3.1 the ocean is interfaced with the Louvain{Native sea-ice model version 2 (LIM2,
Fichefet and Maquehg, 15497), or version 3 (LIM3, not testaekivVan noll l., 2 , ).

However here we also use another community sea-ice modek @escribed below).

LIM2 is a simple one-category ice model based on a Seritdeager3-layer thermodynamic
135 model (two layers of ice and one layer of snow). A ViscoussBta(\VP) constitutive law relates the
internal ice stresses to the strain rates and the ice skreligs based on an elliptical yield curve
and a normal flow rulmmm). The VP solution is agmtoed by iteration of a relaxation
scheme to the implicit ice velocity problem. LIM2 was usedtf first two hindcasts (details given
below in Sectiof 3]1 and Tadlé 1) for sanity checks relativehe configuration used in ORCA12-
140 T321. The latter actually used an upgraded dynamic sohsdan the Elastic-VP (EVP) approach

({H.Uﬂke_a.nd_D_ukmALL(HJ&blLdeZ_B_o_uLLIQn_eJ la.L_2|009)émt of the VP solver described above.
CICE M@WMW&L@A@) is a dynamic/thermodynamic

sea ice model, which can be used as a stand-alone model oledaiapan ocean model inside

a climate modelling system Herein, it is coupled to NEMO be same grid as a single exe-
145 cutablef{inte [ [

theNaHera#@eeanegraphﬁemreqeep&eeﬁm—z%Gﬂﬂgmn_ej_a‘ |_2Q1|1) CICE calculates the

evolution of a thickness distribution. The thickness disttion evolves with both thermodynamic

(vertical growth/melt, new ice formation and lateral melt)d dynamic processes (advection and
redistribution). The momentum equation is solved with thme EVP approach as described above
150 for EHM2LIM2-EVP, although on a slightly different stencil (Arakawa C-gridktv2-LIM2-EVP

and B-grid for CICE)LIM2-VP is discretizecbvera B-grid stencil.
In bothsea-icanodelstheiceis supposedo be"levitating” (following the convention aI.,
)overthe ocean thatis, the growth or melt of ice is not impactingthe oceanvolume nor the

resenc®f ice is impactingthe positionof the oceansurface However,the oceansurfacesalinit

155 needgo evolveappropriatelyduring brine rejectionor the flushingof melt water.For this, a virtual

saltflux approachs used which convertshefreshwateiflux into a salinity flux to representilution
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2.1.5 LIM2 and CICE parameters

LIM2 solves the VP dynamics with prescribed ice-water amdca drag coefficients. The momen-
tum stress is expressed using a simple quadrati) with a 0 turning angle for both
air and ocean in contact with ice. In the ORCA12-T321 run ofdaéor-Océan, the air-ice drag was
reduced td.5x 102, whereas the default value b3 x 10~ is used in OUNEMO-LIM2- CREG12
LIM2 runs. The ice-water drag is fixed to< 1072 in all LIM2 runs (including the Mercator-Océan
run). In ORCA12-T321, the ice module is called with a timepsof 720 s (every two ocean model
time-steps), the EVP solver uses 400 sub-timesteps and pimiguelastic time of 1350 s. laurthe
CREG12LIM2 runs, theice modelis calledevery5 oceartime-stepgequivalento anice time-step
of 1800s). The VP solver performs 20 outer loops (the default is 2) with adinresidual at conver-

gence ofl x 10~% or a maximum of 550 iterationft. shouldbe notedherethatNEMO-LIM2 users

cantunethetotal ice extentandvolumeby adjustingthe parametehi ccri t .LZQ][Q)

Nonethelesspverestimatiorof the total ice extent,or volume s often reportedin NEMO-related
publications(Massonnet et all, 201L1: Blockley el al.. 20Udely relatedio the useof atoo large

hi ccrit =0.6m andthe samevalueis appliedin the CREG12LIM2 runs.
In CICE, both air-ice and ocean-ice stresses are also esquessing a simple quadratic law with

a (® turning angle. Followin 15) for our last twathcasts and since our first ocean
layer thickness is relatively small, the ice-ocean dradfmment is computed by a log-layer assump-
tion using the oceanic first layer thickness and a roughrexsgh scale of 0.03 m as suggested

by IMaykut and McPhJeeL(ﬁlE)S) which yields a drag coefficien?2.62 x 1072. The air-ice stress

involves a more sophisticated formulation that takes irttwoant the stability of the atmospheric

boundary layer. Following aga@ MlS), the rowegs length scale for ice surface is set
in our latest run to the value used in the Canadian Global &tedast (CGRFt Smith et aJI., 2{})14)

for consistency between the ice-air stress computed in C&fafn CICE. These modifications can

be seen as a more objective way of deriving the drag coeffgias they are not retrieved from a
calibration exercise.

Ten thickness categories are defined in CICE (, ), with specific representa-

tion of both thin ice and thick ridged ic€ICE is calledat everyoceantime-step.The remapping

advection scheme is used and the EVP solver is run with 92Qisgsteps. The ice strength is

computed using the more physically realistic approa )mi}h
CICE run offline (Lemieux et aH 2Q1$a e increasethe value of the newly formedice in CICE
hfrazil m n) from 5 cm to 8 cm. Otherwise,the default parametersand parametrization®f

CICE thermodynamicsvereusedwith no furthertuning. The number of layers is set to the default
value (four ice layers and one for the snoWw)esher-briny-watersareexchangedetween-tM-or
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volume-The default Community Climate SystemModel 3.0 schemeg(CCSM3;
2004)is usedto calculatethe albedoandthe attenuatiorf the absorbedshortwaveradiation, The

sea-icas assumedo havea salinity of 3.2 g/kg
averagaliameterof theicefloes

.Lateralmeltingdepend®n a specifiedvalueof the

hichis keptto the defaultvalueof 300m.

2.2 Model input data
2.2.1 Atmospheric forcing

The model is forced at the surface using the CGRF product 8002 (2003 for some other runs) to
2009. This product consists of a series of re-forecastgusiailable historical operational analyses
from the Canadian Meteorological Centre of Environmentackn As such, it is not a true reanal-
ysis as other centres produce. However, because it usedothe €anadian Numerical Weather
Prediction (NWP) model (last updated in 2011), it provide®asistent set of global forecasts at
higher resolution (nominally 33 km at BR) than typical renanalyses. The only source of varia-
tion in the quality of the reforecasts is the quality of théiah state (the analysis), which varies
during the historical period with the assimilation methodl aszolume of observations used. The
resolution offered by this product allows for better resioln of mesoscale atmospheric features.
The short and long wave radiation fields however require stawel of correction as the NWP
model is unable to simulate with sufficient accuracy the meadlouds. A climatological correc-
tion based on the month of interest but also on the forecast isoderived from the GEWEX
(https://eosweb.larc.nasa.gov/project/srb/srb_jahldiation product.

The frequency of the forcing fields is set to 3 hours, using@427 of each CGRF initiated at
00 UTC. CGRF is provided on 10-m wind and 2-m thermodynamvelg Those are not true "prog-
nostic" model levels but since conventions and model oulpstiminatiordisseminatiorrequires
these levels, a "diagnostic" procedure is used to derivatdies there. The first prognostic level for
wind and temperature in CGRF is in fact approximately at 4@mad, quantities at this level are also
available and are thought to be less dependent on assiddatéace conditions and approximations
made during the diagnostic procedure. We have therefore theeproduct at this level as input to
the CORE air-sea exchange bulk formulae and the equivale@tCE. The only limitation to this
approach is in LIM2, where input atmospheric conditionse®umed at 10 m with pre-set constant
neutral coefficients, causing an over-estimation of wittdss by approximately 20% to 50% (the

same overestimation problem likely affects the calcutatibturbulent heat exchanges.)


https://eosweb.larc.nasa.gov/project/srb/srb_table

2.2.2 Bathymetry, initial and lateral boundary conditions

The bathymetry used in the CREG12 configuration is taken frahused in the ORCA12-T321 run
of Mercator-Océan. Itis based on ETOPO2 (http://www.nlgdaa.gov/mgg/globzll, Amante and EaLins,
). The minimum depth is set at 20 m.

230 Two sets of initial ocean conditions (comprising 3D velmst temperature, salinity and sea sur-
face height) have been used. Firstly a reanalysis produddRY S2v1 I2) is used.
This covers the satellite-altimetry and ARGO period (1283:0), with assimilation of both of these
datasets in the reanalysis as well as other in-situ dataekemwe found that, although the assim-
ilation of observations leads to a remarkable agreemehteiservations at lower latitudes, GLO-

235 RYS2v1 suffers from serious departures relative to obsensand to the Polar Science Center Hy-
drographic Climatology (PHC, http://psc.apl.washingéalu/nonwp_projects/PHC/Climatology.html)
in the Arctict. The second set of initial conditions used is simply derifrech the ORCA12-T321
run of Mercator-Océan, which has better hydrographic ptagein the Arctic Ocean but is not as
accurate as GLORYS2v1 at lower latitudes.

240 Sea ice initial conditions are taken from the same initialditon product, that is either GLO-
RYS2v1 or ORCA12-T321, which use the mono-category LIM2 eio@he ice concentration and
ice thickness of these products are applied to the correlspgice category in CICE, the other cate-
gories remaining empty. It then takes several month of sitiaris before a realistic ice distribution
can be recovered. An initial spread among several categmoeld therefore be more realistic. For

245 snow, the ice category that receives the ice volume alsavescéhe snow volume present in the
initial conditions.

Along the lateral open boundaries, time-evolving monttdpditions (comprising 3D velocities,
temperature and salinity from 2002 to 2009) are taken froenstime products as the initial con-
ditions. More specifically, a clamped velocity conditiorsgecified (hence lateral transport) and a

250 radiation scheme following the advective characteristiagplied for temperature and salinity com-
bined with restoring to input values. The restoring timeSglays when radiating outward and 1 day

when inward. A closed wall boundary condition is appliedea &e in LIM2 and CICE.

Theriver freshwatedischargevastakenasin T321from themonthlyclimatologyof/Dai and Trgnberlh
) No attemptwasmadein thesehindcastdo investigataheimpactof theinterannualariation

255 of Arctic river or glacialdischargewhich wasleft to afuture study.

2.3 Validatien-Verification package

Validation-Evaluationof the system is performed by comparing model outputs witaocobser-
vations. Additionally, the model outputs are compared witier model estimates and with clima-

1Among other poor characteristics, the doming of sea surfaighhia the Beaufort Sea is absent and the Atlantic layer
apparently spreads anti-cyclonically instead of cyclalyc This is in apparent contrast to studies done using GYOR
which were more successful, such am 2011)
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tologies. During the development phase, with the modelinghim hindcast mode, thigalidation
evaluationprovides an assessment of the improvements introducedeaith change to the model
configuration. Once the forecast system is operationalvdhdatienverificationpackage will pro-
vide an assessment of forecast accuracy.

The CONCEPTSralidationevaluationstrategy defines a set of model output fields, a database
of ocean observations from both in-situ and remote sensiegsnorements, and a suite of metrics
for comparing the two. This approach has been designed é0CREG12 configuration, but was
developed in such a way that it can easily be transferrediterdONCEPTS systems. The key
model outputs foralidationevaluationare sea surface height, ocean temperature, salinity and ve-
locity, and sea ice thickness, concentration and velogitiditional derived output fields include
transports through sections, freshwater content and miaget depth. The observation database
incorporates measurements included in existing globabdestes, combined with data from indi-
vidual observation missions. These include missions usévg technologies developed to provide
measurements in the ice-covered regions of the Arctic. Tdeaim observation database includes
traditional ship-deployed and moored in-situ measuremehtemperature, salinity and velocity,
together with measurements from ARGO drifting profilerg;iethered profilers, gliders, mammal-
mounted instruments and satellite remote sensing. Theceseabservations include thickness and
drift measurements from ice mass balance buoys and upwakilhp sonar together with remote

sensing from aircraft- and satellite-mounted instruments

3 Model simulations andvalidatienevaluation
3.1 Simulations

Five hindcast simulations, HO1 to HO5, are carried out dagethe years 2003 to 2009, and these
are briefly described in Tab[é 1. LIM2 is used in HO1 and H02i &hCE in HO3 and higher. HO1
is initialized from GLORYS2v1, which is found less reliaigan ORCA12-T321 in the Arctic
Ocean, our focus region. Hence HO02 and higher are startezhohérom ORCA12-T321. Changes
related to air-ice and ocean-ice drags bas@ {2Cere incrementally implemented in
HO3 to HO5. Parameters are defined in Sediion P.1.5. Henceusi®2 for instance a lower ocean-
ice drag coefficient relative to HO5 (approximately halfheTtreatment of the air-ice stress is also
noteworthily different in HO2 as explained in Section 2, 2dd therefore the magnitude of the stress
is over-estimated relative to HOBor theinterestof the readerwe alsonotethatthe latesthindcast

HO5 hasbeenusedin a study of the role of eddy-inducedransportof heatand buoyancyin the

LabradorSea(Saenko et AI[ 20]151)
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3.2 Hydrography and circulation validatienevaluation

The focus of theralidatiorevaluationis the most-recent model run, HO5, but there are some brief
comparisons with the earlier HO2, which incorporates thl2 ice model rather than the CICE
model. In this sense and in spite of other differences, H#eslosest simulation to the ORCA12-
T321 run. Most of the comparisons presented here are for gamrields for the period 2003—2009
with additional discussions on time variability.

3.2.1 Sea surface height

Satellite altimeters provide a continuous record of sefasarheight (SSH) anomalies since 1993
M‘@Mﬂm- Figure[3 shows the mean (top), standard de-
viation (middle) and skewness (bottom) of SSH for the Nortta#tic for the period 2003-2009
from the model hindcast HO5 (left panels) and from the dtgelecord. The altimeter estimates
of the standard deviation and skewness are produced usengriided 1/4 SSH anomaly prod-
uct distributed by Archiving, Validation and Interpretatiof Satellite Oceanographic data (AVISO,
http://www.aviso.oceanobs.com/en/data/productsliamnyiproducts/mss/index.html). The mean al-
timeter SSH is the sum of the 2003—2009 SSH anomalies andNEESECLS09 Mean Dynamic
Topography (MDT@I@D.

The mean SSH fields from the model and altimeter record agesierilar. The sharp gradient of
the Gulf Stream can be seen in both, leaving the coast of Martérica around 38N, and following
a similar path eastwards. The high SSH of the subtropica gsn be seen to the south of the Gulf
Stream, and the low SSH of the subpolar gyre to the north. Tdaehestimate shows some sharper
gradients, for example along the Labrador coast, but tHikefy because of the higher horizontal
resolution of the model (1/22 compared with the resolution of the altimeter product {()L/4

The spatial distribution of the magnitude of SSH variapiliepresented by the standard deviation
plots, shows good agreement between the model and the @timeasurements. The altimeter data
shows in general though a broader structure of medium valussndard deviation to the south of
Gulf Stream whereas that of the model shows medium valueseéixtg along the path of the North
Atlantic Current.

Positive and negative skewness corresponds to the meagadéa free jet such as the Gulf Stream

or the variability caused by warm- and cold-core edcii_e_s_(mmnn_ammem_iWLLLQbG). Typically,
the zero contour of skewness separating strong regionsgatine and positive skewness is a good
indicator of the centre position of the mean currents. Them@gain good agreement between the
model and the altimeter record in terms of the distributibisi@wness for the Gulf Stream area,
with the zero contour of the model being positioned sligintigre to the north. A broad region of
negative skewness in the model is also clearly visible inntiiet to eastern Atlantic Ocean which

is not seen in the altimeter data. The interpretation ofighimore difficult, except to note that the

10
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model must be producing more intense cyclonic than anticyicldeviations in this region. Finally,
the zero contour helps to define the position of the Azoresedtyrwhich is well reproduced in the
model in general but with perhaps a slightly more intenseramtbwer jet.

Most of the satellite altimeters that contribute to the A®I&cord are unable to produce useful
estimates of SSH in the Arctic, either because their orluitsat extend far enough north or because
sea ice prevents the altimeter signal reaching the seacsuﬁbweveLEa.me.lLe.t.lall_(ZdlZ) used
measurements from the ICESat and Envisat satellite missiocreate an Arctic MDT for the period
from 2003 to 2009, corresponding with the period of the haslicT his resolvesthe large (basin)
scalefeaturesof the MDT, althoughit is unableto resolvesmall-scaldeatures Figure[4 shows the
mean Arctic SSH from HO5 and the MDT|Q_f_Ea.LLe_lLe} MOlZ)eWe is good agreement between
the two estimates, both in terms of the patterns of SSH an&8té gradients. For example HO5

shows a cross-Arctic sea level difference, from the highhef Beaufort Gyre to the low north of
Spitzbergen, of approximately 60 cm compared with a diffeesof about 65 cm in the MDT of

2 Mﬁﬂd.MﬂEL)ljﬁdll) similarly U§ESat data (winter only) to estimate
the MDT of the Arctic, including its variability. The intenaual variability of mean SSH in HO5 (not
shown here) compares well with their estimates, partigularthe Canada Basin.

3.2.2 Surface circulation

Figure[B compares the meaear-surfaceurrentspeeddor2003-2009%currentspeeddrom hind-

cast HO5 to a 1/2resolution climatology derived froraurfacenear-surfacealrifter velocity esti-

mates |(Lumpkin and Jthglcln, 2b13)

abletoprovideaninereasedevelof-detail-Fhemodel speedsat 15 m depth(correspondingvith
the depth of the drifter drogues)were averagedfor the period 2003—-2009and regriddedat the
samel/2° resolutionas the climatology. The drifter estimatesypically have an estimatederror

lessthan3 cms™! in thedeepNorth Atlantic. The generalagreemenbetweerthe modelanddrifter
climatologyis good; for example the estimates of the speed and the position of the Gulf Stream

and the North Atlantic Currerirein-goodagreemergppearsimilar. On the north flank of the Gulf
Stream, a weak but persistent branching is clearly visiblgoth plots, east of 70V, although that

of the model detaches from and rejoins the Gulf Stream a titth early. This secondary current sys-
tem is likely related to the Slope Water Current describéﬂiﬂkan_e_t_ai.[(l&d% aAﬂ_D_up_in_e_tI al.
). The East and West Greenland currents, and the Lat€agrent, contain more details in the

model than can be captured by the drifter resolution, busémparation of coastal and shelf jets is in

good agreement with other observations (Ji.g.._l:ljgginﬁ_ald ,&Ql}l). Again, the path of the Azores

Current is visible in both model and observations.
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3.2.3 Temperature and salinity

Quiality-controlled measurements of ocean temperaturesatfidity (TS) are available from the
global CORA3.4 database distributed #yOcean(MyOcean(www.myocear.eu). This database
includes measurements from ship-based surveys, moorimtytha drifting profilers of the ARGO
network. In the Arctic there are relatively few observaiatompared with other ocean basins.
Whilst someebservationprogramsArctic observationprogrammeshave been incorporated into
the CORAS3.4 database, others are not yet included. We hadertaken a search of data avail-
able from allpregramprogrammesand combined them with the CORA3.4 observations where
they are missing. These observatigmgramsprogrammesnclude the Beaufort Gyre Exploration
Project (BGEP, http://www.whoi.edu/page.do?pid=66296¢ Ice—Tethered Profiler project (ITP,
http://www.whoi.edu/page.do?pid=20756), the CanadiasiBObservational System (CABOS, http://nabos.iarcedafindex.phy
the Switchyard project (http://psc.apl.washington.seditchyard/overview.html), the North Pole En-
vironmental Observatory (NPED, http://psc.apl.wasiingtdu/northpole/), and monitori S

programmesn Davis Strait fe. 13), Barrow Strai'g(l.
Fram Strait (e.g @08).

Figure[® shows the mean TS bias for hindcast HO5 for the p@G68-2009. Model values are ex-
tracted at the same time and location as observations, armas is calculated as the model estimate

minus the observation. The biases are averaged in 1 degiembthe top 200 m, and between 200 m
and 500 m depth. These intervals are chosen to quantify tiresugface (including shelf) and inter-
mediate depth anomaligdgeasuremenrgrrorsarenegligible(typically +0.01°C for temperature and
+0.01 for salinity e.gl, Talley et lalel oweverthemodeloutputis grid-cell averagedvhereas
the observationsre point measurementhat will be subjectto additionalvariability. Accordingly,

we consideraveragediasegatherthancomparisonsvith individual measurements.

Over large areas of both the North Atlantic and the Arcticaotsethe average temperature biases
are less than-1°C and the salinity biases are less thad.5PSU However, a warm and salty bias
is seen in the central North Atlantic and in the currents fbah the subpolar gyre. This bias is
strongest in the surface layers, averaging more thi@&hahd 0.75PSUYin some places, and extends
into the Iceland and Norwegian seas. The temperature biesdx southwards along the path of
the Gulf Stream, particularly in the surface layers. A calastalso extends from the north side of
the Gulf Stream toward the coast of the US and Canada. Thetgdlias is largest in the Labrador

Current. A salty bias is seen in the upper layers of the Bea@®®a, extending along the coast of
Canada toward Fram Strait (see also Sedfion B.ZdpvershConversely the waters in the centre
of the Greenland-Iceland-Norwegian Seas are colder asddre

oceanographic interest (the subtropical and subpolasgifie Beaufort Gyre and the Nordic seas).
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These domains (except for the subtropical gyre) correspatidregions of relatively high tem-

perature or salinitpromaliesaveragediasesdentified in Figuré bFor eachdomainall available
observationsvere averagedo give single temperatureand salinity profiles. Model outputsat the

ggggyg.Z)andfrom the Polar ScienceCenterHydrographicClimatology (PHC).
Theseweresimilarly averagedacrosseachdomainto give singletemperaturendsalinity profiles

for eachproductin eachdomain.
The profiles for the subtropical gyre domain (box d) show that model does a good job of

representing both temperature and salinity, althoughdpetean layers are too fresh by- @54
In the subpolar gyre domain (box c) the model bias in salisityositive, with a maximum of less
than 0.5PSYaround 100 m depth. The warm bias has a maximum of arov@dRa similar depth.
In the Greenland and Norwegian seas (box b), thegefissh and cold bias, restricted to the top
100 m of the ocean. In the Beaufort Sea (box a) the temperhtases arerery-small (less than
0.5°C), but the profile shows the bias to be cold in the Atlanticewdayer (around 500 m depth)
and near the surface, and slightly warm in the Pacific wayarléaround 150 m dept al.,
). The vertical temperature structure is not well rdpoed by the model. This suggests that
there may be problems with the transport and transformati®acific waters in the model, and this
is an area for further investigation. We can only tell at gfo@t that Pacific water signature weakens
with time in HO5 (not shown). A salty bias in the Beaufort Seaédstricted to the upper 75 m of
the water column. Note that GLORYS2v3 and PHC are in goodesgeat for temperature but both
departsignificantlyconsiderablyfrom the observations in this area.

Examining the Beaufort Sea salinity bias in a little moreadefFigure[8 shows the mean liquid
freshwater content equivalent depth for the Arctic from @8 from PHC. The freshwater content

is calculated using the method describeh in Proshutinsmj M), with a reference salinity of

34.8. There is good agreement in terms of the distributidigofd freshwater, with the greatest con-

centration in the Beaufort Gyre, but the total modelledHvester content in the gyre is greater thanin
the climatology. This is likely because the PHC does notripoate observations beyond 1998 and

therefore does not reflect the recent increase in freshwatdgent estimated i tal.
). In order to investigate whethteserecentvariationsarethis increaseis reproduced in

the different simulations, weomparehetotalmodelledaveragehe total monthly modelledliquid
freshwatercontentover a pre-definedegionof the BeaufortGyre. We comparethe modelledtotals
(HO2, HO5 and ORCA12-T32 j , j

the summerestimateover the sameregion basedon observanonadata({ELo_s_huans_kLe_t_{L L_Zng
and updates by pers. comm. of A. Proshutinsky, 2013) in E§uBecausehe modelledtotalsare
lottedasmonthlyvalues theyexhibit a seasonatyclethatthe observedstimatebasecbn summer

campaigngannot. The estimateuncertaintyis about9%. The two CREG12-based hindcasts repro-
duce fairly realistically the observed increase in fresiewaontent (although tapering by the end
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of the simulation period) whereas the ORCA12-T321 consémivsexhibitsno such increase. We
partly attribute this discrepancy to differences in atniasjc forcing products used in our hindcasts
and ORCA12-T321. The fact that HO5 shows a slightly pooreeagent with the observed fresh-
water estimates than HO2 by the end of the simulation is duleetaveaker Ekman pumping in the
Beaufort Gyre, the latter explained by the smaller rougbmes! associated ice-air drag as described
in Sectiof 2,16 and Tablé 1. This will be illustrated fromiffedent point of view in Sectiof 3.3]2.

3.2.4 Sections across Fram Strait and Davis Strait

Arrays of moorings have been deployed across the main pgghiiwaexchange of water between the
Arctic and Atlantic, for example in Fram StrfJ.il_(_S_c_hau_e_LIfL @_0_4&) and in Davis Stramm.,
). FigureE10 anfJL1 show a comparison of mean tempeyatlinity and velocitestimated

from theseobservations with corresponding estimates from hindc@8tfdr Fram Strait and Davis
Strait respectively. The Fram Strait mooring observatmmer the period 2005-2009, and the Davis
Strait moorings cover 2004—-2009, although not all instmimevere deployed for the whole pe-

riod. For eachinstrumentall availableobservationsre averagedThe outputfrom hindcastH05 is
averagedor the correspondindimesfor eachinstrument.The contributionof measuremenrgrrors

and mesoscalevariability is negligible becauseof instrumentcalibrationand averaging.However
samplinguncertaintymay be an issuein the central sectionsof the straits where the moorings

are spacedfurther apart,especiallyin Fram Strait wherethereis a recirculationwithin the Strait
hauer et al., 2004)
Overall there isrery-good agreement between the model and observations in Fraih $he

large velocity of the northward-flowing West Spitzbergen@nt and the southward-flowing East
Greenland Current are very similar in magnitude and looatiedthe., Thetemperature and salin-

ity structureof the two currentsis broadl|
similar, althoughthe modelshowsa cold biasin the centralchannelandthe modelled northward-

flowing water close to Spitzbergenadittle saltier than observedise-theThe observations show
a weaker northward flow |n branch of the West Spitzbergemedtiin the central channel, as de-
scribed b 04) but this is absent in thalaiion. This may explaiathecold bias
in the modelled near-surface waters in the centre of thé.stra

In Davis Strait the observed and modelled temperaturesayedad agreement. The salinity fields
are also generally good, and the veloeitgximumsmaximaof the northward-flowing West Green-
land Current and the southward-flowing Baffin Island Cur(&hC) are similar in magnitude. How-
ever, the northward-flowing water on the Greenland shelfitd@too salty, likely related to the salty
bias in the subpolar gyre described earlier, and the BICspldted further offshore in the model.
There does not seem to be a strong temperature or salingtyrbibe Arctic outflows through either
Fram Strait or Davis Strait, suggesting that this is not th&se of the biases seen in the Atlantic

and discussed in the previous section.
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The mean net liquid volume transport for 2003—2009 in histé&#5 for Fram Strait is 2.7 Sv
(1Svis 10 m3s~!) toward the south, compared with an observational estinf@e2.7 Sv
). For Davis Strait the model mean liquid volume tramsigdL.9 Sv toward the south, compared
i

with an observed 1:60.5 Sv I

associatedvith interpolationbetweermmooringlocationsratherthanmeasuremerdrrors(see, for ex-

3Y.helargeobservationalincertaintiesregenerall

ampleI_EahLbagh_eﬂalL,chQ;)
3.3 Sea-iceralidationevaluation

3.3.1 Ice concentration, thickness and volume

Estimates of the total icareaextent(whereice concentrations higherthan 15%) have been de-
rived from satellite products at the National Snow and IcéaD@enter (NSIDI.,
1996, updated 20b8), filling the North Pole data hole with 9&8concentratiorice extentis amore
robustmetricthanice areain summerasthelatteris biaseddueto meltpondsdetectedisopenwater
with errorson averagearound10% ngomisg et gJILM?):omparing HO2 and HO5, the implemen-
tation of CICE in HO5 is beneficial in terms bétterreproducing the seasonal cycle (Figuré 12, top
panel). Thenulti-ice-categenice thicknesglistributionallows for larger rates of melting and growth
in the small ice thickness categories, thus enhancing tsosal cycle of icereaextentand bringing

it closer to observationg:
differentDuethe missingNorth PacificOceann the CREG12hindeastandORCAL2-F321which
impaetsthe-Ekmanconvergencan-theice-everthe BeaufortGyredomain, the maximumwinter
extentin thehindcastsioesnotreproduceheNSIDC estimatevhich coversall northernhemisphere

to easedataexchangeindcomparisonORCA12-T321wasprovidedtoo on the CREG12grid). In
terms of interannual variability, looking at Septemberaee@xtent(FigurelLd, bottompanel) HO5

ice loss is faster than HO2 at the beginning of the simulg2®03-2005)krirgingtheiceareactoser
to-ebservationindicatinganinitial imbalancean thermodynamicsiainly in HO5 which necessitates
closeto two yearsto be resolved After this, the total ice extentin HO5 stayscloseto the observed

estimatebetween 2005 and009(FigureflZbottompanel)-2009.HO5 September icareaextent
then starts to depart from observations after 2010 due taamalous accumulation of ice in the

Beaufort GyreandretreatelsewhereHO2 and T321 have a too large Septemberassabutthe
decreasingxtentbut the negativetrend is in general closer to observations than in HO5. Tais ¢
be related to the fact that both HO2 and ORCA12-T321 are iteb#termodynamic balance with
the initial condition, which itself is derived from a simtilzn using LIM2, than HO5 which goes
through a two-yeaadjusemenadjustmenperiod. The 2007 minimum is well reproduced by HO5 in
terms of total icearea@xtent although the regional structure shows differences frogrothservations
(Figure[I3B). The ice concentration in Beaufort and Chuke&dsSis a little too high and that in the
tongue of ice connecting the central pack along the Sevardaynlya Archipelago to the mainland
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is somewhat too low. The ORCA12-T321 and HO2 ice concenmdields are very similar in spatial
structure, with T321 showing a sharper transition at thepmek edge. They both overestimate the
ice concentration in the Beaufort Sea and in the East Sibegator, in agreement with the total ice
areaextentresults.

In-situ ice thickness observations are available from abemof different sources. Ice mass bal-
ance buoys (e.gL_EQIa.shgnsKi_ét[a.lu_JZOﬂ) drift with tlee moeasuring the evolution of the ice
thicknesswith 10.01 m precision.For practicalreasonsthe deploymentsare generallyin areas

multi-yearice is the mostrepresentativaéype in this area.Sub-samplings howeverstill anissue
andwe thereforeconcentrat®n the large structuresFigure[1# shows the mean difference between

the model sea ice thickness and the measured thickaessageebverthe durationof-the-model
runs For eachobservationthe modelthicknessat the sametime and locationis obtained,anda

bias calculated.Biasesare binnedinto boxesapproximatelyl00 km square,and averaged HO5,
which uses the CICE ice model, clearly produces a resuleclmsobservations than H02, which

uses LIM2, but the ice in the Beaufort Gyre is still too thitkpward-Looking Sonars (ULS) have
been deployed on a number of subsurface moorings, providgigfrequency measurement of the
ice draft from beneath. This data can be used to produce amatstof the thickness distribution

at the mooring locatiomvith an accuracyof +0.1 m ({KmLo_k_e_t_a.MZO_Qh) which can be compared
with the ice thickness distribution from the CICE model. Urig{I% compares the estimates from

HO5 with observations at one of the BGEP moorings (http:tmahoi.edu/beaufortgyre/data) and
at the NPEO mooring (http://psc.apl.washington.eduh]mie/,l_MQLLs_Qn_el_AlL_ZO_bZ). The model
reproduces the thickness distribution at both sites quék, wlthough it tends to overestimate the

thicker ice categories in the Beaufort Gyre and underestith@m near the North Pol€onversely,

it canbe notedthat thinner categoriesare underestimatedh the BeaufortGyre but overestimated

nearthepole.
The spatial structure of the ice mean thickness (local totabolume divided by total ice concen-
tration) is also compared to estimates from the ICESat oni .9 Theuncertaint

associatedvith the ICESatestimatecan be aslarge as 0.5 m. Thus, we only concentrateon the

broadpatterns Figure[16 shows that ORCA12-T321 and HO2 (both of which udé2)loveresti-

mate thickness over a large area. The mean ice thicknessiiskdser to the ICESat observations,
but there is a region of overestimated thickness in the Reta@yre and an underestimation else-
where which is consistent with our findings from the ice masdance and ULS measurements, and

also with results @15).

Finally, the domain total ice volume of the different modetslations is compared to the estimate

of the data-assimilative model PIOMAE_@@g_md_Rot_I'Irm;L). This model ice volume com-
pares well with estimates from ICESat and CryoSEIZ_(LaXQIIJ AEQLLJS) and is therefore deemed
a reasonable reference. The error bars are not known bud beulip to 25%. The seasonal cycle
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(Figure[17, top panel) for HO5 is very close to the PIOMAS ealand a clear improvement over
HO02 and ORCA12-T321. The September values (Fifute 17, igpanel) emphasize the discrep-
ancy between the different hindcasts: HO5 is close to PIONtASiagnitude and tren¢although
with amonthlag), while ORCA12-T321 and HO2 do not have a clear trend and theneis over-
estimated by 50 to 100%. This volume overestimation in ORZA3R21 and HO2 is consistent with
the findings from in-situ and satellite thickness measurémeere too, the different drag coeffi-
cients partially explained the convergence and accunaulati ice in the Beaufort Gyre. The higher
ice-ocean drag and the lower air-ice drag in HO5 both corteduce the ice velocity and therefore
the Ekman convergence there, relative to HO2.

The modification to the surface ice roughness between HOH&3adhas a positive impact, im-
proving the absolute value and trend in the volume (not shoowever, although the total volume
of HO5 is very much on par with estimates from PIOMAS, thisamals regional errors such as an
overestimation of ice thickness in the Beaufort Gyre thatewiscussed earlier. The source of these
errors in the Beaufort Gyre is likely related to the ice duiittern, discussed in the following section.

3.3.2 Ice drift

Ice drifts for March 2003-2008 are compared to satelliteveses fron'L Fowler et $I|._(;Q|13) (source:
NSIDC) in Figure[IBat 25 km resolutionand observations from ice buoys deployed as part of
the International Arctic Buoy Program (IABP; http://iaBpl.washington.edu/). One can see the
improvement from hindcast HO2 to HO5 as the ice-water andtaidrags are adjusted following
a semi-objective approac 015). However, ¢kedrift in HOS is still overestimated.
In the ORCA12-T321 solution, the air-ice drag is slightlycEased and actually yields the best
modelled velocity fieldsFhisis-alseevidentiromtheGiventhesimilarity in ice circulationbetween
the different products a simple metric is now consideredihe averagedce drift bias caleutated
relative to the IABP buoysverthe 2003-2009eriod(Figure[19). The Pathfinder gridded estimates
({EOJMﬂLe_t_aJ.I_ZQ]J3) are the closest to buoy drifts, folldvly ORCA12-T321 and HO5. The HO5
bias is close to that of ORCA12-T321 but starts to deviateia P006H02 hasthe largestbias.

This evidence suggests that Ekman transport is still a¢dtiogstrongly in HO5, driving a con-

vergence of ice anghaintairanrea@ccumulatiorof multi-year ice in the Beaufort Gyre. An obvious
reasoning is that the air-ice stress is too large (eithertdueotargestrongwinds or/and drag co-

efficient), driving the ice too fast. However, the CGRF soefavinds tend to show a weak negative
bias compared to observations at Ice Station Tara (not shdwais is in contrast to some reanalysis

products compared IJ);Ll&ka.S.QDAtLaL&OlZ) such as ERAMMNieover, the surface ice roughness
lengthscale in CGRF is actually smaller that the one usedRA-ENT. Hence the air-ice stress is

less likely to be overestimated. On the other hand, the fvatdr content increase during the period
2003-2009 in HO5 is slightly weaker than observed (Figliravich suggests the opposite, that is,

17


http://iabp.apl.washington.edu/

580

585

590

595

600

605

610

the convergence of freshwater due to Ekman transport aetiogthe ocean may be underestimated.
This issue needs to be further studied. Some mechanismaigixygl variations in the Arctic fresh-
water content caused by dependencies on model parame&ealsarassessed@ @015).
Preliminary results point to deficiencies in the verticakimj scheme used in HOZ% (- ¢) in the
Arctic upper ocean which would explain the overly strongdcé in the Beaufort Gyre by underes-
timating the shallow convection under the ice.

Additionally, we note that the lack of landfast ice paranzetion may explain the over-estimation
of the ice drift in all model runs in the East Siberian, Lapten Kara Seas in Fif. 118.

4 Conclusions

The development of a high resolution ice-ocean modellirggesy is a challenging task that requires
a team effort. In CONCEPTS this is achieved by collaboratiamong different Canadian gov-
ernment departments and international collaborators asdfiercator Océan. The CREG12-based
system consists of state-of-the-art ocean and sea-icelspad@mprehensiveatidationverification
package, and a data assimilation capability under devedoprBefore proposing the system for op-
erational implementation, the capability of the ice-oceardel to produce high-quality hindcasts
must be demonstrated. Hence, the present approach of mgduseries of hindcasts and by identi-
fying deficiencies, helps in deciding which aspects of thsteay need to be improved. For instance,
the upper ocean physics and more accurate initializatitasfegopear as areas of particular concern.

Each multi-year hindcast, driven by the high-resolutionREXorcing, shows incremental im-
provements with changes to the initial and boundary comkti the lateral friction schemes, tur-
bulent mixing parametrizations, and finally the change afise model from LIM2 to CICE. The
validationverificationpackage includes a variety of ocean and sea-ice obsersatiatemonstrates
the capability of the model in hindcasting the mean, vareared skewness of the SSH, the position
and strength of the surface circulation.

In terms of temperature-salinity distributions, the @itonditions (however accurate or poor they
can be) still imprint the results after 8 years and therefumlg variations in the upper ocean can be
analyzed. From this point of view, thke— e mixing scheme seems adequate in the north Atlantic but
likely underestimates the shallow convection below thesice this may explain the degradation of
some of the upper ocean water masses of the Arctic Ocean subke ®acific Layer. Nonetheless,
the freshwater content in the Beaufort Sea and its inte@nrasiations are well reproduced by the
model, including the seasonal and interannual variatidriseArctic sea-iceareaextentand total
volume. The Fram Strait long term averages were in genertlregroduced by the model, with
the exception that the model misses the offshore extengidreaorthward flowing branch of the
Spitzbergen current, which leads to a small but stifhificantimportantloss of Atlantic inflow into
the Arctic. The Davis Strait resulshiewsshowthat the model has a northward Western Greenland
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Current flowing a little too far north and a too strong soutlthvBaffin Current, the net being too
much Arctic southward flow, while the modelled structureesigrally accurate.

The model reproduces the major patterns of sea-ice drifihauintensity is too strong, especially
in the Beaufort Gyre. This is correlated to too thick ice ie Beaufort Sea (and too thin over the
pole) which points to an overestimated Ekman transporténuiper ocean but needs to be further
investigated. Preliminary results suggest —again— defi@s of thek — ¢ mixing scheme during
winter convection. The change from LIM2 to CICE was beneficiderms of thermodynamics as
the seasonal cycle of total iggeaextentand volume is more pronounced and closer to observa-
tions and qualified modelled estimates, but other diffeesrimetween the two, such as the ice drift
intensity and ice convergence in the Beaufort Gyre aregéltt differences in the drag coefficients.
No effort was made for instance to improve LIM2 wind and odeatress over ice, contrary to

. 5)We noted someobviousdifferencesbetweenH02 and T321. For instance the

freshwatercontentof the BeaufortSeain T321 doesnot reproducehe observedncreasenvhereas
HO02 does.However, T321 hasa more reasonableatternof ice thicknessandits March ice drift

is the closestto observationsThesedifferencescould point to differencesin atmospheridorcing,

althoughwe cannotexcludeothermodelerrorssuchasthe notedoverestimatiorof the air-ice stress

in HO2 (i.e., too strongEkmantransporandpumping)andpossiblytoo strongvertical mixing in all
Finally, different advances in ice modelling and ice-oceaupling are of interest to this project.
First, although not critical for the type eblidationevaluationdone here, there is a strong incentive

({Hle_e_lHZQ_O_LI_Qa.mmn_el_iliLZQH&_G_nﬁle_s_eJ la.L_Zbll) iovimg to a more exact “embedded" sea-

ice representation in the ocean water column (ice loadifecgfvolume exchange, true salt flux,

implicit momentum coupling between ice and ocean) with fidssmpacts in shallow channels
where ice pressure ridges could restrain the passage of waderneath. This will be tested in the

upcoming future. Second, a landfast ice parametrizahsmﬁkux_e_t_all.l_Zle'Lb) should improve

the representation of ice dynamics over the shelves, edjyeon the Siberian side, and we are

hopeful for results in the very near future in this area ad.wailird, two-way coupling between the
wave field, the ocean and the ice are in progrl(iSS_CDum_QDL b&ili) and are expected to improve
substantially the upper ocean response (with the additi@takes currents and induced mixing),

the representation of the ice in the marginal ice zone, apddwing the wave field in general.
Additionally, promising advances in the parametrizatibfoom drag kTsamadgs et ell., 2(})14) be-

tween ice-air and sea-ice, and rheoI(JgLasa.ma.d_o_sl ) 2(@ed to be implemented and tested,

although for the latter, it is not clear how beneficial thisvmeology can be at high resolution —
which is true of any existing rheology for that matter. The thatter advances are already available
in CICES lTurngr and Hunua, 2d14). We also plan to move to NEW@sion 3.6 in the upcoming

2Notethatthe backgroundliffusivity valueusedin our hindcastss tenfolds the onerecommendetby|Zhang and Steele
)

19



future, which will offer support for coupling to CICES. Wesdfinally hopeful to increase the vertical

resolution of the ocean component to 75 levels with a limR%6 m thick layers in the deep ocean,

instead of the present 450 m limit. This would put us on pah WIRAKKAR and Mercator-Océan’s
650 latest standardssedin research
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_ lateral ice turbulence
experiment name boundary notes
- dyn.BC | model scheme
conditions
) ) Started in 19990101. Air-ice drag of
ORCA12-T321 Levitus free-slip LIM2 TKE 3., )
1.5 x 107 °; ice-ocean drag of.0 x 10~
. Started in 20020101. Air-ice drag of
HO1 GLORYS2v1 no-slip LIM2 TKE )
1.63 x 10~%; same ice-ocean drag
HO2 ORCA12-T321| free-slip LIM2 TKE Started in 20030101
Started in 20030101, reduced Bering flow
) mean 0.8 Sv. Top ice roughness of
HO3 ORCA12-T321| free-slip | CICE k—e .
5.0 x 10~ "m; icea-ocean drag of
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Increased ice-ocean drag relative to HO3 {
HO4 ORCA12-T321| free-slip | CICE k—e 2.32 x 10~2 corresponding to a bottom icg
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) HO04 with ice surface roughness as in CGR
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[o

Table 1. Summary description of the different hindcasts produced to date. Bagagven in YYYYMMDD format.



Resolution (km)

Figure 1. CREG12 domain and horizontal resolution (in km). The 3000 m contotlveofnodelled bathymetry

is overlaid.
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Figure 2. First Rossby radius of deformation (left, in km) and Rossby radiusivelto the local resolution in
log 2 (right). Grossly speaking, the right panel shows where modeldg-eesolving (values above 1, that is
2 model points to resolve a baroclinic eddy), eddy-permitting (betweerdQL} or does not resolved eddies

(values below 0.)
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Altimeter

Figure 3. The mean (top), standard deviation (middle) and skewness (bottod stisface height (in m) in the

satellitealtimetermeasurementeft) andérom satellitealtimeter

S

North Atlantic from
measurementhe modelhindcastH05 (right) for the period 2003-2009.
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Figure 4. (Left) Medeled-The estimatedArctic meandynamic topographyfor the period 2003-2009,as
Wm. 2)(Right) Modelledsea surface height (in m) in the Arctic for the period 2003—

reproducedrom-.
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30°W 0 0.5

Figure 5. Mean current speed at 15 m depth, (top) from a drifter climatology(lbotiom) from hindcast HO5

averagedor the period 2003—2009.he modeloutputhasbeenregriddedto the samel/2° resolutionasthe
drifter climatology.
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Temperature bias, 0-200m Sallinity bias, 0-200m

Temperature bias, 200-500m

Figure 6. The mean model bias for temperature (left) and salinity right), calculaédeamodel hindcast HO5
estimate minus the observed value, averaged in 1 degree bins for theGop @fttop) and the 200-500 m
layer {ightbottom) for the period 2003-2009.
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Observations

Hindcast05
s GlOrys2v3

— — PHC
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Figure 7. Average temperature and salinity profiles within the boxes shown in the togh. pie mearebserved
valuesAll availableobservationgvithin eachbox duringtheperiod2003—-200%recemparedvith-average@nd
plotted.Correspondingrofiles from hindcast HO5, thelerys2v3GLORY S2v3ocean reanalysis, and the Polar
Science Center Hydrographic Climatology (PHC), calculated in eachlnasgeraging profiles at the same
times and locations as the observatigam® alsoshown The boxes represent (a) the Beaufort Sed; 78 N,
152-132W, (b) the Greenland and Norwegian seas,-76°N, 10°W-10°E, (c) the subpolar gyre, 3665°N,
50°-40°W, and (d) the subtropical gyre, 3810°N, 49°-41°W. Note the different scaling on the horizontal axis
for each panel.
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0 10 20

Figure 8. Mean liquid freshwater content (in m) from the PHC climatology (left) andfhindcast HO5 (right)
for the period 2003—-2009:he white regionsof the oceancorrespondo regionswheresalinity at any depthis

abovethe 34.8referencesalinity usedto computethe freswatercontent.
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Figure 9. Time series of the estimated liquid freshwater content, averaged overeheafd@t Gyre, from
Proshutinsky et all (2009) and updates (black with uncertainties overdaggley areandboundedby dashed
lines) compared with estimates from the ORCA12-T321 run from Mercatoa@¢8lue), and CREG12 hind-

casts HO2+#eegreen) and HO5 {ragenteed).
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Figure 10. The meanmedeledobservedhindeastH05-top), ebservednodelled(hindcastH05, middle) and
difference fredeledmodelledminus observed, bottom) temperature (left), salinity (middle) and northwa
velocity (right) in Fram Strait.
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Figure 11.As for Figure[10, but for Davis Strait.
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Figure 12.Monthly time series of total icareaextentin the Arctic obtained from satellite observations (black,
described as SMMR+SSM/I), the ORCA12 T321 run from Mercator @¢Blae), and CREG12 hindcasts H02
(green) and HO5 (red). The top panel shows all months, the bottoel gains only September from each year.
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Figure 13.Ice concentration for September 2007 from NSIDC, the ORCA12 T@&¥nom Mercator Océan
and CREG12 hindcasts HO2 and HO5.
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Hindcast02 Hindcast05

Figure 14. Difference (in m modelminusobservatioh between the sea ice thickness from hindcast HO2 (left)
and hindcast HO5 (right) and measurements from ice mass balange faudhe period 2003—-2009 averaged
across boxes measuring approximately 100km square.
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Figure 15. Average ice thickness distributions from ULS measurements (blue)iaddast HO5 (green) at the
Beaufort Gyre Exploration Project mooring A (top) and at the North EoMdronmental Observatory mooring
(bottom).
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Figure 16.The mean ice thickness (in m) for October-November 2007 from IGESd the difference between
ORCA12 T321 and CREG12 hindcasts H02 and HO5 and the ICESat estimate
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Figure 17.Monthly time series of total ice volume in the Arctic obtained from PIOMAS (k)athe ORCA12
T321 run from Mercator Océan (blue), and CREG12 hindcasts He2(yrand HO5 (red). The top panel shows
all months, the bottom panel retains only September from each year.
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Figure 18. Average ice velocity (in ms') for March 2003-2008 from NSIDC, the ORCA12 T321 run from
Mercator Océan, and CREG12 hindcasts HO2 and HO5.
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Figure 19. Monthly timeseries of average bias in monthly ice speed (im Mmselative to IABP buoys for
NSIDC (black dashed), the ORCA12 T321 run (blue), and CREG1Zhstd HO2 (green) and HO5 (red).
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