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The authors thank all referees for providing thorough reviews and thank top
editors for their efforts to improve this paper. Here, we offer a final point-by-point
response to both of the referees, follow by a list of all relevant changes and a marked-
up manuscript version.

1 Final response to Anonymous Referee 1

The authors thank the referee for providing a thorough review. We modified and
clarified the paper as suggested. Each item starts with the reviewer’s comment in
italics.

1.1 Major Comments

• The new model has the ability to resolve aerosol mixing state in great detail, but at a
significant computational cost. Thus the following two questions must be addressed.
What aspects of mixing state are important to capture in a model or simulation?
How should the mixing state representation (i.e., the specific species groups and bin
boundaries for the composition fractions) be designed to efficiently capture this infor-
mation? Unfortunately, the paper has almost nothing to say about these questions.
For the second test case (Paris), there is no discussion of why the particular species
groupings and composition bin boundaries were chosen. The abstract mentions in-
vestigating the importance of representing mixing state (P. 7938, L. 8-10), but the
results in Section 4 simply demonstrate the external mixing of the aerosol and do
not discuss why it is important. The size distributions and the mass concentrations
of secondary aerosol species do not differ much between the internal and external
mixing simulations. Aerosol properties that could be sensitive to mixing state (e.g.,
CCN and optical properties) are not discussed. Some discussion of these issues is
needed, and would be of greater interest to readers than, for example, some of the
material in Section 2.

This paper aims at presenting the model. Therefore, we tried to keep the model
description as general as possible, so that the model can easily be applied to dif-
ferent applications. An example of application is given here, focusing on showing
that aerosols may not be totally mixed in urban areas and how different aerosol
processes (condensation/evaporation, coagulation) impact the mixing state. The
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mixing state representation is flexible enough to be modified by users and it would
particularly affect CCN and optical properties. A discussion about the importance
of the mixing state for CCN and optical properties is given in the introduction
“The mixing state assumption may strongly influence aerosol chemistry and the
hygroscopic characteristics of particles. Particles from different origins may not be
well mixed, and their chemical composition may vary with their origins, leading to
variations in their hygroscopic characteristics. This chemical identity of particles is
gradually lost as the degree of mixing increases (or completely lost under the inter-
nal mixing assumption). By influencing the hygroscopic characteristics of particles,
the mixing state also influences the formation of secondary organic aerosols (SOA),
because condensation/evaporation differs for species that are hydrophilic and/or hy-
drophobic (Couvidat et al., 2012). As the particle wet diameter is strongly related
to the hygroscopic properties of particles, the mixing state also impacts particle
wet diameters and the number of particles that become Cloud Condensation Nuclei
(CCN), because the activation of particles into CCN is strongly related to the parti-
cle wet diameter (Leck and Svensson, 2014). By influencing CCN, the mixing state
also affects aerosol wet removal and thus the aerosol spatial/temporal distribution.
Besides, the mixing state influences the particle optical properties, which depend
on both the particle size distribution (wet diameters) and composition (different
chemical species possess different absorption/scattering properties). Lesins et al.
(2002) found that the percentage difference in the optical properties between an
internal mixture and external mixture of black carbon and ammonium sulphate can
be over 50% for wet aerosols. The mixing state may also influence radiative forcing,
as shown by Jacobson (2001) who obtained different direct forcing results between
external and internal mixing simulations of black carbon.”
Concerning the particular species grouping, a simple explanation is given in (P.7958,L.12):
these species were grouped into 5 groups based on their chemical nature. Additional
explanations are now added. “these species were grouped into 5 groups based on
their chemical nature, which influences the formation of particles and their optical
properties. Black carbon, organic species, inorganic species and dust are separated.
Although sulphate could be separated from nitrate and ammonium for optical prop-
erties or for comparisons to observations of mixing state (Healy et al., 2012), and
although chloride and sodium could be grouped together in a marine environment,
all inorganic species are grouped together here for the sake of simplicity. However,
because the hydrophilic properties of the particles strongly influence their forma-
tion and cloud condensation nuclei, hydrophilic and hydrophobic organic species are
separated.” The composition bin boundaries were chosen in order to balance the
computational cost and the comprehensive representation of mixing state. These
sections are designed to represent poor, medium and high abundance of one group
within a particle.
The sentence in the abstract “The importance of representing the mixing state
when modelling atmospheric aerosol concentrations is investigated in a box model
simulation using data representative of air pollution in Greater Paris.” was poorly
formulated and is therefore rewritten as “The degree of mixing of particles is in-
vestigated in a box model simulation using data representative of air pollution in
Greater Paris. The relative influence on the mixing state of the different aerosol pro-
cesses (condensation/evaporation, coagulation) and of the algorithm used to model
condensation/evaporation (bulk equilibrium, dynamic) is studied.”
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As the application presented in this paper is a 0D test, the information obtained
from the simulation is insufficient to precisely discuss the importance of mixing
state on AOD or CNN. We are currently coupling SCRAM to a 3D eulerian chemi-
cal transport model, and such discussion will be based on our future 3D simulation
results.

•In the model description section where the number and mass conservation equa-
tions are derived, the mass fraction of the last species (with index c) does not appear,
since it is determined by the other (c-1) mass fractions. However, in the model im-
plementation, when the composition bin boundaries are selected, it is possible to
include this last mass fraction. Consider, for example, the first composition bin in
Table 1, for which the mass fractions of HLI, HLO, HBO, and BC are all 0-20%.
This composition bin could be subdivided into bins with DU mass fractions of 0-
20, 20-80, and 80-100%. This might be desirable, depending on the rationale for
selecting the composition bins. Incorporating this last mass fraction into the conser-
vation equations (5-8) might be difficult or impossible. However, as discussed below,
the C/E solver and the moving center scheme used for redistribution of particles in
composition space do not directly use the conservation equations, and subdividing the
bins to also reflect the DU mass fraction should not cause any difficulties for either.
The authors should at least discuss how this is possible, even if the current model
does not have this capability.

In our model, we chose to compute the mass fraction of one of the group by
mass conservation, i.e. the mass fraction of one group is not treated explicitly in
the subdivision of the mass composition bins. In our example, we chose dust to be
the group for which mass fraction is not treated explicitly, but if it is desirable to
include the mass fraction of dust explicitly into the mass composition bins, another
group could be chosen as the group for which mass fraction is not treated explic-
itly. This is now added in the paper. “Note that although as an example we chose
dust to be the group for which mass fraction is not treated explicitly, another group
could be chosen as the group for which mass fraction is not treated explicitly.” Sen-
tences are also added to the paper to explain how it would be possible to subdivide
the mass fraction of every group. “If all groups need to have their mass fraction
treated explicitly, additional composition bins for the last group should be added
to the current composition list without any modification to the main structure of
the program. The mass fraction of the last group would still be obtained by mass
conservation, and the composition bin of the particles would be chosen depending
on this mass fraction.”

•2993-10:The purpose of and need for the derivations and equations in Section
2.1.3 is not clear. These derivations are for a moving (Lagrangian) size-composition
bin structure. However, the model is designed for application in chemical transport
models that require a fixed size-composition bin structure. Thus equations 9-16 do not
seem relevant here. Even if these equations were replaced by their fixed bin equiv-
alents, they would not seem very relevant to the SCRAM model for the following
reason. The conservation/ evaporation calculations for a time step involve solving
(integrating) a set of ordinary differential equations for the time step. The particles
in each size-composition bin are treated as uniform in size and composition, and
the solver calculates their sizes and compositions some tens of seconds later, taking

3



into account activity coefficients, particle phases (liquid/solid/mixed), equilibrium
vapour pressures, mass transfer coefficients, etc. (The bulk equilibrium and hybrid
approaches provide similar results using different assumptions and numerical meth-
ods.) The new size/composition information is then used by the size and composition
redistribution algorithms to move particle number and species masses between bins,
to reflect their new sizes and compositions. The conservation equations (5 and 8)
have flux divergences on their right-hand sides, representing the next fluxes of num-
ber and mass into a bin. The moving diameter (or moving center) algorithm for
composition (which numerically is probably the simplest algorithm that one could
devise), does not use fluxes or flux divergences. The algorithm is consistent with
the conservation equation (8) in some sense, but the algorithm. does not utilize the
equation at all, and the equation is not needed to understand the model. If the au-
thors feel that the discretized equations (fixed-bin versions) should remain the paper,
then they should be in an appendix, although my recommendation is to remove them.

Either eulerian (fixed bins) or lagrangian (moving bins) approaches can be used
to solve condensation/evaporation equations. However, the drawback of the eule-
rian approaches is numerical diffusion (see [Kim and Seinfeld(1990)]). That is why
lagrangian approaches are commonly used, as in our model (instead of a fixed-bin
eulerian approach). Equations 9-16 are crucial as they explain the derivation of
the equations which are actually solved: equations (14) and (17). Because we use
a lagrangian approach, a redistribution scheme onto a fixed-sections grid is nec-
essary for 3D applications. The redistribution is applied after solving condensa-
tion/evaporation. The redistribution does not solve equations (5) and (8), it simply
redistributes mass and number onto fixed sections. The redistribution algorithm is
completely independent from the lagrangian solver, and the 0D model is operational
without it. Equations (5) and (8) are continuous equations. They cannot be solved
as they are: they have to be discretized. We use a sectional discretization. The
discretization is explained in this paper as well as the derivation of the discretized
equations from the continuous ones. As suggested by the reviewer, the derivation of
the discretized equations is now put in an appendix. But the discretized equations
(now 11 and 12) are kept, as those are the equations solved in the model. For clar-
ity, the following explanation is added before section 2.1.1:“A lagrangian approach
is used to solve the equations of change for the mass and number concentrations,
which are redistributed onto fixed sections through a redistribution algorithm (mov-
ing diameter).”
Section 2.3 is moved to 2.1.5, so that all the algorithm for solving dynamic C/E are
now detailed in section 2.1. Section 2.2 presents the simplified approaches that may
be used to solve condensation/evaporation and to gain CPU time (bulk equilibrium,
hybrid approaches).

•2994-5: The condensation only test in Section 3 appears to be using a lagrangian
bin structure, given the description of the test (”redistribution is not applied”) and
the near-exact agreement with the reference solution (which uses 500 lagrangian
bins). Since the model is designed for CTMs that require a fixed bin structure, this
is not a very appropriate test. A better test would use fixed bins, both with very
high resolution for composition (e.g., 100 composition bins) and coarser resolution
(10 and 3-5 bins). A high-resolution lagrangian-bin externally-mixed simulation
could act as a reference for these fixed bin simulations. For comparison of the
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fixed bin and lagrangian bin results, plots like Figure 4 could be used, although they
only provide a visually semi-quantitative comparison. Plotting the means and the
standard deviations of the sulphate (i.e., species 1) mass fraction as functions of
particle diameter would provide more quantitative comparison.

Because this paper presents an algorithm to solve condensation/evaporation for
externally mixed particles, it is important to show the behaviour of this algorithm
without redistribution. The impact of using different redistribution algorithms on
mass and number concentrations has been investigated for example by Devilliers et
al. (2013) who compared different algorithms for size section redistribution. They
found that the moving diameter approach is one of the best performing algorithms.
Furthermore, for mass fraction redistribution, a moving mass fraction approach sim-
ilar to the moving diameter approach is the most appropriate one to use. Therefore,
we do not need to compare different algorithms for mass fraction redistribution and
we eel that it is appropriate to use the moving diameter approach. We agree that
it is interesting to investigate the impact of different composition resolutions to ex-
ternal mixing results. So we conducted additional tests with 2 and 100 composition
sections and compared their size distributions using the mean and standard devia-
tion of sulphate mass fractions as suggested. The following discussion was added to
the second paragraph of section 3:

“In order to investigate the influence of the composition resolution on simulation
results, two additional tests are conducted using 2 and 100 composition bins. The
mean mass fraction of species 1 is computed for all particles within each size section,
as well as their standard deviations. Figure 3 shows the size distribution of these
statistics. The mean mass fraction is barely affected by the different composition
resolutions as the condensation rate of sulphate is independent of the particle compo-
sitions. However, a different composition resolution does lead to different standard
deviation distributions, as only particles with larger fraction difference (d > 0.2µm
for 2 compositions and d > 0.09µm for 10 compositions) can be distinguished from
each other under coarser composition resolutions.”
We also tried to plot the result composition distribution of the test with 100 composi-
tion sections using the style of figure 4. However the overall trend of the distribution
is very similar to the 10 composition plot. Therefore, this figure would not add any
interesting information to the paper and we think that it is better not to include it
in the paper.

•2994-19: The discussion in Section 4 suffers in numerous places from insuf-
ficient details about actual compositions in the size-composition bins that are dis-
cussed. The composition ranges for many of the composition bins are very wide
(e.g., 20-80%). Without stating actual compositions (i.e., actual mass fractions
of relevant or dominant species groups), the discussions end up being qualitative
and somewhat vague. Providing more quantitative information (where appropriate)
would strengthen and clarify the explanations of various mixing state features and
behaviours.

The composition range is chosen in order to balance the computational cost
and the comprehensive representation of mixing state. These sections are designed
simply to represent poor, medium and high abundance of one group within a particle.
As suggested by the reviewer, we have added the actual mass fraction of each species
groups during the discussion of section 4, which helps improve the presentation of
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mixing state.

1.2 Other Comments

•2994-25: P. 7939, L. 14-18. Add that by influencing CCN, the mixing state also
affects aerosol wet removal and thus the aerosol spatial/temporal distribution.

Thank you for your suggestion, we have added this description into the discus-
sion of the mixing state importance in the fourth paragraph of the introduction.

•Paragraph starting on P. 7939, L. 21. For completeness, include some modal
aerosol models such at Stier et al. (2005, Atmos. Chem. Phys., p. 1125-1156) and
Bauer et al. (2008, Atmos. Chem. Phys., p. 6003-6035).

We have added the following description in the fifth paragraph of the introduc-
tion: “On the other hand, Stier et al. (2005) and Bauer et al. (2008) simulate
externally mixed particles using modal aerosol models, where aerosol populations
with different mixing states are represented by modes of different compositions (solu-
ble/mixed or insoluble/not mixed). Although these models may be computationally
cheap, they may not model accurately the dynamics of mixing.”

•2995-3: Section 2.1. (a) Somewhere in this section, explain how aerosol water is
treated. E. g., are ”m” (unsubscripted) and ”d” the particle dry mass and diameter,
or the wet ones? Is water calculated using an equilibrium approach? (b) Somewhere
in this section, note that the composition sections/bins can be based on mass fractions
of individual species, or mass fractions of groups of species, or a combination of the
two.

For question (a), water is treated separately from other species, the water con-
tent within each bin is computed using ISORROPIA before each loop of condensa-
tion/evaporation process. As specified on P.7942-L.16, dp is the particle wet diam-
eter while ”m” stands for particle dry mass.

For question (b), the following sentence was added P.7943-L.19: “As fi =
mi

m
is

the mass fraction of species (or group of species) Xi, we may write:”

•2995-8: Sections 2.1.4, 2.2, and 2.3 should be reorganized somewhat. These
all discuss the numerical implementation of condensation/evaporation. I suggest
putting them all into a Section 2.2 (Numerical implementation of condensation/evaporation).
Begin this section with a brief discussion of how gas-particle mass transfer is first
calculated in an aerosol chemistry module, then redistribution in size and compo-
sition space is calculated. Then Section 2.2.1 (Gas-particle mass transfer) would
contain the current 2.1.4 and 2.2, and Section 2.2.2 (Redistribution) would contain
the current 2.3.

We reorganised the sections. Section 2.1 is now dedicated to the dynamic model
of condensation/evaporation. This section presents the equations, their discretiza-
tions, the numerical implementation and the redistribution scheme. We have moved
section 2.3 into section 2.1.5, so that all algorithms for solving dynamically con-
densation/evaporation are detailed in section 2.1. Section 2.2 is dedicated to the
simplified algorithms that may be used instead of the dynamic approach to speed
up the computation of condensation/evaporation (bulk equilibrium and hybrid ap-
proaches). Finally, section 2.3 explains the overall numerical structure of SCRAM,
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including all the processes: not only condensation/evaporation but also coagulation
and nucleation.

•2995-15: P. 7953, L. 24-27. The changes to the HEMEM algorithm should
be presented in more detail (perhaps in appendix), especially since Devilliers et al.
(2013) do not clearly describe how the algorithm works when aerosol number and
species masses are both predicted.

Devilliers et al. (2013) studied the influence of redistribution on aerosol number
and mass treated jointly, whereas previous papers had only studied the influence
on either aerosol mass or number. The algorithm was not modified, except to al-
low the diameter of a section to grow larger than the upper bound diameter of
the next section, as detailed in paragraph 2.1.5. For clarity, the following sentence
was added to the paper: “In that case, the mean diameter of the section after
condensation/evaporation is used to diagnose in which fixed-diameter sections the
redistribution is performed.”

•2995-9: Section 2.3, near the end. Add a brief description of ordering details for
the size and composition redistribution. E.g., is it sequential, with size redistribution
done first, along the size axis for each of the composition bins, then composition
redistribution done second, using the compositions after size redistribution? Note
that with the moving diameter method, the redistribution could be done in a single
step.

The following paragraph is added at the end of the redistribution section:
“The composition redistribution is applied first, followed by the size redistribu-

tion for each of the composition sections.”

•2995-14: Section 2.4, title. Something like ”Overall time integration and oper-
ator splitting in SCRAM” might be better.

We have changed the section title as you suggested.

•2995-16: Section 2.4, paragraph 2. Describe more clearly how nucleation is
treated E.g., for each cond./evap./nucl. time sub-step, first calculate condensa-
tion/evaporation, then calculate nucleation, then do redistribution at the end of the
multiple sub-steps.

Section 2.3 now describes in greater detail of the time integration. The following
sentence is added to the paper in Section 2.4, paragraph 2 before ”Redistribution”
on P.7955, L.4: “Condensation/evaporation/nucleation are solved simultaneously.”

•2996-2: This seems problematic if new particles could grow out of their initial
size bin over multiple sub-steps.

As we are using a lagrangian approach for solving condensation/evaporation,
size bin boundaries are not fixed and they can grow freely with the particle within
multiple sub-steps. However, the redistribution algorithm is systematically applied
after condensation/evaporation, and it redistributes mass and number onto fixed
size section boundaries.

•2996-4: Also for nucleation, what is used for the H2SO4 vapour concentration?
Is it a quasi steady state value that accounts for the simultaneous condensation loss
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and gas-phase chemistry production?
Gas-phase chemistry is not considered here in this 0D module. The H2SO4

vapour concentration available for condensation and nucleation is obtained from
either emission or initial background concentration. Because condensation and nu-
cleation are solved simultaneously, the same value of H2SO4 concentration is used
for both processes.

•Section 2.4, paragraph 3. Split this into separate paragraphs for the bulk equi-
librium and hybrid approaches. In each paragraph, give full details of the ordering
and sub-stepping of emissions, coagulation, cond/evap mass transfer, redistribution
after cond/evap, and nucleation.

We replaced section 2.4, paragraph 3. with the following two paragraphs: “When
the bulk thermodynamic equilibrium approach is used to solve condensation/evaporation,
coagulation then nucleation are solved after each emission time step. The resolution
is done as previously explained, except that the dynamic condensation/evaporation
solver is disabled: sub time steps are used to solve coagulation and nucleation dur-
ing one emission time step. Condensation/evaporation is then solved using the bulk
equilibrium approach and the redistribution process is applied after the bulk equi-
librium algorithm.”

“When the hybrid approach is used to solve condensation/evaporation, a time
loop is added with a fixed time step of 600 s outside the emission time loop to com-
pute bulk equilibrium condensation/evaporation for equilibrium sections. This addi-
tional time loop is designed to ensure that bulk equilibrium condensation/evaporation
of equilibrium sections is not applied too often, so that the dynamic condensa-
tion/evaporation of dynamic sections has time to evolve. Redistribution is applied
after the bulk equilibrium algorithm. Within this time loop, the aerosol dynamics
is solved as previously explained using the dynamic condensation/evaporation algo-
rithm for dynamic size sections: emissions are solved followed by coagulation and
condensation/evaporation/nucleation. As in the fully dynamic approach, redistri-
bution is applied after dynamic condensation/evaporation.”

•2996-11: P. 7955, L. 17-18. Provide a little more detail about the H2SO4
condensation. Do they specify a H2SO4 vapour source of about 0.46 µm3/cm3/h, or
an initial concentration of 5.5 µm3/cm3, or something else?

We are using a H2SO4 vapour source, so the P. 7955, L. 17-18. are updated to:
“sulphuric acid vapour source of 0.46 µm3cm−3 per hour”

•2996-14: Figure 1 seems unnecessary. Just state in the text that for internal
mixing, the initial particles are all 50% species 1 and 50% species 2; and for external
mixing, half of the initial particles are 100% species 1 and the other half are 100%
species 2.

We removed figure 1 and replaced it with the suggested description.

•Section 3, condensation plus coagulation test. It would be interesting to com-
pare the performance with different numbers of composition bins. E.g., compare
simulations with fewer bins (3-5 and 10) to a 100 bin ”reference” simulation.

As detailed in the major comment replies, following the reviewer’s advice, the
performance with different numbers of composition sections was added when testing
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the condensation algorithm. We do not think that it would be useful to add a similar
test for condensation plus coagulation.

•Section 4.1, first paragraph. How are the gas concentrations treated? Do they
just specify initial concentrations, or do they somehow include gas-chemistry pro-
duction of condensible species such as H2SO4, HNO3, and semi-volatile organics.

As previously explained, gas-phase-chemistry is not included in this 0-D model.
Gas-phase concentrations are specified with initial concentrations and emissions (for
H2SO4 and POA). They may also evolve because of condensation/evaporation.

•2996-24: P. 7958, L. 24. Note in the text here that unmixed is used in an
approximate sense, as all the composition bins allow some degree of mixing.

We added this note in P.7958-L.24:
“Among them, there are 5 unmixed particles and 15 mixed particles. Here un-

mixed is used in an approximate sense: it means that the mass fraction of one
chemical component is high (between 0.8 and 1), while the mass fraction of the
other chemical components is low (between 0 and 0.2).”

•2997-1: P. 7959, L. 13-16 and Figures 7-8. (a) There is considerable discussion
(much of it on P. 7960) about the contributions of emissions vs. background particles
to unmixed and mixed mass and number. This would be much clearer to readers if an
additional plot were added to Figures 7 and 8 showing background (initial conditions)
only. (b) The emissions contributions to BC and dust mass at large sizes will be
clearer with this addition, but the CI of these emissions should be noted in the text,
and also the actual BC and DU mass fractions of this CI for one or two of the larger
sizes. (For some CI’s, the mass fraction ranges for BC and dust are very wide.)

We have added the distribution of initial conditions to figures 7 and 8. We also
agree it is better to clarify the nature of emissions in the text, so the following
sentences have been added at the end of the second paragraph of 4.2: “All emit-
ted particles are unmixed: CI 1 (100% DU) into size section (4-6), CI 3 (100% BC)
into size section (3-6). Emissions also involve POA and H2SO4 gas-phase emissions.”

•2997-9: I question this migration explanation. In Figure 8a, size bin 3 is mostly
CI 3. Thus the coagulation of size bin 3 particles with size bin 4 particles would be
dominated by [size 3, CI 3] particles with [size 4, CI 14] particles that could produce
the [size 4, CI 15] particles.

Thanks for the insightful argument, your explanation provides another possible
path to the generation of CI 15 in size 4. Nevertheless, coagulation between [size 3,
CI 15] particles themselves is also capable to produce [size 4, CI 15] particles. So
we rewrote the analyse in P. 7959, L. 21.

“Also, due to coagulation, small particles migrated to higher sections. For ex-
ample, Fig.8 shows the mixed particles CI 15 migrated from the third size section
to the fourth size section, this might be a result of the coagulation between CI 3
particles in the third size section and the CI 14 in the fourth size section. Besides,
coagulation between CI 5 particles in the third size section may also produce some
part of CI 15 in the fourth size section.”

•2997-9: P. 7960, L. 3-4.Could be more specific here, and say that the [size 3,
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CI 5] particles come from condensation onto and transformation of [size 3, CI 3]
particles

Thank you for your suggestion, we rewrote P. 7960, L. 3-4. :
”The condensation of organic matter on freshly emitted BC particles (CI 3) also

occurs, as shown by the mixed BC and HBO particles (CI 5) which appear in the
third and fourth size sections.”

•P. 7960, L. 8-10. State which pair of figures demonstrates this feature most
clearly.

We rewrote P. 7960, L. 8-10. :
”For example, as demonstrated by the difference between scenarios (C) and (D),

newly mixed particles of CI 4 (between 20% and 80% of HBO) are formed by the
coagulation of unmixed particles from CI 6 with others within the fourth and fifth
size sections.”

•P. 7960, L. 13-17. This result (larger particles being better mixed) seems rather
artificial, caused by (1) the assumption of all background particles being internally
mixed and (2) the initial conditions dominating the large particles due to their low
emissions and the short duration of the simulations. Large particles (especially
coarse) are generally thought to be less internally mixed than fine particles. The
authors should consider giving less emphasis to this result.

Yes, indeed this result is rather artificial, and it is a consequence of the set
up of the simulation. The purpose of this work is not to provide realistic based
conclusions, which will be the purpose of future 3-D simulations. P. 7960, L. 13-17.
is only trying to demonstrate how mixing occurs and to which extent. It is also an
illustration of the basic informations that can be obtained from simulations. We
rewrote this paragraph as follows:

“Table 2 shows the percentage of mixed particles for each scenario based on both
particle number and mass concentrations. It seems that large particles are better
mixed than small particles as the mixing percentages of mass are always higher
than those of number. However, this phenomenon is specific to this case study; it
is caused by the assumption of all initial particles being internally mixed and the
initial conditions dominating for large particles due to their low emissions and the
short duration of the simulations.”

•P. 7960, L. 19-21. This sentence seemed somewhat awkward to me. Maybe
change to: ”In scenario a, 42% (resp. 83%) of the particle number (resp. mass)
originates from initial conditions and is mixed, while the remaining particles are due
to emissions and are unmixed.”

We rewrote the sentence accordingly.

•P. 7961, L. 14. The figure order (11 before 9 and 10) should be changed. If
background (initial conditions) only plots are added to Figures 7 and 8 (see earlier
comment), then the Figure 11 plots could also be put into Figure 7 and 8. This
would make visual comparison of external vs. internal mixing results easier.

We added both the initial conditions and internal mixing result distributions in
figures 7 and 8 as suggested by the reviewer.
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•P. 7961, L. 21. Typo: TI6.
We corrected TI6 into CI 6.

•Section 4.3, paragraph 2. This discussion seems not of much value unless more
quantitative details are provided. (See the last major comment above.) Consider
size bin 4, which is CI 4 in internal mixing and CI 4 and 6 in external mixing. The
actual mass fractions in the CI 6 could be quite close to those in the CI 4, in which
case the internal/ external mixing differences would not be very important.

More quantitative details about actual mass fraction of dominated species group
were added in this paragraph. Indeed, the actual mass fraction in the CI 6 (81%
HBO) is not so different from the one in the CI 4 (75.6%). However, it is inter-
esting to keep the discussion in the paper, because it demonstrates the additional
information provided by the external mixing results. Of course, we have to keep in
mind that the difference between internally and externally mixed particles depends
on the thresholds used to classify the particles.

•Section 4.4. (a) The comparisons here should use the all processes simulations
(with coagulation), since that is the most realistic, and turning off coagulation has a
large impact (as seen in Fig. 7c vs. 7d, and 8c vs. 8d). (b) Since the focus of this
paper is mixing state, the internally mixed results in this section should be removed,
unless they are strongly needed to explain externally-mixed simulation differences
between the dynamic, bulk equilibrium, and hybrid C/E methods.

(a) Here, we focus on the impact of the different algorithms on mixing state,
we want to study the impact of the simplified assumption of C/E computation
on mixing state. Therefore, these studies are crucial. Adding coagulation would
make the interpretation difficult and less accurate. These results are more process-
oriented, rather than realistic. Realistic simulations will be performed with 3-D
model coupled with SCRAM. (b) Comparisons to internally mixed results is also
very important, because we want to compare the results obtained with different
simplified assumptions (internally mixed assumption, bulk equilibrium C/E, hybrid
C/E). For example, as stated in the paper ”Although internal and external com-
positions are different with the dynamic approach, they are quite similar with the
bulk equilibrium approach.”. This is important to know, because it means that we
should not bother with the externally mixed approach if we make the bulk equilib-
rium assumption.

•P. 7963, L. 8-11. Point out that the speed of the hybrid C/E scheme is signif-
icantly degraded in the external mixing case. The number of size-composition bins
increases by a factor of 20, but the hybrid C/E time increases by a factor of about
135. A brief explanation of why this happens would be of interest, although not
necessary.

For external mixing, the C/E hybrid scheme does not significantly improve the
CPU time compared to the C/E dynamic scheme (whereas it does for internal mix-
ing), probably because the redistribution after each time step between the different
compositions leads to small time steps in the solver ROS2.

We added the following discussion into the end of 4.4 ” This significant speed
degradation of the hybrid C/E scheme in the external mixing case is probably a con-
sequence of small time steps used in the ROS2 solver because of the redistribution
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among the different composition sections performed after each time step. In other
words, it takes CPU time to compute the dynamic distribution among the different
composition sections.”

•Section 5. Add some discussion of computational costs.
The following discussion about computational cost was added in section 5.
“Although the simulation of externally mixed particles increases the computa-

tional cost, SCRAM offers the possibility to investigate particle mixing state in a
comprehensive manner. Besides, its mixing state representation is flexible enough
to be modified by users. Better computational performance could be reached with
fewer, yet appropriately specified species groups and more optimised composition
discretisations. For example, about half of the 20 compositions designed in this
work have really low mass concentrations (e.g. see Figures 7, 8, 9 and 10). Those
compositions might be dynamically deactivated in the future version of SCRAM
to lower computational cost by using an algorithm to skip empty sections during
coagulation and C/E processing.”

•Table 1. Most of the numbers in the last column (DU) are incorrect. E.g., for
composition bins 2-5, the DU fraction ranges are 0-80, 0-20, 0-80, 0-60, and 0-20%.

We updated the table accordingly.

•Figures 7-11. These should be improved in several ways. (a) The vertical bars
should align better with the size section boundaries given on P. 7958, L. 9. (b)
The density of the vertical or slanted lines in the vertical bars should match the line
densities in the legends. (c) Some of the colors are difficult to distinguish. Since
only about half of the 20 composition indices are visible in the plots, the CI’s with
negligible contributions to mass and number should be grouped into an ”other” class
(or possibly mixed-other and unmixed-other). E.g., any CI whose maximum mass
and number concentrations are less than about 2% of 40 and 5e10, respectively, is
not really visible in the plots and should go into the other class. This will reduce the
number of colors needed, and colors that are more easily distinguished can be used.
(This would be done on an all plots basis, not an individual plot basis.) Note that this
would further highlight which CI’s are important and which are not. (d) Each caption
should list briefly the simulations shown in the figure: external/internal mixing,
dynamic/bulk-equilibrium/ hybrid C/E solver, and which processes are active.

We improved the figures based on the reviewer’s suggestions.

References

[Kim and Seinfeld(1990)] Kim, Y. P. and Seinfeld, J. H.: Simulation of multicom-
ponent aerosol condensation by the moving sectional method, Journal of Colloid
and Interface Science, 135, 185–199, 1990.

2 Final response to Anonymous Referee 2

The authors thank the referee for providing a thorough review. We revised and
clarified the paper as suggested. Each item starts with the reviewer’s comment.
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The manuscript by Zhu et al. presents the simulation results from a size - com-
position resolved aerosol box model SCRAM. After providing the detailed description
regarding the model treatments, the authors conduct a couple of ideal case studies to
demonstrate the ability of this box model in reproducing the reference results of Zhang
et al. (1999). Finally additional case simulations are conducted by using a real case
of model inputs from previous 3-D simulation results to show the impacts of differ-
ent aerosol dynamic processes, mixing states (i.e., internal vs external mixing), and
different assumptions for condensation/evaporation approaches on simulated aerosol
mass and number distribution. This manuscript is generally well written with many
interesting analyses. It’s definitely of scientific interest to the atmospheric science
community and I would recommend it to be accepted after a minor revision.

2.1 Specific Comments

•One of the main reasons for majority of current 3-D atmospheric chemical transport
or air quality models to use the assumption of internally-mixed aerosol treatment is
the large computational cost, which could even make 3-D simulations impossible with-
out sacrificing accuracy of aerosol representation (e.g., without reducing the number
of aerosol species and size bins). The past studies have also found the overall aerosol
mass and number concentrations could be very comparable for different aerosol size
distributions between internal- and external-mixing. This point has also been verified
in many occasions (in both text and figures) in Section 3 and 4 by this study. So I
would really like to see some discussions in the conclusion section on how the current
3-D models can take advantage of and benefit from the treatment of external-mixing
aerosols (such as the ability to predict the mixed states of aerosols) in SCRAM to
compensate the loss of computational efficiency.

We added the following discussion about mixing state and CPU time before the
last paragraph of the conclusion section.

”Although the simulation of externally mixed particles increases the computa-
tional cost, SCRAM offers the possibility to investigate particle mixing state in a
comprehensive manner. Besides, its mixing state representation is flexible enough
to be modified by users. Better computational performance could be reached with
fewer, yet appropriately specified species groups and more optimised composition
discretisations. For example, about half of the 20 compositions designed in this
work have really low mass concentrations (e.g. see Figures 4). Those compositions
might be dynamically deactivated in the future version of SCRAM to lower compu-
tational cost by using an algorithm to skip empty sections during coagulation and
C/E processing.”

We also added discussions about the importance of the mixing state in the in-
troduction:

”The mixing state assumption may strongly influence aerosol chemistry and the
hygroscopic characteristics of particles. Particles from different origins may not be
well mixed, and their chemical composition may vary with their origins, leading to
variations in their hygroscopic characteristics. This chemical identity of particles is
gradually lost as the degree of mixing increases (or completely lost under the inter-
nal mixing assumption). By influencing the hygroscopic characteristics of particles,
the mixing state also influences the formation of secondary organic aerosols (SOA),
because condensation/evaporation differs for species that are hydrophilic and/or hy-
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drophobic (Couvidat et al., 2012). As the particle wet diameter is strongly related
to the hygroscopic properties of particles, the mixing state also impacts particle
wet diameters and the number of particles that become Cloud Condensation Nuclei
(CCN), because the activation of particles into CCN is strongly related to particle
wet diameter (Leck and Svensson, 2014). By influencing CCN, the mixing state
also affects aerosol wet removal and thus the aerosol spatial/temporal distribution.
Besides, the mixing state influences the particle optical properties, which depend on
both the particle size distribution (wet diameters) and composition (different chem-
ical species possess different absorption/scattering properties). Lesins et al. (2002)
found that the percentage difference in the optical properties between an internal
mixture and external mixture of black carbon and ammonium sulphate can be over
50% for wet aerosol. The mixing state may also influence radiative forcing, as shown
by Jacobson (2001) who obtained different direct forcing results between external
and internal mixing simulations of black carbon.”

•Page 7938, line 12: ”thresholds of 12”; this is for primary aerosol only. There
is another standard for secondary aerosol. May need to explicitly mention it here.

We rewrote the sentence into:
”For example, regulatory concentration thresholds of 12 and 20 µg m−3 have

been set for PM2.5 annual mass concentrations of primary aerosol in the United
States and Europe, respectively.”

•Page 7940, lines 9-18: I don’t suggest putting such detailed information in the
introduction. If it’s essential information that authors would like to deliver, they
should move it into somewhere else such as the methodology section.

We replaced the sentences by:
”Dergaoui et al. (2013) further expanded on these modelling approaches by dis-

cretising the mass fraction of any chemical species into sections, as well as the size
distribution (see Section 2.1.3 for details).”

•Page 7942, line 19: How do you select values of accommodation coefficient?
The accommodation coefficient is set at 0.5, as now mentioned in the paper.

There is a large uncertainty about the accommodation coefficient, which could vary
between 0 and 1.

•Page 7943, line 6: which version of ISORROPIA here?
We are using ISORROPIA v1.7 here, as now stated.

•Page 7956, lines 11-12: I wouldn’t say it’s a perfect match since there is a little
difference for the peak values of number distribution.

We replaced ”perfect” by ”good”.

•Page 7957, Section 4: It seems the SOA formation is not included in SCRAM
and it has to rely on the other SOA modules if incorporated into 3-D models? It
should be indicated in the manuscript.

In SCRAM, SOA originate either from initial conditions or they are emitted as
semi-volatile organic compounds during the simulation. They are not oxidized, as
the gas chemistry is not included in SCRAM. Yes, the gas chemistry will be solved
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in 3-D simulation with other modules. We updated our manuscript to specify this
at the end of the second paragraph of 4.1:

”Besides, gas chemistry (such as SOA formation) is not included in SCRAM, and
is expected to be solved separately using a gas chemistry scheme. In the simulations
of this paper, organics originate either from initial conditions or they are emitted as
semi-volatile organic compounds during the simulation. They do partition between
the gas and the aerosol phases by condensation/evaporation.”

•Page 7957, line 25: deposition is also ignored here and should be mentioned.
We updated the description into:
”As our simulations are 0D, the transport of gases and particles and the deposi-

tion processes are not taken into account.”

•Page 7958, line 8: why choose 7 sections? Many existing aerosol modules typi-
cally use 4/8/12-bin structures.

We chose 7 sections here because we obtained the initial condition data from
existing and published 3D simulation results (of SIREAM) with 7 size sections.

•Page 7958, line 12: When you grouped them, does the model still be able to track
the concentrations of individual species (this is very important!). How do you treat
individual species within each group for mass fraction sections? Such information
is expected here.

Yes the model can still track the concentration of individual species. The model
memorizes the relationship between each species index and group index, and stores
the mass concentration separately for each species within each size-composition bins.
The total mass concentration of each group is computed from the mass concentra-
tion of each species based on the species-group relations, allowing the computation
of the mass fraction of each group. We added this explanation at the end of this
paragraph: Page 7958, line 27.

•Page 7959, line 3: change all the scenario names to upper cases (e.g., a to A
and b to B).

We updated the scenario names accordingly.

•Page 7960, lines 13-15: this seems to be conflicted with our general under-
standing that fine-mode particles are much easier internally-mixed than coarse-mode
particles.

It is caused by the internal mixing assumption we made for the initial particles.
The following sentences were added to explain this:

” It seems that large particles are better mixed than small particles as the mix-
ing percentages of mass are always higher than those of number. However this
phenomenon is specific to this case study; it is caused by the assumption of all ini-
tial particles being internally mixed and the initial conditions dominating for large
particles due to their low emissions and the short duration of the simulations.”

•Page 7961, line 14: I didn’t see that Figures 9 and 10 were mentioned before
this. Please don’t jump the figure numbers.

We rearranged the figure orders.
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•Page 7963, line 8: The information provided in this table indicates that the CUP
time required by the external-mixing for the current box model could significantly
slow down the simulation. I would expect some discussion on how this box model
could be incorporate in a feasible way into 3-D models without reducing the number
of size bins and mass fraction sections (which are keys for accurate simulations of
externally-mixed aerosol processes). Are there any rooms for authors to optimize the
code to further reduce he computational time, because I am not sure if the current
performance in terms of CPU time is acceptable for the 3-D implementation?

We are currently working on the 3D implementation, which will be presented in
another paper. We just managed to successfully run 3-D simulations with SCRAM
with a reasonable CPU time (about 8 times slower than the internal mixing case
for a dynamic C/E + coagulation simulation) without compromising any size and
mass fraction sections. Some discussion about computation costs and optimization
has been added in the conclusion as mentioned earlier in the reply.

•Page 7963, line 11: C/E; this acronym should be defined much earlier in Section
4.2.

We moved up this definition to the first paragraph of Section 4.2.

•Page 7963, lines 24-25: I was looking for this information when I read Section
2. I would suggest adding this information where it is appropriate.

Thank you for your suggestion, we have added this information at the beginning
of Section 2.1.3:

”As SCRAM is a size-composition resolved model, both particle size and compo-
sition are discretised into sections, while the numbers and bounds of both size and
composition sections can be customised by the user.”

•Page 7964, lines 23-24: Again I am really not sure how feasible it could be to
incorporate the current box model into 3-D considering the huge increase of compu-
tation cost between the internal- and external-mixed results.

see reply above.

•Figure 2: Can you replace the lines for reference and internal cases with mark-
ers?

Thank you for your advice, we have replaced the lines for reference and internal
cases with markers as you suggested.

•Figure 6: Is it UTC or local time?
It is UTC, we updated figure 6 to specify that.

Technical notes:
Thank you for your detailed technical notes, all of them have been taken into

account accordingly.
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3 List of all relevant changes

All the line numbers provide in the following list correspond to the line number
marked on the difference marked-up manuscript version include at the end of the
document.

1. Line 6: Abstract: replaced the final sentence by ”The degree of mixing of
particles is investigated in a box model simulation using data representative of
air pollution in Greater Paris. The relative influence on the mixing state of the
different aerosol processes (condensation/evaporation, coagulation) and of the
algorithm used to model condensation/evaporation (bulk equilibrium, dynamic)
is studied.”.

2. Line 20: At the beginning of second paragraph of Introduction, replaced the
upper case ”Chemical” by lower case ”chemical”.

3. Line 37: Completely rewrite the fourth paragraph of Introduction to emphasize
the importance of particle mixing state to aerosol properties.

4. Line 66: Added two new references about modal aerosol models at the middle
of fifth paragraph of introduction with a brief discussion.

5. Line 76: Change ”composition” to plural form ”compositions”.

6. Line 78: Removed the detailed description of size-composition discretisation
from the fifth paragraph and replaced by ”see Section 2.1.3 for details”.

7. Line 90: Correct ”expends” to ”expands”.

8. Line 120: Add an explanation to clarify the relationship between the la-
grangian approach and redistribution method.

9. Line 154: Explained that Xi can be the mass fraction of either species or group
of species.

10. Line 164: At the beginning of section 2.1.3, specified that ”while the numbers
and bounds of both size and composition sections can be customised by the
user.”.

11. Line 168: Complement ”species” with ”species or species groups” .

12. Line 183: Section 2.1.3, removed the derivations of equation (10) and (9)
(namely from equation (9-16) in original manuscript) and replaced them on
Appendix B.

13. Line 215: Rearrange section 2.2 (Size and composition redistribution) into
section 2.1.5..

14. Line 259 and Line 260: Add ”the” before ”highest”.

15. Line 263: Add following explanation for the modification of Deilliers’ method
”In that case, the mean diameter of the section after condensation/evaporation
is used to diagnose in which fixed-diameter sections the redistribution is per-
formed.”.
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16. Line 271: Specified the redistribution method for composition redistribution
with ”i.e., moving mass fraction”.

17. Line 274: Replaced ”which” by ”that”.

18. Line 278: Add an explanation of redistribution orders ” The composition re-
distribution is applied first, followed by the size redistribution for each of the
composition sections.”

19. Line 281: Section 2.2 is remain the same.

20. Line 309: The original Section 2.4 (Time resolution of SCRAM) is now become
Section 2.3 (Overall time integration and operator splitting in SCRAM)

21. Line 322: Add a sentence ”Then, condensation/evaporation/nucleation are
solved simultaneously.”

22. Line 328: Split the original paragraph into two, explained the time integra-
tion structure of bulk equilibrium and hybrid method separately in each new
paragraph.

23. Line 352: Specified the sulphuric acid vapour source.

24. Line 354: Changed ”ATM” into ”atm”

25. Line 359 and Line 364: Removed the original Figure 1 (Line 364) and explained
the initial composition distribution by text (Line 359).

26. Line 371, Line 373 and Line 387: replace ”perfect match” with ”good match”.

27. Line 372: Replace ”a 100%” with ”an almost 100%”.

28. Line 374: A new discussion is added to investigate the influence of the compo-
sition resolution on simulation results. The newly added figure 2 corresponds
to this part of discussion.

29. Line 411: Change ”at” to ”on”.

30. Line 413: Add ”N” and ”E” to specified the coordinated of simulation location.

31. Line 419: Specified that the deposition processes are not taken into account.

32. Line 425: Additional explanation is provide here to clarify that gas-phase
chemistry is not included in SCRAM and how the gas concentrations are gen-
erated and treated.

33. Line 434: Details about the how species group are chosen is added here.

34. Line 451: New discussion is provide here to specify the notion of unmixed
particle within this paper.

35. Line 454: Add an explanation why the dust is chosen as the default group
which is not treated explicitly and possible alternatives exist to change the
default group or even have all groups be treated explicitly.

18



36. Line 463: A new paragraph is added here to explain how the relations between
species and each group is treated within SCRAM as well as the storage of mass
concentration.

37. Line 468: All letters correspond to each simulation scenario (a, b, c, d, e, f) is
changed into capital letter (A, B, C, D, E, F) here after.

38. Line 470: Moved up the definition of abbreviation of ”condensation/evaporation
(C/E)”, and replace condensation/evaporation by C/E here after.

39. Line 475: Specified the add of the initial size-composition distribution in sub-
figure (e).

40. Line 477: Specified the that all CI with tiny concentrations are regrouped into
mixed-other or unmixed-other group in these new size-composition distribu-
tion plots.

41. Line 480: Provide some details about emissions.

42. Line 488: Specified ”small particles”.

43. Line 489: Rewrite the sentence.

44. Line 490: Addition possibility is provide thanks to Referee 1 to explain the
migration of CI 15.

45. Line 496: Add the explanation about how the exact mass fraction will be
showed in this paper. And exact mass fraction is added to each dominate
group of different composition mentioned in this paper here after.

46. Line 501: Change ”particle” to ”particles”.

47. Line 504: Rewrite the sentence to provide better description.

48. Line 509: Offered additional description for better explanation.

49. Line 513: This paragraph is reorganised to improve the discussion about the
special mixing result between different scenarios.

50. Line 520: Reformulate the sentence.

51. Line 543: Updated the figure label based on new figures.

52. Line 550: Correct ”TI” by ”CI”.

53. Line 571 and 572: Delete repeated ”Figures”.

54. Line 578: Correct wrong number.

55. Line 592: Added ”the” before lowest.

56. Line 598: Deleted ”time” and provide possible explanation for the significant
degrade of hybrid method efficiency.

57. Line 616: Replace ”emission typical” by ”typical emission”.
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58. Line 620: Replace ”detail” by ”details”.

59. Line 632: Replace ”similarly to” by ”as observed with”.

60. Line 633: Additional paragraph is added here to discuss possible optimisations
for improving the computation efficiency of SCRAM.

61. Line 641: Add ”optimisation and” in the first sentence.

62. Page 32: Original Figure 1 was removed.

63. Page 32-33: Makers has been added onto Figure 1 and 3 to offer a clearer
presentation.

64. Page 32: Figure 2 is newly added to present the influence of different compo-
sitions resolution to mixing results.

65. Page 35-38: Both the bar width and color bar are improved for figure 7-10, in
order to offer a better presentation. Additional information was also added in
the caption to specify which scenario is present in the figure.

66. Page 35-36: Both initial condition and internal mixing result are now added
to figure 7 and 8. While the original Figure 11 was deleted.

67. Page 39: The mass fraction ranges of last group ”DU” were updated in table
1.

4 Marked-up manuscript version:
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Abstract. A Size-Composition Resolved Aerosol Model (SCRAM) for simulating the dynamics

of externally-mixed atmospheric particles is presented. This new model classifies aerosols by both

composition and size, based on a comprehensive combinationof all chemical species and their mass-

fraction sections. All three main processes involved in aerosol dynamics (coagulation, condensa-

tion/evaporation and nucleation) are included. The model is first validated by comparison with a ref-5

erence solution and with results of simulations using internally-mixed particles. Theimportanceof

representingthemixing statewhenmodellingatmosphericaerosolconcentrations
::::::

degree
::

of
:::::::

mixing

::

of
::::::::

particles
:

is investigated in a box model simulation using data representative of air pollution in

Greater Paris.
::::

The
:::::::

relative
::::::::

influence
:::

on
:::

the
::::::

mixing
:::::

state
::

of
:::

the
::::::::

different
:::::::

aerosol
::::::::

processes
:::::::::::::

(condensation

:

/
:::::::::::

evaporation,
::::::::::::

coagulation)
::::

and
:::

of
::::

the
:::::::::

algorithm
:::::

used
:::

to
::::::

model
:::::::::::::::::::::::

condensation/evaporation
::::::

(bulk10

:::::::::::

equilibrium,
:::::::::

dynamic)
::

is
:::::::

studied.

1 Introduction

Increasing attention is being paid to atmospheric particulate matter (PM), which is a major con-

tributor to air pollution issues ranging from adverse health effects to visibility impairment (EPA,

2009; Pascal et al., 2013). Concentrations of PM2.5 and PM10 are regulated in many countries, es-15

pecially in North America and Europe. For example, regulatory concentration thresholds of 12 and

20 µg m−3 have been set for PM2.5 annual mass concentrations in the United States and Europe,

respectively. Furthermore, particles influence the Earth’s energy balance and global climate change

(Myhre et al., 2013).
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Three-dimensionalChemical-transport
::::::::::::::::

chemical-transport
:

models (CTM) are often used to study20

and forecast the formation and distribution of PM. The size distribution of particles is often discre-

tised into sections (e.g., Gelbard and Seinfeld, 1980; Zhang et al., 2004; Sartelet et al., 2007) or ap-

proximated by log-normal modes (e.g., Whitby and McMurry, 1997; Binkowski and Roselle, 2003).

Moreover, CTM usually assume that particles are internally-mixed, i.e. each size section or log-

normal mode has the same chemical composition, which may vary in space and time.25

The internal-mixing assumption implies that particles of asame diameter (or in the same size sec-

tion or log-normal mode) but originating from different sources have undergone sufficient mixing to

achieve a common chemical composition for a given model gridcell and time. Although this assump-

tion may be realistic far from emission sources, it may not bevalid close to emission sources where

the composition of new emitted particles can be very different from either background particles or30

particles from other sources. Usually, internally- and externally-mixed particles are not differentiated

in most measurements, which may be size-resolved (e.g., cascade impactors) but not particle specific

(McMurry, 2000). The use of mass spectrometers for individual particle analysis has shed valuable

information on the chemical composition of individual particles. Consequently, there is a growing

body of observations indicating that particles are mostly externally mixed (e.g., Hughes et al., 2000;35

Mallet et al., 2004; Healy et al., 2012; Deboudt et al., 2010).

The mixing state assumption may strongly influence aerosol chemistry andhygroscopiccharacteristics

, influencingin turnparticlediameters,opticalproperties,
::

the
:::::::::::

hygroscopic
:::::::::::::

characteristics
:::

of
::::::::

particles.

:::::::

Particles
:::::

from
:::::::::

different
::::::

origins
:::::

may
:::

not
:::

be
:::::

well
::::::

mixed,
::::

and
:::::

their
::::::::

chemical
::::::::::::

composition
::::

may
:::::

vary

::::

with
:::::

their
:::::::

origins,
:::::::

leading
::

to
:::::::::

variations
:::

in
:::::

their
:::::::::::

hygroscopic
::::::::::::::

characteristics.
::::

This
:::::::::

chemical
:::::::

identity40

::

of
::::::::

particles
::

is
:::::::::

gradually
:::

lost
:::

as
:::

the
::::::

degree
:::

of
::::::

mixing
:::::::::

increases
:::

(or
::::::::::

completely
::::

lost
::::::

under
:::

the
:::::::

internal

::::::

mixing
::::::::::::

assumption).
:::

By
::::::::::

influencing
:::

the
:::::::::::

hygroscopic
:::::::::::::

characteristics
::

of
:::::::::

particles,
:::

the
:::::::

mixing
::::

state
::::

also

:::::::::

influences
:::

the
::::::::::

formation
::

of
::::::::::

secondary
:::::::

organic
::::::::

aerosols
:::::::

(SOA),
::::::::

because
:::::::::::::::::::::::

condensation/evaporation

::::::

differs
:::

for
:::::::

species
::::

that
:::

are
:::::::::::

hydrophilic
::::::

and/or
::::::::::::

hydrophobic
:::::::::::::::::::::

(Couvidat et al., 2012) .
:::

As
::::

the
:::::::

particle

:::

wet
:::::::::

diameter
::

is
::::::::

strongly
:::::::

related
::

to
::::

the
:::::::::::

hygroscopic
::::::::::

properties
::

of
:::::::::

particles,
::::

the
:::::::

mixing
:::::

state
::::

also45

:::::::

impacts
:::::::

particle
::::

wet
:::::::::

diameters
:

andradiativeforcing (Lesins et al., 2002; Jacobson, 2001) ,andthe

number of particles thatmay become cloud condensation nuclei (CCN), because the activation of

particlesdependson their sizeandcomposition(Leck and Svensson, 2014) .
::::

into
:::::

CCN
::

is
::::::::

strongly

::::::

related
::

to
::::

the
:::::::

particle
::::

wet
::::::::

diameter
::::::::::::::::::::::::::

(Leck and Svensson, 2014) .
:::

By
:::::::::::

influencing
::::::

CCN,
:::

the
:::::::

mixing

::::

state
::::

also
:::::::

affects
:::::::

aerosol
::::

wet
::::::::

removal
::::

and
::::

thus
::::

the
:::::::

aerosol
::::::::::::::

spatial/temporal
::::::::::::

distribution.
::::::::

Besides,50

:::

the
:::::::

mixing
::::

state
::::::::::

influences
:::

the
::::::::

particle
::::::

optical
::::::::::

properties,
::::::

which
::::::::

depend
::

on
:::::

both
::::

the
:::::::

particle
::::

size

::::::::::

distribution
::::

(wet
::::::::::

diameters)
::::

and
:::::::::::

composition
::::::::

(different
:::::::::

chemical
::::::

species
:::::::

possess
::::::::

different
::::::::::

absorption

:

/
:::::::::

scattering
::::::::::

properties).
:::::::::::::::::::::::

Lesins et al. (2002) found
::::

that
:::

the
:::::::::

percentage
::::::::::

difference
::

in
:::

the
::::::

optical
:::::::::

properties

:::::::

between
:::

an
::::::::

internal
:::::::

mixture
::::

and
::::::::

external
::::::::

mixture
:::

of
:::::

black
:::::::

carbon
::::

and
:::::::::::

ammonium
::::::::

sulphate
::::

can

::

be
:::::

over
:::::

50%
:::

for
::::

wet
:::::::::

aerosols.The mixing state may also influencethe formation of secondary55

organicaerosols(SOA), by influencing the hydrophilic and /or organicabsorbingpropertiesof

2



particles
::::::::

radiative
:::::::

forcing,
:::

as
::::::

shown
::

by
::::::::::::::::::::

Jacobson (2001) who
::::::::

obtained
::::::::

different
:::::

direct
:::::::

forcing
::::::

results

:::::::

between
::::::::

external
::::

and
:::::::

internal
::::::

mixing
:::::::::::

simulations
::

of
::::::

black
::::::

carbon.

Although CTM usually assume that particles are internally-mixed, several models have been de-

veloped during the last sesquidecade to represent the external mixture of particles. A source-oriented60

model was developed by Kleeman et al. (1997) and Kleeman and Cass (2001) for regional mod-

elling. In these models, each source is associated with a specific aerosol population, which may

evolve in terms of size distribution and chemical composition, but does not mix with the other

sources (i.c
:

e., particle coagulation is neglected). Riemer et al. (2009)modelled externally-mixed

particles using a stochastic approach. However, such an approach is computationally expensive65

when the number ofparticles
::::::

particle
:::::::

species
:

is high.
:::

On
:::

the
:::::

other
::::::

hand,
::::::::::::::::::::

Stier et al. (2005) and

::::::::::::::::::::::::

Bauer et al. (2008) simulate
::::::::::

externally
::::::

mixed
::::::::

particles
:::::

using
::::::

modal
:::::::

aerosol
::::::::

models,
::::::

where
:::::::

aerosol

::::::::::

populations
:::::

with
::::::::

different
::::::

mixing
::::::

states
:::

are
::::::::::

represented
:::

by
::::::

modes
::

of
::::::::

different
::::::::::::

compositions
::::::::

(soluble

:

/
::::::

mixed
::

or
::::::::::::

insoluble/not
:::::::

mixed).
:::::::::

Although
:::::

these
:::::::

models
::::

may
:::

be
::::::::::::::

computationally
::::::::

efficient,
:::::

they
::::

may

:::

not
::::::

model
:::::::::

accurately
:::

the
:::::::::

dynamics
::

of
::::::::

mixing.To represent externally-mixed particles independently70

of their sources and number concentrations, Jacobson et al.(1994) and Lu and Bowman (2010) con-

sidered particles that can be either internally- or externally-mixed (i.e., composed of a pure chemical

species). Lu and Bowman (2010) used a threshold mass fraction to define whether the species is

of significant concentration. Jacobson (2002) expanded on Jacobson et al. (1994) by allowing par-

ticles to have different mass fractions. Similarly, Oshimaet al. (2009) discretised the fraction of75

black carbon in the total particle mass into sections of different chemicalcomposition
:::::::::::

compositions.

Dergaoui et al. (2013) further expanded on these modelling approaches by discretising the mass

fraction of any chemical species into sections, as well as the size distribution. Foreachsizesection,

themassfraction of eachspeciesis discretisedinto sectionsFh
+
− = [Fh

−,Fh
+] (h variesfrom 1 to

thenumberof massfractionsectionsnf with F1
− = 0, Fnf

− = 1 andFh
− = Fh−1

+]), leadingto80

a variety of possibleparticlecompositions.Assumingthat it is possibleto haveup to c chemical

speciesin particles,let usdenotefi the massfraction of speciesXi (1≤ i≤ c). Eachparticle is

associatedwith amassfractionvector=(f1,f2, · · · ,f(c−1)), whichdefinestheparticlecomposition/

=(Fg1
+
−,Fg2

+
−, · · · ,Fg(c−1)

+

−
)with fi ∈ Fgi

+
−. Foraparticlecompositionto bevalid,

∑(c−1)
i=1 Fgi

−
6 1

must be satisfied.Note that fc is not specifiedbecauseit is constrainedby massconservation85

(fc = 1−
∑(c−1)

i=1 fi).
:::

see
:::::::

Section
:::::

2.1.3
::::

for
::::::::

details).
:

Based on this discretisation, Dergaoui et al.

(2013) derived the equation for coagulation and validated their model by comparing the results

obtained for internal and external mixing, as well as by comparing both approaches against an exact

solution. However, processes such as condensation/evaporation and nucleation were not modelled.

This work presents a new Size-composition Resolved AerosolModel (SCRAM), whichexpends90

:::::::

expands
:

on the model of Dergaoui et al. (2013) by including condensation/evaporation and nucle-

ation processes. Section 2 describes the model. Equations for the dynamic evolution of particles

by condensation/evaporation are derived. A thermodynamicequilibrium method may be used in

3



SCRAM to compute the evolution of the particle chemical composition by condensation/evaporation.

Redistribution algorithms, which allow section bounds notto vary, are also presented for future 3D95

applications. Model validation is presented in Section 3 bycomparing the changes in the particle

size distribution due to condensational growth for both externally- and internally-mixed particles.

Section 4 presents an application of the model with realistic concentrations over Greater Paris.

2 Model Description

This section presents the aerosol general dynamic equations and the structure of the model. First,100

the formulation of the dynamic evolution of the aerosol sizedistribution and chemical composition

by condensation-evaporation is introduced. Since it is necessary in 3D CTM to maintain fixed size

and composition section bounds, we present algorithms to redistribute particle mass and number

according to fixed section bounds. For computational efficiency, a bulk equilibrium method, which

assumes an instantaneous equilibrium between the gas and particle phases, is introduced. Finally,105

the overall structure of the model is described. In particular, the treatment of the different mixing

processes to ensure the numerical stability of the model is discussed.

Particle dynamics is mostly governed by three processes: coagulation, condensation/evaporation,

and nucleation. Nucleation refers to the formation of ultrafine particles from gaseous molecules.

SCRAM uses the parametrisation of Vehkamäki et al. (2002) for the homogeneous binary nucle-110

ation of sulphate and water. It was adopted from the existingSIREAM code (Debry et al., 2007).

It may be replaced by a better parametrisation in future versions, because it may lead to unrealistic

results under some extreme conditions (Zhang et al., 2010).For coagulation, SCRAM uses the code

of Dergaoui et al. (2013) to simulate the collisions of particles caused by Brownian motion. Con-

densation/evaporation describe the mass transfer processbetween the gas and the particle phases. It115

is essential to include condensation/evaporation, because this process not only largely influences the

size distribution of aerosols, but may also change the composition of particles significantly.

2.1 Condensation-Evaporation Algorithm

The focus of the following subsections is the formulation and implementation of the condensa-

tion/evaporation process.
:

A
::::::::::

lagrangian
:::::::::

approach
::

is
:::::

used
:::

to
:::::

solve
:::

the
::::::::::

equations
::

of
:::::::

change
::::

for
:::

the120

::::

mass
::::

and
:::::::

number
::::::::::::::

concentrations,
::::::

which
:::

are
:::::::::::

redistributed
:::::

onto
:::::

fixed
:::::::

sections
:::::::

through
::

a
::::::::::::

redistribution

::::::::

algorithm
:::::::::

(moving
::::::::

diameter,
:::::::::::::::::

Jacobson (1997) ).
:

Equations are derived to describe the change with

time of the mass concentrations of chemical species in termsof particle compositions.

2.1.1 Dynamic equation for condensation/evaporation

Let us denotemi the mass concentration of speciesXi (1≤ i≤ c) in a particle andx the vector125

representing the mass composition of the particlex = (m1,m2, · · · ,mc). Following Riemer et al.

4



(2009), the change with time of the number concentrationn(x, t) (m−3 µg−1) of multi-species par-

ticles by condensation/evaporation can be represented by the following equation:

∂n

∂t
=−

c∑

i=1

∂(Iin)

∂mi

(1)

whereIi (µg s−1) is the mass transfer rate between the gas and particle phases for speciesXi. It may130

be written as follows:

Ii =
∂mi

∂t
= 2π Dg

i dp f(Kn,αi)(c
g
i (t)−Ke(dp) c

eq
i (x, t)) (2)

whereDg
i is the molecular diffusivity of condensing/evaporating species in the air, anddp andcgi

are the particle wet diameter and the gas phase concentration of speciesXi, respectively. Non-

continuous effects are described byf(Kn,αi) (Dahneke, 1983) which depends on the Knudsen135

number,Kn =
2λ

dp
(with λ the air mean free path), and on the accommodation coefficientαi

:::::::

αi = 0.5:

f(Kn,αi) =
1+Kn

1+ 2Kn(1+Kn)/αi

(3)

Ke(dp) represents the Kelvin effect (for ultra fine particles, the curvature tends to inhibit condensa-

tion):

Ke(dp) = exp

(
4 σ vp
R T dp

)

(4)140

with R the ideal gas constant,σ the particle surface tension andvp the particle molar volume. The

local equilibrium gas concentrationceqi is computed using the reverse mode of the thermodynamic

model ISORROPIA
:::::

V1.7 (Nenes et al., 1998) for inorganic compounds. In the currentversion of

SCRAM, organic compounds are assumed to be at thermodynamicequilibrium with the gas phase

and condensation/evaporation is computed as described in Section 2.2.145

2.1.2 Dynamic equation as a function of mass fractions

Following the composition discretisation method of Dergaoui et al. (2013)
::::::::

(detailed
::

in
:::::::

Section
::::::

2.1.3),

each particle is represented by a vectorp=(f ,m), which contains the mass fraction vectorf=(f1,f2, · · · ,f(c−1))

of the first(c− 1) species and the total massm=
∑c

i=1mi.

In Equation (1), the chemical composition of particles is described by the vectorx,
:

which contains150

the mass concentration of each species. After the change of variable through a[c×c] Jacobian matrix

fromn(x, t) to n̄(p, t) (see Appendix A for detail), Equation (1) becomes:

∂n̄

∂t
=−

(c−1)
∑

i=1

∂(Hin̄)

∂fi
−

∂(I0n̄)

∂m
(5)

with I0 =
∑c

i=1 Ii, Hi =
∂fi
∂t

. As fi =
mi

m
is the mass fraction of species

:::

(or
:::::

group
:::

of
:::::::

species)
:

Xi,

we may write:155

Hi =
1

m

∂mi

∂t
−

mi

m2

∂m

∂t
=

Ii − fiI0
m

(6)
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The change with time ofqi = n mi, the mass concentration of speciesXi, can be expressed as

follows:

∂qi
∂t

=
∂n

∂t
mi+

∂mi

∂t
n (7)

After the change of variables fromqi(x, t) to q̄i(p, t) (see Appendix A), Equation (7) becomes:160

∂q̄i
∂t

=−m fi
∂n̄

∂t
+ n̄ Ii (8)

2.1.3 Discretisation

As SCRAM is a size-composition resolved model, both particle size and composition are discretised

into sections,
::::::

while
:::

the
::::::::

numbers
:::

and
:::::::

bounds
::

of
:::::

both
:::

size
::::

and
:::::::::::

composition
::::::::

sections
:::

can
:::

be
::::::::::

customised

::

by
::::

the
::::

user. The particle mass distributionQ[mmin,mmax] is first divided intoNb size sections165

[m−
k ,m

+
k ] (k = 1, ...,Nb andm+

k−1 =m−
k ), defined by discretising particle diameters[dmin,dmax]

with dmin anddmax, the lower and upper particle diameters, respectively, andmk =
π ρ d3k

6
. For

each of the first(c− 1) species
::

or
:::::::

species
:::::::

groups, the mass fraction is discretised intoNf frac-

tion ranges. Thehth fraction range is represented by the rangeFh
+
− = [f−

h ,f+
h ] wheref+

h−1 = f−
h ,

fmin = 0 andfmax = 1. Within each size sectionk, particles are categorised intoNp composition170

sections, which are defined by the valid combinations of the fraction ranges of the(c− 1) species.

Thegth composition section can be represented byPg=(Fg1
+
−,Fg2

+
−, · · · ,Fgc−1

+
−). Given the mass

fraction discretisation, those composition sections are automatically generated by an iteration on all

possible combinations (Nf
(c−1)) of the(c−1) species andNf fraction ranges. Only the composition

sections that satisfy
∑(c−1)

i=1 Fgi
−
6 1 are kept.175

The particle mass distribution is discretised into(Nb×Np) sections. Each sectionj (j = 1, ...,Nb×

Nc) corresponds to a size sectionk (k = 1, ...,Nb) and to a composition sectiong = (g1, ...,g(c−1))

with g = 1, ...,Np, gh = 1, ...,Nf with h= 1, ...,(c− 1). The total concentrationQj
i of speciesi in

thejth section can be calculated as follows:

Qj
i =

m
+
k∫

m−
k

f+
g1∫

f−
g1

...

f+
g(c−1)∫

f−
g(c−1)

q̄i(m,fg1 , ...,fg(c−1)
)dmdfg1 ...dfg(c−1)

(9)180

Similarly, the number concentrationN j of thejth section may be written as follows:

N j =

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fg(c−1)
)dmdfg1 ...dfg(c−1)

(10)
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The
:::::

After
::

a
:::::

series
:::

of
::::::::::

derivations
::::

(see
::::::::::

Appendix
::

B
:::

for
::::::::

details),
:::

we
::::::

obtain
:::

the
:

time derivation of

Equation (10)leadsto:

∂N j

∂t
=

A
︷ ︸︸ ︷

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

∂n̄

∂t
dmdfg1 , ...,dfg(c−1)

+

B
︷ ︸︸ ︷

dm+
k

dt

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m+
k ,fg1 , ...,fg(c−1)

)dfg1 , ...,dfg(c−1)
−

dm−
k

dt

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m−
k ,fg1 , ...,fg(c−1)

)dfg1 , ...,dfg(c−1)

+

(c−1)
∑

i=1







df+
gi

dt

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg+
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)

−
df−

gi

dt

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg−
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)







185

Replacing
∂n̄

∂t
(m,fg1 , ...,fg(c−1)

) by Equation(5), wehave

A=

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)



−
∂(I0n)

∂m
−

(c−1)
∑

x=1

∂(Hgxn)

∂fgx



dmdfg1 ...dfg(c−1)

andusingI0 =
dm

dt
, Hgi =

dfgi
dt

and
∂fgi
∂fgl

= 0 wheni 6= l

A=−







dm+
k

dt

f+
g1∫

f−
g1

...

f+
g(c−1)∫

f−
g(c−1)

n̄(m+
k ,fg1 , ...,fg(c−1)

)dmdfg1 ...dfg(c−1)
−

dm−
k

dt

f+
g1∫

f−
g1

...

f+
g(c−1)∫

f−
g(c−1)

n̄(m−
k ,fg1 , ...,fg(c−1)

)dmdfg1 ...dfg(c−1)

+

(c−1)
∑

i=1







df+
gi

dt

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg+
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)

−
df−

gi

dt

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg−
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)













SoA=−B, thus190

∂N j

∂t
= (A+B) = 0

7



which is expectedsincecondensation/evaporationdoesnotaffectthetotalnumberof particles.
:

:

Similarly, an equationof changecan bederivedfor Qj
i . In order to simplify the writing of the

equations,thefollowing abbreviationsareintroduced:

f
g
(c−1)
1

= fg1 , ...,fg(c−1)

f
g
(c−1)
1 \i

= fg1 , ...,fgi−1 ,fgi+1 , ...,fg(c−1)

df
g
(c−1)
1

= dfg1 ...dfg(c−1)

df
g
(c−1)
1 \i

= dfg1 ...dfgi−1dfgi+1 ...dfg(c−1)

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

=

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

f
+

g
(c−1)
1

\i
∫

f
−

g
(c−1)
1 \i

=

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

195

The

∂N j

∂t
= 0

::::::::

(11)

::

as
::::

well
:::

as
:::

thetime derivation of Equation
:

(9)leadsto:
:

:
:

∂Qj
i

∂t
=N j
:::::

Igi
::

(12)

8



SubstitutingEquation(A16) andq̄i =m fi n̄ into Equation(B5), weobtain:200

∂Qj
i

∂t
=

C
︷ ︸︸ ︷

m
+
k∫

m
−
k

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

m fgi
∂n̄

∂t
dmdf

g
(c−1)
1

+

m
+
k∫

m
−
k

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

n̄ Igi dmdf
g
(c−1)
1

+

D
︷ ︸︸ ︷

m+
k

dm+
k

dt

f+

g
(c−1)
1∫

f
−

g
(c−1)
1

fgi n̄(m
+
k ,fg(c−1)

1
)df

g
(c−1)
1

−m−
k

dm−
k

dt

f+

g
(c−1)
1∫

f
−

g
(c−1)
1

fgi n̄(m
−
k ,fg(c−1)

1
)df

g
(c−1)
1

+

(c−1)
∑

i=1







f+
gi

df+

g
(c−1)
1

dt

m
+
k∫

m
−
k

f
+

g
(c−1)
1

\i
∫

f
−

g
(c−1)
1

\i

m n̄(m,f+
gi
,f

g
(c−1)
1 \i

)dmdf
g
(c−1)
1 \i

−f−
gi

df−

g
(c−1)
1

dt

m
+
k∫

m
−
k

f
+

g
(c−1)
1

\i
∫

f
−

g
(c−1)
1 \i

m n̄(m,f−
gi
,f

g
(c−1)
1 \i

)dmdf
g
(c−1)
1 \i








Similarly to Equation(B1), it canbeprovedthatC =−D, sothatEquation(B6) simplifiesto:

∂Qj
i

∂t
=

m
+
k∫

m
−
k

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

n̄ Igi dmdf
g
(c−1)
1

=N j Igi

Thus, in each section, the change with time of number and massconcentrations is given by Equations

(11) and (12).205

2.1.4 Numerical implementation

According to Debry and Sportisse (2006), the condensation/evaporationprocess may have character-

istic time-scales of different magnitudes, because the range of particle diameters is large. Such fea-

ture induces strong stiffness of the numerical system. As suggested by Debry et al. (2007), the stiff

condensation/evaporation equations are solved using the second-order Rosenbrock (ROS2) method210

(Verwer et al., 1999; Djouad et al., 2002).

In addition, potentially unstable oscillations may occur when a dramatic change of the particle

pH occurs. To address this issue, a species flux electro-neutrality constraint (Pilinis et al., 2000;

Debry et al., 2007) is applied in SCRAM to ensure the numerical stability of the system.

2.2 Bulk equilibrium and hybrid approaches215

9



Bulk equilibriummethodsassumeaninstantaneousthermodynamicequilibriumbetweenthegasand

bulk-aerosolphases.For semi-volatilespecies,themassconcentrationof bothgasandbulk-aerosol

phasesafter condensation/evaporationare obtainedusing the forward mode of ISORROPIAfor

inorganicandthemodel(Couvidat et al., 2012) fororganics.Becausetimeintegrationisnotnecessary,

thecomputationalcostis significantlyreducedcomparedto thedynamicmethod.Weightingfactors220

W are designedto distributethe semi-volatilebulk-aerosolmassacrossthe aerosoldistribution

(Pandis et al., 1993) .In SCRAM, for eachsemi-volatilespeciesi, we redistributethebulk aerosol

evaporatingor condensingmass,δQi =Q
after bulk eq.
i −Q

before bulk eq.
i , betweenthesectionsj,

usingfactorsthatdependon theratio of themasstransferrate in theaerosoldistribution(Equation

2). Becauseof thebulk equilibriumassumption,thedriving force of (cgi −Kec
eq
i ) is assumedto be225

thesamefor all sizeandcompositionsections,andtheweightingfactorsareasfollows.

W j
i =

Nj d
j
pf(Kn,αi)

∑Ns

k=1Nk dkpf(Kn,αi)

whereNj is the numberconcentrationof sectionj anddjp is the particlewet diameterof section

j. In caseof evaporation,theseweighting factorsmay not be appropriate,as they may lead to

over-evaporationof somespeciesin somesections,i.e. Qj
i =Q

before bulk eq.
i + δQi×W j

i < 0.230

In thecaseof over-evaporation,we useaweightingschemethatredistributesthetotal bulk aerosol

massratherthanthebulk aerosolevaporatingorcondensingmass

W j
i =

Qj
i

∑Ns

k=1Q
k
i

andQj
i =Q

after bulk eq.
i ×W j

i .

2.1.1
:::

Size
::::

and
::::::::::::

composition
::::::::::::::

redistribution235

In fact, dueto their largerratiosbetweensurfaceareaandparticlemass,small particlesmayreach

thermodynamicequilibrium much fasterthan largeparticles.Particlesof diameterslarger than 1

couldrequirehoursorevendaystoachieveequilibrium(Wexler and Seinfeld, 1990) ,whichmakes

thebulk equilibriumassumptioninappropriatefor them.In ordertomaintainboththecomputational

efficiency of the equilibrium methodand the accuracyof the dynamicone, a hybrid method is240

adoptedin SCRAM basedon the work of Capaldo et al. (2000) andDebry and Sportisse (2006) .

Thismethodusestheequilibriummethodfor smallparticles(dp < 1 ) andusesthedynamicmethod

to calculatethemasstransferfor largerparticles.

2.2 Size and composition redistribution

By condensation/evaporation, the particles in each size section may grow or shrink. Because the245

bounds of size sections should be fixed for 3D applications, it is necessary to redistribute number and
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mass among the fixed size sections during the simulation after condensation/evaporation. Similarly,

the chemical composition also evolves by condensation/evaporation, and an algorithm is needed to

identify the particle composition and redistribute it intothe correct composition sections.

Two redistribution methods for size sections may be used in SCRAM: the HEMEN (Hybrid of250

Euler-Mass and Euler-Number) scheme of Devilliers et al. (2013) and the moving diameter scheme

of Jacobson (1997). According to Devilliers et al. (2013), both redistribution methods may accu-

rately redistribute mass and number concentrations.

The HEMEN scheme divides particle size sections into two parts: the number is redistributed

for sections of mean diameter lower than 100nm and mass is redistributed for sections of mean255

diameter greater than 100nm. The section mean diameters are kept constant and mass concentra-

tions are diagnosed for sections where number is redistributed, while number concentrations are

diagnosed for sections where mass is redistributed. The advantage of this scheme is that it is more

accurate for number concentrations over the size range where number concentrations are
:::

the
:

highest

and more accurate for mass concentrations where mass concentrations are
::

the
:

highest. In SCRAM,260

the algorithm of Devilliers et al. (2013) was modified to takeinto account the fact that after con-

densation/evaporation, the diameter of a section may become larger than the upper bound of the

next section.
:

In
::::

that
:::::

case,
:::

the
:::::

mean
:::::::::

diameter
::

of
:::

the
:::::::

section
::::

after
:::::::::::::::::::::::

condensation/evaporation
::

is
:::::

used
::

to

::::::::

diagnose
::

in
::::::

which
:::::::::::::

fixed-diameter
::::::::

sections
:::

the
::::::::::::

redistribution
:::

is
::::::::::

performed.This feature allows us to

use larger time steps for condensation/evaporation beforeredistribution.265

In the moving diameter method, although size section boundsare kept fixed, the representative

diameter of each size section is allowed to vary. If, after condensation/evaporation, the diameter

grows or shrinks outside section bounds, both the mass and number concentrations of the section are

redistributed entirely into the new size sections boundingthat diameter.

For the composition redistribution, a scheme based on the moving diameter method is applied.270

::::

(i.e.,
:::::::

moving
:::::

mass
:::::::::

fraction).First, after condensation/evaporation, the mass fractionof each species

is re-evaluated within each section. For each section, if the new composition does not match the

section composition (i.e., if the mass fraction of each species does not fit into the mass fraction

bounds of the species for that section), the sectionwhich
:::

that
:

has a composition that matches the new

composition is identified, and both number and mass concentrations of each species are transferred275

to that section.

2.2 Time resolution of SCRAM

:::

The
::::::::::::

composition
::::::::::::

redistribution
:::

is
:::::::

applied
:::::

first,
::::::::

followed
:::

by
:::

the
::::

size
:::::::::::::

redistribution
:::

for
:::::

each
:::

of
:::

the

:::::::::::

composition
::::::::

sections.

In orderto280

2.2
::::

Bulk
::::::::::::

equilibrium
::::

and
:::::::

hybrid
:::::::::::

approaches

11



::::

Bulk
:::::::::::

equilibrium
::::::::

methods
:::::::

assume
::

an
::::::::::::

instantaneous
:::::::::::::::

thermodynamic
::::::::::

equilibrium
::::::::

between
:::

the
:::

gas
::::

and

:::::::::::

bulk-aerosol
:::::::

phases.
:::

For
::::::::::::

semi-volatile
::::::::

species,
:::

the
:::::

mass
::::::::::::

concentration
:::

of
::::

both
::::

gas
::::

and
:::::::::::

bulk-aerosol

::::::

phases
:::::

after
:::::::::::::::::::::::

condensation/evaporation
:::

are
:::::::::

obtained
:::::

using
::::

the
::::::::

forward
::::::

mode
::

of
:::::::::::::

ISORROPIA
:::

for

:::::::::

inorganics
::::

and
:::

the
:

H2O
:::::

model
::::::::::::::::::::::::

(Couvidat et al., 2012) for
::::::::

organics.
::::::::

Because
::::

time
::::::::::

integration
:::

is
:::

not285

:::::::::

necessary,
:::

the
:::::::::::::

computational
::::

cost
::

is
:::::::::::

significantly
:::::::

reduced
:::::::::

compared
::

to
:::

the
::::::::

dynamic
::::::::

method.
:::::::::

Weighting

::::::

factors
:::

W
:::

are
::::::::

designed
::

to
:::::::::

distribute
:::

the
::::::::::::

semi-volatile
:::::::::::

bulk-aerosol
:::::

mass
:::::

across
::::

the
::::::

aerosol
:::::::::::

distribution

:::::::::::::::::::

(Pandis et al., 1993) .
::

In
:::::::::

SCRAM,
:::

for
:::::

each
::::::::::::

semi-volatile
:::::::

species
::

i,
:::

we
::::::::::

redistribute
::::

the
::::

bulk
:::::::

aerosol

::::::::::

evaporating
:::

or
::::::::::

condensing
:::::

mass,
::::::::::::::::::::::::::::::::::::::

δQi =Q
after bulk eq.
i −Q

before bulk eq.
i ,

::::::::

between
:::

the
::::::::

sections
::

j,

:::::

using
::::::

factors
::::

that
:::::::

depend
:::

on
:::

the
:::::

ratio
::

of
:::

the
:::::

mass
::::::::

transfer
::::

rate
::

in
:::

the
:::::::

aerosol
:::::::::::

distribution
:::::::::

(Equation290

::

2).
::::::::

Because
:::

of
:::

the
::::

bulk
:::::::::::

equilibrium
:::::::::::

assumption,
:::

the
:::::::

driving
:::::

force
:::

of
::::::::::::

(cgi −Kec
eq
i )

::

is
::::::::

assumed
::

to
:::

be

:::

the
:::::

same
:::

for
:::

all
:::

size
::::

and
::::::::::::

composition
::::::::

sections,
:::

and
::::

the
:::::::::

weighting
::::::

factors
:::

are
:::

as
:::::::

follows.
:

W j
i =

Nj d
j
pf(Kn,αi)

∑Ns

k=1Nk dkpf(Kn,αi)
::::::::::::::::::::::::::

(13)

:::::

where
::::

Nj
::

is
:::

the
::::::::

number
::::::::::::

concentration
:::

of
:::::::

section
::

j
:::

and
:::

djp:::

is
:::

the
:::::::

particle
::::

wet
:::::::::

diameter
::

of
:::::::

section

::

j.
::

In
:::::

case
:::

of
:::::::::::

evaporation,
::::::

these
:::::::::

weighting
:::::::

factors
:::::

may
:::

not
:::

be
::::::::::::

appropriate,
:::

as
::::

they
:::::

may
::::

lead
:::

to295

:::::::::::::::

over-evaporation
::

of
:::::

some
:::::::

species
::

in
:::::

some
::::::::

sections,
:::

i.e.
:::::::::::::::::::::::::::::::::::::::::::::::::

Q
j after bulk eq.
i =Q

before bulk eq.
i + δQi×W j

i < 0.

::

In
:::

the
::::

case
:::

of
::::::::::::::::

over-evaporation,
:::

we
:::

use
::

a
:::::::::

weighting
::::::::

scheme
:::

that
::::::::::::

redistributes
:::

the
:::::

total
::::

bulk
:::::::

aerosol

::::

mass
::::::

rather
::::

than
::::

the
::::

bulk
:::::::

aerosol
:::::::::::

evaporating
::

or
::::::::::

condensing
:::::

mass
:

W j
i =

Qj
i

∑Ns

k=1Q
k
i

:::::::::::::::

(14)

:::

and
::::::::::::::::::::::::::::::::::::::

Q
j after bulk eq.
i =Q

after bulk eq.
i ×W j

i .300

::

In
::::

fact,
::::

due
::

to
:::::

their
:::::

larger
::::::

ratios
:::::::

between
:::::::

surface
::::

area
::::

and
:::::::

particle
:::::

mass,
::::::

small
:::::::

particles
:::::

may
:::::

reach

::::::::::::::

thermodynamic
::::::::::

equilibrium
::::::

much
:::::

faster
::::

than
:::::

large
:::::::::

particles.
::::::::

Particles
::

of
:::::::::

diameters
::::::

larger
::::

than
::

1 µm

:::::

could
:::::::

require
:::::

hours
::

or
:::::

even
:::::

days
::

to
:::::::

achieve
:::::::::::

equilibrium
::::::::::::::::::::::::::

(Wexler and Seinfeld, 1990) ,
::::::

which
::::::

makes

:::

the
::::

bulk
:::::::::::

equilibrium
::::::::::

assumption
::::::::::::

inappropriate
:::

for
::::::

them.
::

In
:::::

order
::

to
::::::::

maintain
:::::

both
:::

the
:::::::::::::

computational

:::::::::

efficiency
::

of
::::

the
:::::::::::

equilibrium
:::::::

method
::::

and
::::

the
:::::::::

accuracy
::

of
::::

the
::::::::

dynamic
:::::

one,
::

a
::::::

hybrid
::::::::

method
::

is305

:::::::

adopted
::

in
:::::::::

SCRAM
::::::

based
:::

on
:::

the
:::::

work
:::

of
:::::::::::::::::::::::

Capaldo et al. (2000) and
::::::::::::::::::::::::::

Debry and Sportisse (2006) .

::::

This
:::::::

method
:::::

uses
:::

the
:::::::::::

equilibrium
::::::::

method
:::

for
::::::

small
::::::::

particles
:::::::

(dp < 1
:

µm
:

)
::::

and
::::

uses
::::

the
::::::::

dynamic

:::::::

method
::

to
::::::::

calculate
:::

the
:::::

mass
:::::::

transfer
::::

for
:::::

larger
:::::::::

particles.

2.3
:::::::

Overall
:::::

time
::::::::::

integration
:::::

and
::::::::

operator
::::::::

splitting
:::

in
::::::::

SCRAM

::

In
:::::

order
:::

to develop a system that offers both computational efficiency and numerical stability, we310

perform operator splitting for changes in number and mass concentrations with time due to emission,

coagulation, condensation/evaporation and nucleation, as explained below.

Emissions are first evaluated with an emission time step, which is determined by the characteris-

tic time-scales of emissions obtained from the ratio of emission rates to aerosol concentrations. The
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emission time step evolves with time to prevent adding too much emitted mass into the system within315

one time step. Within each emission time step, coagulation and condensation/evaporation/nucleation

are solved and the splitting time step between coagulation and condensation/evaporation/nucleation

is forced to be lower than the emission time tep. Time steps are obtained from the characteris-

tic time steps of coagulation (tcoag) and condensation/evaporation/nucleation (tcond). The larger

of the time stepstcoag and tcond determines the time step of splitting between coagulation and320

condensation/evaporation/nucleation. As coagulation isusually the slower process, the change due

to coagulation is first calculated over its time step. Then,the
::::::::::::::::::::::::::::::::

condensation/evaporation/nucleation

:::

are
::::::

solved
:::::::::::::::

simultaneously.
::::

The
:

change due to condensation/evaporation/nucleation is calculated,

using time sub cycles, starting with the sub time steptcond. The next sub time step for condensa-

tion/evaporation/nucleation is estimated based on the difference between the first and second order325

results provided by the ROS2 solver. Redistribution is computed after each time step of splitting of

coagulation and condensation/evaporation/nucleation.

When the bulk thermodynamic equilibriumassumptionis made,
::::::::

approach
::

is
:::::

used
::

to
:::::

solve
:

con-

densation/evaporationis computedwith the bulk equilibrium methodonceper ,
:::::::::::

coagulation
:::::

then

:::::::::

nucleation
:::

are
:::::::

solved
::::

after
:::::

each
::::::::

emission
:::::

time
::::

step.
::::

The
:::::::::

resolution
::

is
:::::

done
:::

as
:::::::::

previously
::::::::::

explained,330

::::::

except
::::

that
:::

the
:::::::::

dynamic
:::::::::::::::::::::::

condensation/evaporation
::::::

solver
::

is
:::::::::

disabled:
::::

sub
:::::

time
:::::

steps
::::

are
::::

used
:::

to

:::::

solve
::::::::::

coagulation
::::

and
::::::::::

nucleation
::::::

during
::::

oneemission time step.In thecaseof asimulationwith the

hybridmethodfor
:::::::::::::::::::::::

Condensation/evaporation
::

is
::::

then
::::::

solved
::::::

using
:::

the
::::

bulk
:::::::::::

equilibrium
::::::::

approach
::::

and

:::

the
::::::::::::

redistribution
:::::::

process
::

is
:::::::

applied
:::::

after
:::

the
::::

bulk
:::::::::::

equilibrium
:::::::::

algorithm.
:

:::::

When
::::

the
::::::

hybrid
::::::::

approach
::

is
:::::

used
::

to
:::::

solve
:

condensation/evaporation,thechangewith time of the335

equilibriumsizesectionis computed
:

a
::::

time
:::::

loop
::

is
::::::

addedwith a fixed time step of600 s , which is

largerthan
::::::

outsidethe emission timesteps
::::

loop
::

to
::::::::

compute
::::

bulk
:::::::::::

equilibrium
:::::::::::::::::::::::

condensation/evaporation

:::

for
:::::::::::

equilibrium
::::::::

sections.
:::::

This
::::::::::

additional
:::::

time
::::

loop
:::

is
:::::::::

designed
::

to
:::::::

ensure
::::

that
:::::

bulk
:::::::::::

equilibrium

::::::::::::::::::::::

condensation/evaporation
:::

of
:::::::::::

equilibrium
::::::::

sections
::

is
::::

not
:::::::

applied
:::

too
::::::

often, so thatenoughtime is

availablefor theevolutionbetweenthebackgroundgasconcentrationandparticlesurfaceconcentrations340

for eachsize sectionundergoingdynamicmasstransfer.Redistribution is computedafter each

equilibriumtimestep
::

the
::::::::

dynamic
:::::::::::::::::::::::

condensation/evaporation
:::

of
::::::::

dynamic
:::::::

sections
::::

has
::::

time
::

to
:::::::

evolve.

::::::::::::

Redistribution
:::

is
:::::::

applied
:::::

after
:::

the
:::::

bulk
:::::::::::

equilibrium
::::::::::

algorithm.
:::::::

Within
:::

this
:::::

time
:::::

loop,
::::

the
:::::::

aerosol

::::::::

dynamics
::

is
:::::::

solved
::

as
::::::::::

previously
:::::::::

explained
:::::

using
:::

the
::::::::

dynamic
::::::::::::

condensation
:

/
:::::::::::

evaporation
:::::::::

algorithm

:::

for
:::::::

dynamic
::::

size
::::::::

sections:
:::::::::

emissions
:::

are
:::::::

solved
::::::::

followed
::

by
:::::::::::

coagulation
:::

and
:::::::::::::

condensation/
:::::::::::

evaporation345

:

/
::::::::::

nucleation.
:::

As
::

in
:::

the
:::::

fully
::::::::

dynamic
:::::::::

approach,
::::::::::::

redistribution
::

is
:::::::

applied
::::

after
::::::::

dynamic
:::::::::::::

condensation/

::::::::::

evaporation.
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3 Model validation

To validate the model, the change with time of internally- and externally-mixed aerosol models

are compared. The simulations use initial conditions for number and mass concentrations that are350

typical of a regional haze scenario, with a sulphuric acid condensation rate of 5.5 µm3cm−3 per 12

hours (Seigneur et al., 1986; Zhang et al., 1999)
:::::::::

(sulphuric
:::::

acid
::::::

vapour
:::::::

source
::

of
:::::

0.46
::::::::::

µm3cm−3

:::

per
:::::

hour).

Simulations were conducted for 12 h at a temperature of 298 K and a pressure of 1ATM
:::

atm.

The original reference simulation (Seigneur et al., 1986; Zhang et al., 1999) was first reproduced for355

internally-mixed sulphate particles (redistribution is not applied). For the sake of comparison be-

tween internally- and externally-mixed simulations, halfof the particles were assumed to consist of

sulphate (species 1) and the other half of another species ofsimilar physical properties as sulphate

(species 2).
:::

For
::::::::

internal
:::::::

mixing,
:::

the
::::::

initial
:::::::

particles
::::

are
::

all
:::::

50%
:::::::

species
:

1
::::

and
::::

50%
:::::::

species
::

2;
::::

and
:::

for

:::::::

external
:::::::

mixing,
::::

half
:::

of
:::

the
::::::

initial
::::::::

particles
:::

are
::::::

100%
::::::

species
::

1
::::

and
:::

the
:::::

other
::::

half
:::

are
::::::

100%
:::::::

species360

::

2. As both species have the same physical properties, for any given size section, the sum over all

composition sections of number and mass concentrations of externally-mixed particles should equal

the number and mass concentrations of the internally-mixedparticles. Particles were discretised into

100 size sections and 10 composition sections for the externally-mixed case. Figure?? compares

the initial massdistributionsasa function of both particlesizeandspecies1 massfraction of the365

internally-andexternally-mixedcases.Figure1 shows the initial and final distributions for the num-

ber and volume concentrations as a function of particle diameters. Both the internally-mixed and

externally-mixed results are presented in Figure 1, along with the reference results of Zhang et al.

(1999) (500 size sections were used in the original reference simulation). For the externally-mixed

simulation, the results were summed up over composition sections to obtain the distributions as a370

function of particle diameter. As expected, aperfect
::::

good
:

match is obtained between internal and

external mixing distributions, witha
::

an
::::::

almost
:

100% Pearson’s correlation coefficient. Furthermore,

the accuracy of the SCRAM algorithm is proved by theperfect
::::

good
:

match between the results of

these simulations and the reference simulation of Zhang et al. (1999).
:

In
::::::

order
::

to
::::::::::

investigate
::::

the

::::::::

influence
:::

of
:::

the
::::::::::::

composition
:::::::::

resolution
:::

on
::::::::::

simulation
:::::::

results,
::::

two
::::::::::

additional
:::::

tests
:::

are
::::::::::

conducted375

:::::

using
:

2
::::

and
::::

100
:::::::::::

composition
:::::

bins.
::::

The
:::::

mean
:::::

mass
:::::::

fraction
:::

of
::::::

species
::

1
::

is
:::::::::

computed
:::

for
:::

all
::::::::

particles

::::::

within
::::

each
::::

size
:::::::

section,
:::

as
::::

well
::

as
:::::

their
::::::::

standard
::::::::::

deviations.
::::::

Figure
::

2
::::::

shows
:::

the
::::

size
:::::::::::

distribution
::

of

::::

these
:::::::::

statistics.
::::

The
:::::

mean
:::::

mass
:::::::

fraction
::

is
::::::

barely
::::::::

affected
::

by
:::

the
::::::::

different
::::::::::::

composition
::::::::::

resolutions
::

as

:::

the
::::::::::::

condensation
::::

rate
::

of
::::::::

sulphate
::

is
::::::::::::

independent
::

of
:::

the
:::::::

particle
:::::::::::::

compositions.
:::::::::

However,
::

a
::::::::

different

:::::::::::

composition
:::::::::

resolution
:::::

does
::::

lead
::

to
::::::::

different
::::::::

standard
:::::::::

deviation
::::::::::::

distributions,
::

as
:::::

only
::::::::

particles
::::

with380

:::::

larger
:::::::

fraction
::::::::::

difference
:::::::::::

(d > 0.2µm
:::

for
:

2
:::::::::::::

compositions
:::

and
::::::::::::

d > 0.09µm
:::

for
:::

10
::::::::::::

compositions)
::::

can

::

be
::::::::::::

distinguished
:::::

from
:::::

each
:::::

other
:::::

under
:::::::

coarser
:::::::::::

composition
:::::::::::

resolutions.
:

Using the same initial conditions and sulphuric acid condensation rate, a second comparison test

was performed, with both coagulation and condensation occurring for 12 hours. As the coagulation
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algorithm requires size sections to have fixed bounds (Dergaoui et al., 2013), size redistribution was385

applied for both the internally- and externally-mixed cases using the HEMEN method. As in the

first comparison test, Figure 3 shows that there is aperfect
::::

good
:

match between the internally-

and externally-mixed distributions as a function of particle diameter (no reference simulation was

available for these simulations). This test validates the algorithm of SCRAM to simulate jointly the

coagulation and condensation of externally-mixed particles.390

The mixing states of both internally- and externally-mixedparticles at the end of the simulations of

the second test are shown in Figure 4. Sulphuric acid condenses to form particulate sulphate (species

1). During the simulation, pure species 2 particles mix withpure sulphate particles by coagulation

and condensation of sulphuric acid. Figure 4 shows that, at the end of the simulation, the sulphate

mass fraction is greater for particles of lower diameters, because the condensation rate is greater for395

those particles. Particles with diameters greater than 10 µm remain unmixed. However, the external

mixing state provides a more detailed mixing map, from whichit is possible to distinguish mixed

particles from unmixed ones and to trace the origin of each particle. In this test case where the effect

of condensation dominates that of coagulation, most mixed particles are originally pure species 2

particles coated with newly condensed sulphuric acid (Figure 4).400

4 Simulation with realistic concentrations

To test the impact of external mixing on aerosol concentrations, simulations of coagulation, con-

densation/evaporation and nucleation were performed withSCRAM using realistic ambient con-

centrations and emissions extracted from a simulation performed over Greater Paris for July 2009

during the MEGAPOLI (Megacities: Emissions, urban, regional and Global Atmospheric POLution405

and climate effects, and Integrated tools for assessment and mitigation) campaign (Couvidat et al.,

2013).

4.1 Simulation set-up

Data were extracted from one grid cell of the 3D simulation performed by Couvidat et al. (2013) over

Greater Paris. This surface grid cell was chosen because black carbon (BC) emissions are high in that410

location, due to high traffic emissions. Figure 5 shows the BCemission map at 2 UT,at
::

on
:

1 July

2009. The highest emission rate is located at the grid cell center of longitude and latitude (2.28◦

:

E, 48.88◦
::

N), which was selected here to extract the SCRAM simulation input data for emissions,

background gas and aerosol concentrations, and initial meteorological conditions (temperature and

pressure). In the absence of specific information on individual particle composition, all initial aerosol415

concentrations extracted from the database were assumed tobe 100% mixed (i.e., aged background

aerosols).
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Simulations start at 2 UT (1 July 2009), i.e., just before themorning peak of traffic emissions, and

last 12 hours. As our simulations are 0D, the transport of gases and particlesis
:::

and
:::

the
::::::::::

deposition

::::::::

processes
::::

arenot taken into account(i. e.,oneassumecalmconditions).
:

. Therefore, emissions accu-420

mulate, potentially leading to unrealistically high concentrations. To avoid this artifact, the duration

of the emissions was limited to the first 40 min of simulation.This time duration is calculated using

the average BC emission rate between 2 UT and 3 UT, so that BC emissions lead to an increase in

BC concentrations equal to the difference between BC concentrations after and before the morning

traffic peak, i.e., between 6 UT and 2 UT (Figure 6).
:::::::

Besides,
::::::::::

gas-phase
:::::::::

chemistry
:::::

(such
:::

as
:::::

SOA425

:::::::::

formation)
:::

is
:::

not
::::::::

included
:::

in
:::::::::

SCRAM,
::::

and
::

is
::::::::

expected
:::

to
::

be
:::::::

solved
:::::::::

separately
::::::

using
::

a
:::::::::

gas-phase

:::::::::

chemistry
:::::::

scheme.
::

In
::::

the
::::::::::

simulations
::

of
::::

this
:::::

work,
::::::::

organics
::::::::

originate
::::::

either
:::::

from
:::::

initial
::::::::::

conditions
::

or

::::

they
:::

are
:::::::

emitted
:::

as
:::::::::::

semi-volatile
::::::::

organic
::::::::::

compounds
::::::

during
::::

the
::::::::::

simulation.
:::::

They
::::::::

partition
::::::::

between

:::

the
:::

gas
::::

and
:::

the
:::::::

aerosol
::::::

phases
:::

by
:::::::::::::::::::::::

condensation/evaporation.
:

The size distribution ranging from 0.001 to 10 µm was discretised into 7 sections with bounds430

at 0.001, 0.005, 0.01, 0.0398, 0.1585, 0.6310, 2.5119, and 10 µm. As in Couvidat et al. (2013), 31

particulate species were included in our simulations. In order to reduce the computational cost of

the externally-mixed simulations, these species were grouped into 5 groups based on their chemical

nature: the
:

,
::::::

which
:::::::::

influences
:::

the
::::::::::

formation
::

of
::::::::

particles
::::

and
:::::

their
::::::

optical
::::::::::

properties.
::::::

Black
:::::::

carbon,

::::::

organic
::::::::

species,
:::::::::

inorganic
:::::::

species
::::

and
:::::

dust
:::

are
::::::::::

separated.
:::::::::

Although
::::::::

sulphate
::::::

could
:::

be
:::::::::

separated435

::::

from
:::::::

nitrate
::::

and
::::::::::

ammonium
::::

for
:::::::

optical
:::::::::

properties
:::

or
:::

for
::::::::::::

comparisons
:::

to
:::::::::::

observations
:::

of
:::::::

mixing

::::

state
:::::::::::::::::::

(Healy et al., 2012) ,
:::

and
:::::::::

although
:::::::

chloride
::::

and
:::::::

sodium
:::::

could
:::

be
::::::::

grouped
::::::::

together
::

in
:

a
:::::::

marine

:::::::::::

environment,
:::

all
:::::::::

inorganic
:::::::

species
::::

are
::::::::

grouped
::::::::

together
::::

here
:::

for
::::

the
::::

sake
:::

of
::::::::::

simplicity.
:::::::::

However,

:::::::

because
:::

the
::::::::::::

hydrophylic
:::::::::

properties
:::

of
::::

the
::::::::

particles
::::::::

strongly
:::::::::

influence
:::::

their
:::::::::

formation
::::

and
::::::

cloud

::::::::::::

condensation
::::::

nuclei,
:::::::::::

hydrophylic
::::

and
::::::::::::

hydrophobic
:::::::

organic
:::::::

species
:::

are
::::::::::

separated.
::

In
::::::::::

summary,
:::

the440

hydrophilic inorganic group (HLI) contains five inorganic species (sodium, sulphate, nitrate, am-

monium and chloride); the hydrophilic organic group (HLO) contains 9 hydrophilic surrogate or-

ganic species (BiA2D, BiA1D, BiA0D, GLYOXAL, MGLY, BiMT, BiPER, BiDER and BiMGA);

the hydrophobic organic group (HBO) contains 14 hydrophobic surrogate organic species (AnBlP,

AnBmP, BiBlP, BiBmP, BiNGA, NIT3, BiNIT, AnCLP, SOAlP, SOAmP, SOAhP, POAlP, POAmP445

and POAhP); the black carbon group (BC) contains only black carbon; and the dust group (DU)

contains all the neutral particles made up of soil, dust and fine sand. Refer to Couvidat et al. (2012)

for detailed nomenclature of the organic species. For each of the first four groups, the mass fraction of

the group over the total mass is discretised into 3 mass fraction sections ([0.0,0.2),(0.2,0.8],(0.8,1.0]),

leading to 20 possible particle composition sections, as shown in Table 1. Among them, there are 5450

unmixed particles and 15 mixed particles.
:::::

Here
::::::::

unmixed
::

is
:::::

used
::

in
::

an
::::::::::::

approximate
::::::

sense:
::

it
::::::

means

:::

that
::::

the
:::::

mass
::::::::

fraction
::

of
::::

one
:::::::::

chemical
:::::::::::

component
::

is
:::::

high
:::::::::

(between
:::

0.8
::::

and
:::

1),
::::::

while
::::

the
:::::

mass

:::::::

fraction
::

of
:::

the
:::::

other
:::::::::

chemical
:::::::::::

components
::

is
::::

low
::::::::

(between
::

0
::::

and
::::

0.2).
:

The dust mass fraction is not

discretised, as it is obtained by mass conservation.
::::

Note
::::

that
::::::::

although
::

as
:::

an
::::::::

example
:::

we
::::::

chose
::::

dust
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::

to
::

be
:::

the
::::::

group
:::

for
::::::

which
:::::

mass
:::::::

fraction
::

is
:::

not
::::::

treated
::::::::::

explicitly,
:::::::

another
:::::

group
:::::

could
:::

be
:::::::

chosen
::

as
:::

the455

:::::

group
:::

for
::::::

which
:::::

mass
:::::::

fraction
::

is
::::

not
::::::

treated
:::::::::

explicitly.
::

If
:::

all
:::::::

groups
::::

need
:::

to
::::

have
:::::

their
:::::

mass
:::::::

fraction

::::::

treated
:::::::::

explicitly,
::::::::::

additional
:::::::::::

composition
::::::::

sections
:::

for
:::

the
::::

last
::::::

group
::::::

should
:::

be
::::::

added
::

to
:::

the
:::::::

current

:::::::::::

composition
:::

list
:::::::

without
::::

any
::::::::::::

modification
::

to
::::

the
:::::

main
::::::::

structure
::

of
::::

the
::::::::

program.
::::

The
::::::

mass
:::::::

fraction

::

of
:::

the
::::

last
::::::

group
::::::

would
::::

still
::

be
:::::::::

obtained
::

by
:::::

mass
:::::::::::::

conservation,
::::

and
:::

the
:::::::::::

composition
:::::::

section
:::

of
:::

the

:::::::

particles
::::::

would
:::

be
:::::::

chosen
:::::::::

depending
:::

on
::::

this
:::::

mass
:::::::

fraction.
:

460

In each group, water may also be present, although it is not considered when computing the mass

fractions (it is calculated separately with the thermodynamic equilibrium models).

::::

The
::::::

model
::::::::::

memorizes
:::

the
:::::::::::

relationship
::::::::

between
::::

each
:::::::

species
::::::

index
:::

and
::::::

group
::::::

index,
::::

and
:

it
::::::

stores

:::

the
:::::

mass
:::::::::::::

concentrations
:::::::::

separately
:::

for
:::::

each
:::::::

species
::::::

within
::::

each
::::::::::::::::

size-composition
::::::::

sections.
::::

The
::::

total

::::

mass
:::::::::::::

concentration
::

of
:::::

each
::::::

group
::

is
:::::::::

computed
:::::

from
::::

the
:::::

mass
::::::::::::

concentration
:::

of
::::

each
:::::::

species
::::::

based465

::

on
:::

the
:::::::::::::

species-group
:::::::::

relations,
::::::::

allowing
:::

the
:::::::::::

computation
:::

of
:::

the
:::::

mass
:::::::

fraction
:::

of
::::

each
::::::

group.
:

4.2 Aerosol dynamics and mixing state

To understand how initial concentrations mix with emissions, four scenarios were simulated. Inthe

scenario(a
::::::::

scenario
:::

(A), only emissions are taken into account in the simulation. Only coagulation is

added to emissions in scenario (b
::

B), while only condensation/evaporation
:::::

(C/E)
:

is added to emissions470

in scenario (c
:

C). In thescenario(d
:::::::

scenario
:::

(D), emissions and all the aerosol dynamic processes are

taken into account including nucleation (however, nucleation was not activated during the simulation

due to low sulphuric acid gas concentrations).

The mass and number distributions of each chemical composition after 12 hours
::

of
:

simulation are

shown in Figures 7 and 8 as a function of particle diameter,
:::

as
::::

well
:::

as
::::

their
::::::

initial
::::::::::::

distributions
::

in475

:::::::::

sub-figure
:::

(e). Bars with grayscale represent unmixed particles, while bars with colours are mixed

particles. Each bar corresponds to a chemical composition index (CI).
:::::::::

However,
:::

any
:::

CI
:::::

with
:::::

small

:::::::

number
::

or
::::::

mass
:::::::::::::

concentrations
::::

are
::::

not
::::::

really
::::::

visible
:::::

from
::::

the
:::::

plot,
:::

so
::::

they
::::

are
::::::::::

regrouped
::::

into

:::::::::::

mixed-other
:::

(for
::::::

mixed
::::

CI)
:::

and
::::::::::::::

unmixed-other
::::

(for
::::::::

unmixed
:::

CI)
::

in
::::

the
::::

plot.
:

The chemical composi-

tions and the CI value associated withcolor
::::::

colourbars are listed in Table 1.
:::

All
:::::::

emitted
::::::::

particles
:::

are480

::::::::

unmixed:
:::

CI
:

1
:::::::

(100%
::::

DU)
::::

into
::::

size
:::::::

section
:::::

(4-6),
:::

CI
:

3
:::::::

(100%
::::

BC)
::::

into
:::

size
:::::::

section
::::::

(3-6).
:::::::::

Emissions

::::

also
::::::

involve
:::::

POA
::::

and
:::::::

H2SO4
:::::::::

gas-phase
::::::::::

emissions.

As shown by the simulation of scenario (a
::

A), emissions lead to high number concentrations of

BC in the sections of low diameters (mostly below 0.631 µm) and to high mass concentrations of

dust and BC in the sections of high diameters (mostly above 0.631 µm).485

The comparison of scenarios (a
::

A) and (b
::

B) shows that coagulation does not affect much mass

concentrations, but significantly reduces the number concentrations of particles in the sections of

diameters lower than 0.631 µm. Also, due to coagulation,
:::::

smallparticles migrated to higher sections.

For example,this is illustratedby mixedparticlesof
:::::

Figure
::

8
::::::

shows
:::

the
::::::

mixed
::::::::

particles
:

CI 15 that

migrated from the third size section to the fourth size section(seeFigure8).
:

,
::::

this
:::::

might
:::

be
::

a
:::::

result490
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::

of
:::

the
:::::::::::

coagulation
::::::::

between
:::

CI
::

3
::::::::

particles
::

in
:::

the
:::::

third
::::

size
:::::::

section
::::

and
:::

the
:::

CI
:::

14
:::

in
:::

the
::::::

fourth
::::

size

:::::::

section.
::::::::

Besides,
::::::::::

coagulation
::::::::

between
:::

CI
:

5
::::::::

particles
:::

in
:::

the
::::

third
::::

size
:::::::

section
::::

may
::::

also
::::::::

produce
:::::

some

:::

part
:::

of
::

CI
:::

15
::

in
::::

the
::::::

fourth
::::

size
::::::::

section.

As shown by the simulation of scenario (c), condensation
::

C),
::

C/evaporation
:

E
:

leads to high mass

and number concentrations of unmixed HBO (CI 6 – mass fraction of HBO
:::::::

(81.2%)
:

above 80%495

:::::

(exact
:::::

mass
::::::::

fraction
::

of
:::::::::

dominate
::::::

group
::::

will
::

be
:::::::

specific
:::::::

within
:::

the
:::::::::::

parentheses
::::

right
:::::

after
:::

the
::::::

group

:::::

name
::::

here
::::::

after)), increasing the amount of unmixed particles. Organic matter of low and medium

volatilities is emitted in the gas phase following Couvidatet al. (2013). This organic matter con-

denses subsequently on well-mixed particles (CI 14 with mixed HLI and HBO
:::::

(31%)
:::::

and
:::::

HBO

:::::

(41%)), in sufficient amount to increase the mass fraction of HBO
::::::

(81%)to over 80% and, therefore,500

transferring particles to the unmixed category CI 6 (theseparticle
:::::::

particles
:

are not exactly unmixed

since up to 20% may correspond to HLI
::::::

(10%), but a finer composition resolution would be required

to analyse their mixed characteristics). The condensationof organic matter on freshly emitted BC

particlesalsooccurs.Mixed BC andHBO
:::

(CI
:::

3)
::::

also
::::::

occurs,
:::

as
::::::

shown
:::

by
:::

the
::::::

mixed
:::

BC
::::::

(26%)
::::

and

:::::

HBO
::::::

(68%)particles (CI 5)
:::::

which
:

appear in the third and fourth size sections.505

As shown by comparing scenarios (a
::

A) and (b
::

B) and scenarios (c
::

C) and (d
::

D), coagulation signif-

icantly reduces number concentrations. The mass concentrations of fine particles (diameters lower

than 0.631 µm) are also reduced. Furthermore, the composition diversityincreases. For example,
::

as

::::::::::::

demonstrated
:::

by
:::

the
:::::::::

difference
::::::::

between
:::::::::

scenarios
::::

(C)
:::

and
:::::

(D), newly mixed particles of CI 4 (be-

tween 20% and 80% of HBO
:::::

(78%
:::

for
::::

size
:

4
::::

and
:::::

73%
:::

for
::::

size
::

5)) are formed by the coagulation of510

unmixed particles from CI 6 with others within the fourth andfifth size sections.

Table 2 shows the percentage of mixed particles for each scenario based on both particle num-

ber and mass concentrations.In general,the mixed particlepercentagesbasedon massarehigher

thanthosebasedon number.This indicates
:

It
::::::

seems
:

that large particles, which dominatethemass

concentrations,are better mixed than small particles, which dominatethenumberconcentrations.515

The reasonof this differenceof mixing statebetweenlargeandsmall particlesis that emissions

lead to high numberconcentrationsof unmixedsmall particles
::

as
:::

the
:::::::

mixing
:::::::::::

percentages
:::

of
:::::

mass

:::

are
::::::

always
::::::

higher
:::::

than
:::::

those
::

of
::::::::

number.
::::::::

However,
::::

this
::::::::::::

phenomenon
::

is
:::::::

specific
::

to
::::

this
::::

case
::::::

study;
::

it

:

is
:::::::

caused
:::

by
:::

the
:::::::::::

assumption
::

of
:::

all
::::::

initial
::::::::

particles
:::::

being
:::::::::

internally
::::::

mixed
::::

and
:::

the
::::::

initial
::::::::::

conditions

::::::::::

dominating
:::

for
:::::

large
::::::::

particles
::::

due
::

to
::::

their
::::

low
:::::::::

emissions
::::

and
:::

the
:::::

short
::::::::

duration
::

of
:::

the
::::::::::::

simulations.520

The number/mass mixing percentages after emission only (scenario (a
::

A)) provide a baseline for

the analysis of the three other scenarios. In scenario (a
:

A), 42% (resp. 83%) ofmixedparticles
:::

the

:::::::

particlenumber (resp. mass)concentrationoriginates from initial conditions
:::

and
:::

is
::::::

mixed, while

the remainingunmixedparticles are due to emissions
:::

and
:::

are
::::::::

unmixed. The comparison of scenarios

(a
:

A) and (b
:

B) shows that coagulation increases the mixing percentages,especially for small particles525

of high number concentrations. The mass mixing percentagesdecrease in scenario (c
::

C) because the

condensation of freshly emitted organic matter on large mixed particles leads to particles with a
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mass fraction of organic matter (HBO) higher than 80%, i.e. unmixed. When all aerosol dynamic

processes are taken into account (scenario (d
::

D)), only 51% of particle number concentration and

76% of particle mass concentration are mixed. The mixing percentages are greater than those of530

scenario (c
:

C), as mixing increases by coagulation, but the mass mixing percentage is lower than in

scenario (a
::

A) (emissions only) because of the strong condensation of HBOemitted in the gas phase.

4.3 External versus internal mixing

To investigate the consequence of the internal mixing hypothesis, a simulation of scenario (d
:

D)

(all aerosol dynamic processes are taken into account) is conducted by assuming all particles to be535

internally mixed. Externally- and internally-mixed 12-hour simulations lead to a similar total aerosol

mass concentration after 12 h (33.09 µgm−3 for internal mixing and 33.35 µgm−3 for external

mixing) as well as to similar total number concentrations (1.16× 1010 #m−3 for internal mixing

and1.07×1010 #m−3 for external mixing). The number and the species mass distributions are also

similar, although external mixing leads to slightly lower ammonium concentrations (2.68 µgm−3540

versus 2.70 µgm−3), slightly higher nitrate concentrations (3.19 µgm−3 versus 3.03 µgm−3) and

higher chloride concentrations (0.36 µgm−3 versus 0.25 µgm−3).

Figure??
:

7
:::

(d)
::::

and
:::

(f) compares the mass distributions and compositions within each size section

after 12 h of the internal and external mixing simulations. External mixing provides more detail

about the particle mixing state, as within each size sectionparticles have different compositions. For545

example, in the case of internal mixing, particles in size section 4 (diameter between 0.0398 µm

and 0.1585 µm) are all mostly hydrophobic organics (CI 4: HBO
:::::

(76%)
:

between 20% and 80%).

The particle compositions are more detailed in the externalmixing simulation: while less than half

of the particles are mostly hydrophobic organics (
:::::

HBO
:::::

78%)
::

(CI 4) as in internal mixing, a large

amount are unmixed particles (TI6: HBO
::

CI
::

6:
::::::

HBO
::::::

(82%)
:

between 80% and 100%), and some550

are equally mixed withinorganic
:::

BC
:

and hydrophobic organics (CI 5). In size section 5, as in the

internal mixing simulation, mixed particles dominate (CI 14
:

-
::::

HLI
:::::

46%,
:::::

HBO
:::::

36%), but many have

a different composition (CI 4 and 5) and some are unmixed HBO
::::

83%
:

(CI 6), BC
::::

91%
:

(CI 3) and

dust
::::

90%
:

(CI 1). For particles in size section 6, particles are mixed particles of CI 12,
:::::

(HLI
::::::::

54%,DU

:::::

29%),
:

while external mixing also shows that some particles are unmixed (BC
::::

99%
:

(CI 3) and dust555

::::

98%
:

(CI 1)) and there are CI 14
::::

(HLI
:::::

46%,
:::::

HBO
::::::

35%)particles that originated from size section 5

through coagulation.

4.4 Bulk equilibrium and hybrid approaches

Additional external mixing tests were conducted using the bulk equilibrium and hybrid approaches

for condensation
:

C/evaporation
:

E
:

to evaluate both their accuracy and computational efficiency. In560

the hybrid approach, the lowest four sections are assumed tobe at equilibrium (up to diameters of
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0.1585 µm), whereas the other sections undergo dynamic mass transferbetween the gas and particle

phases .

The accuracy of these approaches is evaluated by comparing the mass and number distributions

after 12 hour simulations with the bulk equilibrium or the hybrid approaches to the mass and number565

distributions computed dynamically (see Figures 9 and 10).

For externally-mixed particles, the dynamic mass distribution is shown in Figure 7(c); the bulk

equilibrium and hybrid mass distributions are shown in Figure 9(a) and Figure 9(c), respectively.

The dynamic number distribution is shown in Figure 8(c); thebulk equilibrium and hybrid mass

distributions are shown in Figure 10(a) and Figure 10(c), respectively. For internally mixed parti-570

cles, the dynamic mass/number distributions are shown in Figures 9(d) /Figure10(d) and the bulk

equilibrium mass/number distributions in Figures 9(b) /Figures10(b), respectively.

For internally-mixed particles, the comparisons between Figures 9(b) and 9(d) and between Fig-

ures 10(b) and 10(d) indicate that the bulk equilibrium approach leads to significantly different dis-

tributions and compositions than the dynamic approach. This result also holds for externally-mixed575

particles, as shown by the comparisons between Figures 7(c)and 9(a) and between Figures 8(c)

and 10(a). For example, more inorganic species condense on particles in the fourth size section (be-

tween0.0.0398
::::::

0.0398
:

µm and 0.1585 µm) in the case of bulk equilibrium compared to the fully

dynamic case. This section is dominated by CI 14 (
::::

HLI
:::::

33%,
:::::

HBO
:::::

61%)
:

(equal mixture of inorganic

and hydrophobic organics) for bulk equilibrium, instead ofCI 6 (
::::

HBO
::::::

81%)
:

(unmixed hydrophobic580

organics) for dynamic. Internal and external distributions are similar with the dynamic approach, as

well as with the bulk equilibrium approach. Although internal and external compositions are differ-

ent with the dynamic approach, they are quite similar with the bulk equilibrium approach. However,

with the bulk equilibrium approach, similarly to the dynamic approach, unmixed particles of CI 3

(unmixed BC) remain present in most size sections for externally-mixed particles.585

The mass and number distributions and compositions obtained with the hybrid approach are sim-

ilar to the fully dynamic approach. For example, the over-condensation of inorganic species in the

fourth size section (leading to particles of CI 14
::::

(HLI
:::::

33%,
::::::

HBO
:::::

61%)
:

with bulk equilibrium) is

restrained with the hybrid approach, as the fourth size section is computed dynamically, and particles

consist of CI 6
::::::

(HBO
:::::

81%), as with the dynamic approach.590

Table 3 shows the computational times (CPU) required for each simulation on a DELL Preci-

sion T3500 workstation (
:::

the
:

lowest integration time step: 1). External mixing requiresmore CPU,

especially for computing coagulation and dynamiccondensation/evaporation(C/E). The largest dif-

ference between internal and external mixing occurs for computing coagulation, which is almost

800 times slower with external mixing. Bulk equilibrium C/Eprovides a huge economy in CPU595

time for all simulations compared to dynamic C/E, while the computational advantage of hybrid

C/E is more obvious for internal mixing (17 times faster thandynamic C/E) than external mixing

(15%timesfaster than dynamic C/E).
::::

This
:::::::::

significant
::::::

speed
:::::::::::

degradation
::

of
::::

the
::::::

hybrid
::::

C/E
:::::::

scheme
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::

in
:::

the
::::::::

external
::::::

mixing
:::::

case
::

is
::::::::

probably
::

a
::::::::::::

consequence
::

of
:::::

small
:::::

time
:::::

steps
:::::

used
::

in
:::

the
::::::

ROS2
::::::

solver

:::::::

because
::

of
::::

the
::::::::::::

redistribution
:::::::

among
:::

the
:::::::::

different
:::::::::::

composition
::::::::

sections
::::::::::

performed
:::::

after
::::

each
:::::

time600

::::

step.
:::

In
:::::

other
:::::::

words,
:

it
::::::

takes
:::::

CPU
::::

time
:::

to
::::::::

compute
::::

the
::::::::

dynamic
:::::::::::

distribution
::::::

among
::::

the
::::::::

different

:::::::::::

composition
::::::::

sections.

5 Conclusions

A new Size-Composition Resolved Aerosol Model (SCRAM) has been developed to simulate the

dynamic evolution of externally-mixed particles due to coagulation, condensation/evaporation, and605

nucleation. The general dynamic equation is discretised for both size and composition. Particle com-

positions are represented by the combinations of mass fractions,
:

which may be chosen to correspond

either to the mass fraction of the different species or to themass fraction of groups of species (e.g.

inorganic, hydrophobic organics...). The total numbers and bounds of the size and composition sec-

tions are defined by the user. An automatic classification method is designed within the system to610

determine all the possible particle compositions based on the combinations of user-defined chemical

species or groups and their mass-fraction sections.

The model was first validated by comparison to internally-mixed simulations of condensation /

evaporation of sulphuric acid and of condensation / evaporation of sulphuric acid with coagulation.

It was also validated for condensation against a reference solution.615

The model was applied using realistic concentrations andemissionstypical
::::::

typical
::::::::::

emissionsof

air pollution over Greater Paris, where traffic emissions are high. Initial concentrations were assumed

to be internally mixed. Simulations lasted 12 h.

Although internally- and externally-mixed simulations lead to similar particle size distributions,

the particle compositions are different. The externally-mixed simulations offer moredetail
::::::

details620

about particle mixing states within each size section when compared to internally mixed simula-

tions. After 12 h, 49% of number concentrations and 24% of mass concentrations are not mixed.

These percentages may be higher in 3D simulations, because initial aerosol concentrations should

not be assumed as entirely internally mixed over an urban area. Coagulation is quite efficient at mix-

ing particles, as 52% of number concentrations and 36% of mass concentrations are not mixed if625

coagulation is not taken into account in the simulation. On the opposite, condensation may decrease

the percentage of mixed particles when low-volatility gaseous emissions are high.

Assuming bulk equilibrium when solving condensation/evaporation leads to different distribu-

tions and compositions than the dynamic approach under boththe internally- and externally-mixed

assumptions. Although internally- and externally-mixed assumptions lead to similar compositions630

with the bulk equilibrium approach, unmixed particles remain when particles are externally mixed,

similarly to
:

as
:::::::::

observed
::::

with
:

the dynamic approach.
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::::::::

Although
::::

the
:::::::::

simulation
:::

of
:::::::::

externally
::::::

mixed
::::::::

particles
:::::::::

increases
:::

the
:::::::::::::

computational
:::::

cost,
::::::::

SCRAM

:::::

offers
:::

the
::::::::::

possibility
:::

to
::::::::::

investigate
:::::::

particle
:::::::

mixing
:::::

state
:::

in
:

a
::::::::::::::

comprehensive
::::::::

manner.
::::::::

Besides,
:::

its

::::::

mixing
:::::

state
::::::::::::

representation
::

is
:::::::

flexible
:::::::

enough
::

to
:::

be
::::::::

modified
::

by
::::::

users.
::::::

Better
:::::::::::::

computational
:::::::::::

performance635

:::::

could
::

be
::::::::

reached
::::

with
::::::

fewer,
:::

yet
::::::::::::

appropriately
::::::::

specified
:::::::

species
::::::

groups
::::

and
::::

more
::::::::::

optimised
:::::::::::

composition

:::::::::::::

discretisations.
::::

For
::::::::

example,
::::::

about
::::

half
:::

of
:::

the
:::

20
::::::::::::

compositions
:::::::::

designed
::

in
::::

this
:::::

work
:::::

have
::::::

really

:::

low
:::::

mass
:::::::::::::

concentrations
:::::

(e.g.
:::

see
:::::::

Figures
::

7,
::

8,
::

9
::::

and
::::

10).
:::::

Those
:::::::::::::

compositions
:::::

might
:::

be
:::::::::::

dynamically

::::::::::

deactivated
::

in
::::

the
:::::

future
:::::::

version
:::

of
::::::::

SCRAM
:::

to
:::::

lower
:::::::::::::

computational
:::::

cost
::

by
::::::

using
::

an
::::::::::

algorithm
::

to

::::

skip
::::::

empty
:::::::

sections
::::::

during
:::::::::::

coagulation
::::

and
::::

C/E
::::::::::

processing.
:

640

Future work will focus on the
:::::::::::

optimisation
::::

and
:

incorporation of SCRAM into the air quality

modelling platform Polyphemus for 3D simulations. In orderto investigate its performance in mod-

elling air quality over Greater Paris, model simulation results will be compared to observations

(Healy et al., 2012).

Code availability645

The SCRAM source code related to this article is available under the URL: http://cerea.enpc.fr/

polyphemus/src/scram-1.0.tar.gz , as a supplement package together with Read Me file, where hard-

ware and software requirements, source code files and model output files are fully described.

SCRAM is a free software. You can redistribute it and/or modify it under the terms of the GNU

General Public License as published by the Free Software Foundation.650

Appendix A: Change of variables for the evolution of number and mass distributions

This appendix describes how to derive the equations of change for the number concentration̄n and

mass concentration̄q distributions as a function of the variablesf1, ...,f(c−1),m used in the external

mixing formulation.

To derive the equation of change forn̄(f1, ...,f(c−1),m) (Equation 5) from the equation of change655

forn(m1, ...,mc) (Equation 1), we need to perform a change of variables fromm1, ...,mc tof1, ...,f(c−1),m
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and to compute the[c× c] Jacobian MatrixJ(f1,f2, · · · ,f(c−1),m)

J=


















∂m1

∂f1

∂m1

∂f2
· · ·

∂m1

∂f(c−1)

∂m1

∂m
∂m2

∂f1

∂m2

∂f2
· · ·

∂m2

∂f(c−1)

∂m2

∂m
...

...
. . .

...
...

∂m(c−1)

∂f1

∂m(c−1)

∂f2
· · ·

∂m(c−1)

∂f(c−1)

∂m(c−1)

∂m
∂mc

∂f1

∂mc

∂f2
· · ·

∂mc

∂f(c−1)

∂mc

∂m


















=













m 0 · · · 0 f1

0 m · · · 0 f2
...

...
. . .

...
...

0 0 · · · m f(c−1)

−m −m · · · −m 1−
∑(c−1)

i=1 fi













(A1)

and the Jacobian inverse matrix:

J
−1 =















1− f1
m

−
f1
m

· · · −
f1
m

−
f1
m

−
f2
m

1− f2
m

· · · −
f2
m

−
f2
m

...
...

.. .
...

...

−
f(c−1)

m
−
f(c−1)

m
· · ·

1− f(c−1)

m
−
f(c−1)

m
1 1 · · · 1 1















(A2)660

The relationship betweenn andn̄ is

n=
n̄

det(J)
=

n̄

m(c−1)
(A3)

Thus,

∂n

∂t
=

∂(
n̄

m(c−1)
)

∂t
=

1

m(c−1)

∂n̄

∂t
(A4)

For the right-hand side of Equation (1), the terms
∂(Iin)

∂mi

are replaced by terms depending on the665

new variables, using:

(
∂(I1n)

∂m1
,
∂(I2n)

∂m2
, · · · ,

∂(Icn)

∂mc

)

=

(
∂(I1n)

∂f1
,
∂(I2n)

∂f2
, · · · ,

∂(I(c−1)n)

∂f(c−1)
,
∂(Icn)

∂m

)

×J
−1 (A5)

For i ∈ (1,(c− 1)), this leads to:

∂(Iin)

∂mi

=
1

m

∂(Iin)

∂fi
−

(c−1)
∑

j=1

fj
m

∂(Iin)

∂fj
+

∂(Iin)

∂m
(A6)
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and fori= c:670

∂(Icn)

∂mc

=−

(c−1)
∑

j=1

fj
m

∂(Icn)

∂fj
+

∂(Icn)

∂m
(A7)

If we replaceIc with I0 −
∑(c−1)

i=1 Ii in (A7), we have:

∂(Icn)

∂mc

=−

(c−1)
∑

j=1

fj
m

∂(I0n)

∂fj
+

(c−1)
∑

i=1

(c−1)
∑

j=1

fj
m

∂(Iin)

∂fj
+
∂(I0n)

∂m
−

(c−1)
∑

i=1

∂(Iin)

∂m
(A8)

The sum of the first(c− 1) terms of the right side of Equation (1) may be written as follows.

(c−1)
∑

i=1

∂(Iin)

∂mi

=
1

m

(c−1)
∑

i=1

∂(Iin)

∂fi
−

(c−1)
∑

i=1

(c−1)
∑

j=1

fj
m

∂(Iin)

∂fj
+

(c−1)
∑

i=1

∂(Iin)

∂m
(A9)675

The right-hand side of Equation (1) becomes

−

c∑

i=1

∂(Iin)

∂mi

=−

(c−1)
∑

i=1

∂(Iin)

∂mi

−
∂(Icn)

∂mc

= −
1

m

(c−1)
∑

i=1

∂(Iin)

∂fi
+

(c−1)
∑

i=1

fi
m

∂(I0n)

∂fi
−

∂(I0n)

∂m

(A10)

If we denoteHi =
∂fi
∂t

, thenIi may be written as follows.

Ii =
∂mi

∂t
=

∂(mfi)

∂t
=m

∂fi
∂t

+ fi
∂m

∂t
=mHi + fiI0 (A11)

ReplacingIi by (A11) in (A10) and using
∂m

∂fi
= 0,680

−

c∑

i=1

∂(Iin)

∂mi

=−
1

m

(c−1)
∑

i=1

∂(mHin+ fiI0n)

∂fi
+

(c−1)
∑

i=1

fi
m

∂(I0n)

∂fi
−

∂(I0n)

∂m

=−

(c−1)
∑

i=1

∂(Hin)

∂fi
−

(c− 1)

m
I0n−

∂(I0n)

∂m
(A12)

Replacingn with
n̄

m(c−1)
in Equation (1) and using (A12), we have

1

m(c−1)

∂n̄

∂t
= −

(c−1)
∑

i=1

∂(Hi

n̄

m(c−1)
)

∂fi
−

(c− 1)

mc
I0n̄−

∂(I0
n̄

m(c−1)
)

∂m

= −
1

m(c−1)

(c−1)
∑

i=1

∂(Hin̄)

∂fi
−

1

m(c−1)

∂(I0n̄)

∂m
(A13)

and the equation of change forn̄ is finally

∂n̄

∂t
=−

(c−1)
∑

i=1

∂(Hin̄)

∂fi
−

∂(I0n̄)

∂m
(A14)685
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The equation of change for the mass distributionqi = nmi of speciesi is derived as follows.

∂qi
∂t

=
∂n mi

∂t
=−mi

∂n

∂t
+n Ii (A15)

And the equation of change for̄qi is obtained usingn=
n̄

m(c−1)
, qi =

q̄i
m(c−1)

andmi =m fi

∂q̄i
∂t

=−m fi
∂n̄

∂t
+ n̄ Ii (A16)

Appendix B:
::::

The
::::

time
::::::::::

derivation
:::

of
:::::::::

Equation
::::

(10)
::::

and
:::

(9)690

:::

The
:::::

time
:::::::::

derivation
::

of
:::::::::

Equation
::::

(10)
:::::

leads
:::

to:
:

∂N j

∂t
=

A
︷ ︸︸ ︷

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

∂n̄

∂t
dmdfg1 , ...,dfg(c−1)

+

B
︷ ︸︸ ︷

dm+
k

dt

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m+
k ,fg1 , ...,fg(c−1)

)dfg1 , ...,dfg(c−1)
−

dm−
k

dt

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m−
k ,fg1 , ...,fg(c−1)

)dfg1 , ...,dfg(c−1)

+

(c−1)
∑

i=1







df+
gi

dt

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg+
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)

−
df−

gi

dt

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg−
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)







::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(B1)

:::::::::

Replacing
::::::::::::::::::::

∂n̄

∂t
(m,fg1 , ...,fg(c−1)

)
:::

by
::::::::

Equation
::::

(5),
:::

we
:::::

have

A=

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)



−
∂(I0n)

∂m
−

(c−1)
∑

x=1

∂(Hgxn)

∂fgx



dmdfg1 ...dfg(c−1)

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(B2)
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:::

and
:::::

using
::::::::::

I0 =
dm

dt
,
::::::::::

Hgi =
dfgi
dt ::::

and
:::::::::

∂fgi
∂fgl

= 0
:::::

when
:::::

i 6= l695

A=−







dm+
k

dt

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m+
k ,fg1 , ...,fg(c−1)

)dmdfg1 ...dfg(c−1)
−

dm−
k

dt

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m−
k ,fg1 , ...,fg(c−1)

)dmdfg1 ...dfg(c−1)

+

(c−1)
∑

i=1







df+
gi

dt

m
+
k∫

m−
k

f+
g1∫

f−
g1

...

f+
gi−1∫

f−
gi−1

f+
gi+1∫

f−
gi+1

...

f+
g(c−1)∫

f−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg+
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)

−
df−

gi

dt

m
+
k∫

m
−
k

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

n̄(m,fg1 , ...,fgi−1 ,fg−
i
,fgi+1 , ...,fg(c−1)

)dmdfg1 ...dfgi−1dfgi+1 ...dfg(c−1)













::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(B3)

::

So
:::::::::

A=−B,
::::

thus
:

∂N j

∂t
= (A+B) = 0

::::::::::::::::::

(B4)

:::::

which
::

is
:::::::::

expected
:::::

since
:::::::::::::::::::::::

condensation/evaporation
::::

does
:::

not
::::::

affect
:::

the
:::::

total
:::::::

number
::

of
:::::::::

particles.

:::::::::

Similarly,
:::

an
::::::::

equation
::

of
:::::::

change
::::

can
:::

be
:::::::

derived
:::

for
::::

Qj
i .:::

In
:::::

order
:::

to
::::::::

simplify
:::

the
:::::::

writing
:::

of
:::

the700

:::::::::

equations,
:::

the
:::::::::

following
::::::::::::

abbreviations
::::

are
::::::::::

introduced:
:

f
g
(c−1)
1

= fg1 , ...,fg(c−1)

f
g
(c−1)
1 \i

= fg1 , ...,fgi−1 ,fgi+1 , ...,fg(c−1)

df
g
(c−1)
1

= dfg1 ...dfg(c−1)

df
g
(c−1)
1 \i

= dfg1 ...dfgi−1dfgi+1 ...dfg(c−1)

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

=

f+
g1∫

f
−
g1

...

f+
g(c−1)∫

f
−
g(c−1)

f
+

g
(c−1)
1

\i
∫

f
−

g
(c−1)
1

\i

=

f+
g1∫

f
−
g1

...

f+
gi−1∫

f
−
gi−1

f+
gi+1∫

f
−
gi+1

...

f+
g(c−1)∫

f
−
g(c−1)

::::::::::::::::::::::::::::::::::::
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:::

The
:::::

time
:::::::::

derivation
::

of
:::::::::

Equation
:::

(9)
:::::

leads
:::

to:

∂Qj
i

∂t
=

m
+
k∫

m
−
k

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

∂q̄i
∂t

dmdf
g
(c−1)
1

+
dm+

k

dt

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

q̄i(m
+
k ,fg(c−1)

1
)df

g
(c−1)
1

−
dm−

k

dt

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

q̄i(m
−
k ,fg(c−1)

1
)df

g
(c−1)
1

+

(c−1)
∑

i=1








df+

g
(c−1)
1

dt

m
+
k∫

m−
k

f
+

g
(c−1)
1 \i
∫

f−

g
(c−1)
1 \i

q̄i(m,f+
gi
,f

g
(c−1)
1 \i

)dmdf
g
(c−1)
1 \i

−
df−

g
(c−1)
1

dt

m
+
k∫

m
−
k

f
+

g
(c−1)
1 \i
∫

f
−

g
(c−1)
1

\i

q̄i(m,f−
gi
,f

g
(c−1)
1 \i

)dmdf
g
(c−1)
1 \i








::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(B5)

:::::::::::

Substituting
::::::::

Equation
::::::

(A16)
:::

and
:::::::::::

q̄i =m fi n̄
::::

into
:::::::::

Equation
:::::

(B5),
:::

we
:::::::

obtain:705

∂Qj
i

∂t
=

C
︷ ︸︸ ︷

m
+
k∫

m
−
k

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

m fgi
∂n̄

∂t
dmdf

g
(c−1)
1

+

m
+
k∫

m
−
k

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

n̄ Igi dmdf
g
(c−1)
1

+

D
︷ ︸︸ ︷

m+
k

dm+
k

dt

f
+

g
(c−1)
1∫

f
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::::::::

Similarly
::

to
:::::::::

Equation
:::::

(B1),
::

it
:::

can
:::

be
::::::

proved
::::

that
:::::::::

C =−D,
:::

so
::::

that
::::::::

Equation
:::::

(B6)
:::::::::

simplifies
::

to:
:

∂Qj
i

∂t
=

m
+
k∫

m
−
k

f
+

g
(c−1)
1∫

f
−

g
(c−1)
1

n̄ Igi dmdf
g
(c−1)
1

=N j Igi

:::::::::::::::::::::::::::::::::::::::

(B7)

:::::

Thus,
::

in
:::::

each
:::::::

section,
:::

the
::::::

change
:::::

with
::::

time
::

of
:::::::

number
::::

and
:::::

mass
:::::::::::::

concentrations
::

is
:::::

given
:::

by
:::::::::

Equations

::::

(B4)
::::

and
:::::

(B7).710
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Figure 1. Simulation of condensation for hazy conditions: initial distribution and after 12 hours.
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Figure 2.
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Mean
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and
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standard
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deviations
:::

of
::::::

species
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1
:::::

mass
::::::
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as
::::::::

functions
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::::::
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composition
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Figure 3. Simulation of both coagulation and condensation for hazy conditions: initial distribution and after 12

hours.
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Figure 4. Distribution after 12 hours: particle mass concentration as a function of diameter and mass fraction

of species 1.
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Figure 7. Mass
:::::

Result
:::::

mass
:

distributions of externally-mixed particles as a functionof particle diame-

ter for the different chemical compositions
::

for
::

6
::::::::

different
:::::::::

simulation
:::::::::

scenarios:
:::

(a)
:::::::::

Emission
:::::

only;
:::

(b)

:::::::::::::::::::

Emission+Coagulation;
::

(c)
:::::::::::::

Emission+C/E;
:::

(d)
:::::::::::::::::::::::::::::::::

Emission+Coagulation+C/E+nucleation;
:::

(e)
:::::

Initial
:::::::::

Condition;

::

(f)
:::::::

Internal
::::::

mixing
::::

result.
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Figure 8. Number
:::::

Result
:::::::

number
:

distributions of externally-mixed particles as a functionof particle di-

ameter for the different chemical compositions
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for
::

6
:::::::

different
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simulation
:::::::::

scenarios:
:::

(a)
::::::::

Emission
:::::

only;
:::

(b)

:::::::::::::::::::

Emission+Coagulation;
::

(c)
:::::::::::::

Emission+C/E;
:::

(d)
:::::::::::::::::::::::::::::::::

Emission+Coagulation+C/E+nucleation;
:::

(e)
:::::

Initial
:::::::::

Condition;

::

(f)
:::::::

Internal
::::::

mixing
::::

result.
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Figure 9. Composition
:::::

Result
::::

mass
:

distributions of externally-mixedandinternally-mixedparticles: particle

massconcentrationas a function of
::::::

particle
:

diameter forparticlesof
::

the
:

different chemical compositions
::

for

:

4
:::::::
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::::

C/E
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simulation
::::::::

scenarios:
:::

(a)
:::::::

External
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bulk-equilibrium;
:::

(b)
:::::::

Internal
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bulk-equilibrium;
:::

(c)
:::::::

External
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hybrid
:::::::

method;
:::

(d)
::::::

Internal
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dynamic.
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Figure 10. Composition
:::::

Result
:::::::

number
:

distributions of externally-mixedand internally-mixed particles:

particlenumberconcentrationas a function of
::::::

particle
:

diameter forparticlesof
::

the
:

different chemical com-

positions
::

for
:

4
::::::::

different
:::

C/E
:::::::::

simulation
::::::::

scenarios:
:::

(a)
:::::::

External
::::::::::::::

bulk-equilibrium;
:::

(b)
:::::::

Internal
::::::::::::::

bulk-equilibrium;

::

(c)
:::::::

External
::::::

hybrid
:::::::

method;
:::

(d)
::::::

Internal
::::::::

dynamic.
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Table 1. 20 Externally-mixed particle compositions

composition Index Mixing state Mass fraction of each groups(%)

HLI HLO HBO BC DU

1 unmixed(DU) 0-20 0-20 0-20 0-20 0-100

2 mixed 0-20 0-20 0-20 20-80 0-100
:::

0-80

3 unmixed(BC) 0-20 0-20 0-20 80-100 0-100
:::

0-20

4 mixed 0-20 0-20 20-80 0-20 0-100
:::

0-80

5 mixed 0-20 0-20 20-80 20-80 0-100
:::

0-60

6 unmixed(HBO) 0-20 0-20 80-100 0-20 0-100
:::

0-20

7 mixed 0-20 20-80 0-20 0-20 0-100
:::

0-80

8 mixed 0-20 20-80 0-20 20-80 0-100
:::

0-60

9 mixed 0-20 20-80 20-80 0-20 0-100
:::

0-60

10 mixed 0-20 20-80 20-80 20-80 0-100
:::

0-40

11 unmixed(HLO) 0-20 80-100 0-20 0-20 0-100
:::

0-20

12 mixed 20-80 0-20 0-20 0-20 0-100
:::

0-80

13 mixed 20-80 0-20 0-20 20-80 0-100
:::

0-60

14 mixed 20-80 0-20 20-80 0-20 0-100
:::

0-60

15 mixed 20-80 0-20 20-80 20-80 0-100
:::

0-40

16 mixed 20-80 20-80 0-20 0-20 0-100
:::

0-60

17 mixed 20-80 20-80 0-20 20-80 0-100
:::

0-40

18 mixed 20-80 20-80 20-80 0-20 0-100
:::

0-40

19 mixed 20-80 20-80 20-80 20-80 0-100
:::

0-20

20 unmixed(HLI) 80-100 0-20 0-20 0-20 0-100
:::

0-20

Table 2. Mixing state after 12hs simulation

Process No Dynamic Coagulation C/E C/E+Coag+Nucl

scenario (a
:

A) scenario (b
:

B) scenario (c
:

C) scenario (d
:

D)

Mixed particle number (%) 42 79 48 51

Mixed particle mass (%) 83 85 64 76

Table 3. Computational times

Process C/E C/E bulk C/E hybrid Coag C/E+Coag C/E+Coag bulk C/E+Coag hybrid

Internal mixing (s) 7.1 0.11 0.4 0.06 7.3 0.14 0.5

External mixing (s) 63.2 0.3 54.2 48.4 122.8 31.5 113
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