Answers to Reviewer #1 :

This article presents and discusses the performaheelarge multi-physics ensemble configured

with the WRF regional climate model system in reprging two major heat wave episodes

observed in recent years across the European eohtiihe paper attempts to objectively assess
which configurations perform best in reproducing tieat wave characteristics with the purpose to
identify a few best performing configurations whighght be recommendable for application in

studies on the role of heat wave in Europe underate change conditions in summer.

The paper is reasonably well written, althoughrheaacross quite a few sentences which | found
difficult to understand. In addition the manusciafgo contains a number of assumptions or claims
that go without solid argumentation (or argumentatat all) and are not backed up by references.
Some of the figures are difficult to view, in patiar the Figure 1 and the figures displaying scatt
plots. But with some work that can easily be imgbyv

We thank the reviewer for the useful comments aiggisstions. As concerns figures, they are now
adapted to the suggestions of both reviewers.

A major concern, however, | have with the followedthodology is that the authors have chosen to
leave out the land surface scheme from their censitbns and to restrict their construction of a
multi-physics ensemble to what they refer to as datmospheric physical schemes. There are
probably quite a few large-scale weather phenontleaiaare rather insensitive to the details of a
land surface scheme, but for sure such approact woehold for heat wave conditions across
Europe. There is an overwhelmingly large amoudit@fature that points to the role of land surface
processes and their effect on land-atmosphere agean the weeks or months ahead of the onset
of a heat wave episode across (a subregion in)deuso | really can’'t understand why the authors
have chosen to pursue this approach. The more siheasuthors themselves write in their
concluding remarks.” ... a limitation of this stutythe use of only one land-surface scheme; the
five selected WRF configurations may actually alinpensate for systematic errors of the NOAH
land surface scheme ...” etcetera.

This paper is designed as a methodological paperir@ention was to test as many physic schemes
as possible, including land-surface schemes. Homweatethe moment we performed the study 4
different land-surface schemes were available: NORHC, Pleim-Xiu and the 5-layer thermal
diffusion scheme. The last one, non-physical, isigieed for test cases and cannot be used in
realistic situations. The Pleim-Xiu scheme cometh i dedicated set of other physical schemes
and does not allow in most cases to combine diffgpessibilities. We performed an ensemble of
simulations using the RUC scheme, but we found ithatovided extremely sensitive fluxes, with
large latent heat fluxes at the beginning of seamath extreme subsequent drying in summer
months. Sensible heat fluxes also appear overdstiim@omparisons with several FLUXNET sites
are now explicitly shown in Figure 1. So even ifnferatures of heat waves would match
observations in a few combinations of physics sawmwe would almost be sure that this would be
for wrong reasons. We also experienced technicatblpms while running several of the RUC
simulations. This made us decide to only use ong-taurface scheme and focus on the atmospheric
physics processes. We believe that this can beussful to the many users of the WRF model to
examine this sensitivity and to be aware of besfopming physics combinations using NOAH
land surface as it is very widely used.



We added some sentences to the methodologicabseetnd added a figure with the comparison
RUC vs NOAH (new Figure 1).

In contrast to the use of a single land surfacemehthere is a multitude of atmospheric physics
schemes examined in this study that can be exchaiogeone another, in particular there are six
different boundary-layer/surface-layer schemes,itoistnot at all made clear to the reader in what
aspect they differ or how different they are. Ttesser extent similar considerations apply to the
other physics schemes as well. Too many, uncleaat ieir differences are, and in a way
accidentally selected because these schemes happenmplemented in the WRF system, which
doesn’t help in making this a “clean” ensemble, nieg that there is no way in which the various
members of the ensemble can be neatly discerned déaxch other in some model physics phase
space. In that respect, this ensemble is not sp d@déferent from the multi-physics ensemble
approaches mentioned in the paper.

We would have liked to test all possible physiceibmations, but this was not possible due to the
large number of combinations. The selection wasdvawbased on a strategy. First we performed
preliminary tests to see the behavior of the plsyaind to exclude least-advanced ones (such as the
land-surface scheme without soil moisture). Thenlaoied into the different schemes to see the
physics behindin order to choose those that were most diffefiemh one another. For example in
the cumulus options we usedlpone of the two Arakawa-Schubert Schemes, the''ape and left

the 'old' one out of our study, and in the plarairilary schemes we tried to use different physics
(K2 non-local; TKE; MF). We might not have explathin detail on what we based our decision.
We added a part to the methodological section Ipeychemes' in order to explain better.

The methodology developed here is innovative. Ampared to previous studies, our ensemble is
very large, a lot of combinations were tested, famthermore one originality is that our ensemble is
dedicated to simulate heat waves, which has (irknawledge) not been done before.

To conclude, in my opinion ignoring variations hrettype of land surface scheme in building up a
multi-physics ensemble makes the approach thall®ifed quite out of balance, in particular when
such ensemble is meant to draw conclusions fomibeel ability to represent heat wave episodes. |
would argue that the authors should first carry thé future study they announce in their
“Concluding remarks” in which they intend to invigste the performance of a joint permutation of
different atmospheric physics schemes and landiseréchemes. On the basis of the results from
that study they could then have solidly zoomednmat they want to present in this study.

We hope to have answered most concerns, and @astdur choice to focus on atmospheric
processes only.

MAJOR COMMENTS:

1.) The title of the paper should already contamefarence to WRF to directly inform the reader
what the paper is about. WRF is not synonymousenoivalent to RCM, thus conclusions drawn
for WRF can probably not immediately be generaliwedn arbitrary RCM.

We propose to change the title into : 'An obseorationstrained multi-physics WRF ensemble for
simulating European mega-heatwaves.

2.) Following my general comment on the omissiohadfing varied the land surface scheme which



makes the role of the NOAH LSM that is being usednemore relevant | want to bring up some
issues on the initialization of soil moisture. Téwathors write that soil moisture is directly taken
from ERA-Interim. The authors also state that vagythe initial date (1st of May against before 1st
of May) results in variations in temperature outesnof less than 0.5 C, at least for the August
2003 case. | would argue that this result doesatall imply that soil moisture is adequately
initialized, it only indicates that there is littkensitivity regarding the date of initializatiokly
concerns are the following.

* ERA-Interim employs TESSEL as the land surfadeeste which is rather different from the
NOAH LSM. How was the actual mapping of TESSEL sodisture onto NOAH soil moisture be
carried out. Through interpolation of soil moistufi@ relative volumetric units) or through
interpolation of a soil moisture index taking acabaf the soil moisture field capacity and wilting
point parameters in the respective schemes? Theafptbach is obviously preferable. Please
mention in the text what approach is followed iis tlespect.

 But even if they did, there are issues of soitevduffering capacity. Soil depths in both schemes
may be difficult so, while properly mapping soil istore content from TESSEL to NOAH, the
resulting soil moisture columns might still be gquitifferent. The authors should mention this point.

Initial soil moisture is obtained from interpolatioof ERA-Interim data on the soil layers,
accounting for the field capacity. We verified tisatl moisture did not differ much in the upper
layers from TESSEL, but we agree with the reviethat initialization is an issue. However, as heat
waves occur 2 months after initialization, memoryni this initial condition is mostly lost. We
performed initial condition experiments to seldwt starting time of the runs, and found that 1 May
does not provide very different results from 1 Apgo verify absence of spin-up sensitivity.

* Also, soil moisture must still be predominanthgarded as a model (or module) specific quantity.
It is poorly constrained by observations and in ¢cbatext of data-assimilation often treated as a
free parameter that can be used (or abused) todepe observed near-surface parameters like
temperature and relative humidity.

We agree with the reviewer. This is one of the aaaswhich also led us to focus on atmospheric
processes, having this in mind.

So, on the basis of these grounds | would arguettiese is considerable amount of uncertainty that
can be attributed to the initial soil moisture feised as the starting point for the set of WRF-
simulations. | think the authors could benefit fronis situation. Instead of taking a second and,
even, third, land surface scheme, (still the mesbmmendable option, though) or altering the
formulation of the land surface scheme, they mightg in the potential role of soil moisture on the
evolution of the seasonal slice simulations by yreihg the initial soil moisture profile. For
example, an option is to use plausible dry and peeturbations of soil moisture initial profiles to
examine the sustainability of the 5 or 55 best graring configurations that came out of their
current exercise. (I don’t think it is necessaryddo all 216 configurations that have been done so
far).

We did a new experiment as suggested by the revieWe made simulations with our 5 best
performing configurations initializing the soil nsture differently. Instead of starting with the
normal/original amount of soil moisture, we took @0% of soil moisture (in all layers) in the first



experiment, and added 20% of moisture in the secoed

We found that drying the soil all along the coluted to a general increase of all temperatures in
the heat wave period, and a wetting led to a gémlmerease of all temperatures (regardless of
physics schemes combinations). This confirms tmsigeity of temperatures to the land surface
scheme. However, all perturbed runs still perfomtatively well, suggesting that, despite the
temperature shift, variability remains well simelet

We added a description of this sensitivity teshi@ discussion section, and added an extra figure t
the paper (Figure 8).

3.) The Russia-region is quite close to the eadtetrmdary of the EURO-CORDEX domain. This
is potentially problematic in simulations of anomad circulations like those that give rise to heat
wave episodes, where there might be a conflict betwthe circulation sustained by the regional
model and the forcing imposed at the near-by easteundary. Please, make clear in the text how
you paid attention to this aspect. Did you chooseodel domain that is actually much larger than
the EURO- CORDEX domain? Did you broaden the bogndgaxation zone? Anything else?

We did not take this point into account. Howevartfee calculation of the variables over Russia we
excluded the pixels too close to the border ofddi@ain.

MINOR COMMENTS: (in indicating the line number Ifeg to the line number value in the pdf-
document of the discussion paper as outlined by GMD

1.) It seems to me that the proper spelling of tivase” must be “heat wave”; similarly “mega-
heatwave” should be spelled as “mega heat wave”\(¢&&tionary).

In different papers we find different spelling dfeat( )wave'. We chose to use the version without
space, but now changed it into the version withsiece, as suggested by the referee.

2.) Page 7862, line 2. “Climate models are oftenewaluated ...” This is a too strong statement.
Take e.g. Vautard et al. and Kotlarski et al. wialeated models contributing to EURO-CORDEX.

We changed this sentence into: 'Climate modelsateoften evaluated...', to make the statement
less strong.

3.) Page 7862, line 6: “sensitive” Sensitive to t?ha

The most sensitive physics (e.g. Convection, mairgsics etc.). This has been adapted in the text:
with the goal of detecting the most sensitive ptg/si

4.) Page 7862, lines 7-9: these 55 combinationsctira reproduce” can so because they satisfy an
pre-imposed criterion. Please mention that thesgoih is less than 1 degree bias during the heat
wave episodes.

We changed the sentence into : 55 out of 216 siiukcombining different atmospheric physical
schemes have a temperature bias smaller than g&eddgring the heat wave episodes, the majority
of the simulations showing a cold bias of on averag degrees Celsius.

5.) Page 7862, line 11: The statement “..and skiave radiation is slightly underestimated” seems
to contradict the results discussed in the papéchwtiearly show that the model simulations in the



mean overestimate the observed radiation, andthiimthold for the majority of the five best-
performing configurations. Please, restate.

We changed 'underestimated’ into ‘overestimated'.

6.) Page 7863,lines 13-14: according to Weisheigternl., 2011, the enhanced sophistication
combined in land surface hydrology, convection aadiation proved key (their words) for a
successful reforecast of the 2003 summer in Europe.

We adjusted the sentence and added that radiadeded to be adjusted as well, as is indeed
described in the paper of Weisheimer.

7.) Page 7863, line 15: What is meant with “ea8ili?lease explain.
This has now been explained: “because model basesiixed with sensitivity to initial conditions”

8.) Page 7863, lines 15-19: Sentence starting Withwever ...” This a a very long and difficult
sentence. Please, cut into pieces and clarify. Bigat is meant with “ the effect of the
representation of physical processes.”

We cut the sentence and rephrased in: However sglafwrecasting experiments do not easily
allow the assessment of model physical processdsriying extreme temperatures during heat
waves. This is partly due to their sensitivity nitial conditions. These may inhibit the effecttoé
representation of physical processes in reprodutiagxact atmospheric circulation when starting
simulations at the beginning of the season.

9.) Page 7863, line 23: “hindcast simulations™evaluation experiments” in CORDEX-compliant
terminology.

We changed 'hindcast simulations' into 'evaluagigperiments' as suggested by the reviewer.

10.) Page 7863, line 26-27: Regarding the line “6@me models ...for the 21st century”, | am
wondering where it comes from. It is not a con@uasiaken from Vautard et al. 2013, because that
paper was only about ERA-Interim forced RCM- sintiolas. | am also wondering what the authors
intend to say with this line. Because | do not irdrately see how the size in bias can be connected
with the projected temperature change in the corergury, be, please, more explicit in what you
want to say.

We decided to remove this sentence because intleea bit confusing.

11.) Page 7863, line 27- page7864, line 3. “Indigid... internal variability”. Again this is very
long sentence, and | do not quite understand wbatngean to say with the second part starting
with “ because ...” Please, clarify.

We cut this sentence into different parts and asthfi make the second part more clear: 'Individual
mega heat waves were reproduced by most modelsevowit was difficult to infer whether these
models could also simulate associated processeésdetp the extreme heat waves. The exact same
events with similar atmospheric flow and its paesise could not be reproduced due to internal
variability of the models.

12.) Page 7864, line 28: please change “using dneesmodel” into the “using the same model



system”, because these groups are not using tbs@rgame model.
This has been changed.
13.) Page 7864, line 29: What is meant with “deraogtdriven”. Please clarify.

We meant that instead of using all available modelassical multi-model ensemble’), in some
experiments different parameterizations of one rh@e used that are selected by different
research groups. Using all these parameterizafimms the different groups in one experiment,
leads to a sort of democracy driven choice.

14.) Page 7868, lines 8-12: This a again a verg g@ntence. Please, break up in parts.

A part of the sentence is removed. It is now: 'Frihis final ranking, and in order to propose a
reduced multi-physics ensemble of five combinatioms successively selected the highest-ranked
schemes'.

The last sentence was not longer applicable, aS thghest ranked configurations differ already by
two schemes from each other.

15.) Page 7868, line 22: It is not entirely clearmte what criterion was used by the authors to
determine the extreme configuration. Is it onlydshen “daily mean temperature”? Throughout the
paper there is only one set of two extreme configons (am | right?), which is used in Fig 1la-h
and Fig S2. Or are there separate sets for Frartc®assia? | think it would be very helpful if you
explicitly state how these extreme combinations @efigured. (I might have missed it, but |
couldn’t find it spelled out).

The two configurations are simply chosen to shosvdbnsistency of ‘warm' and ‘cold’ simulations.

They are chosen based on daily mean temperaturd-caece during the 2003 heat wave. They are
not separate sets for different regions or yeasabse that would eliminate their goal: to show the
consistency. We added this explication to the téxtFig. 1, we select two extreme configurations

(blue and red lines), based on daily mean temperaiuer France during the 2003 heat wave.
Interestingly, they are extreme in all regions gedrs, indicating that each combination tends to
induce a rather large systematic bias.’

16.) Page 7868, lines 23-24. The “large bias” noerad in these lines is certainly not always large,
specifically not for the extreme configuration twe tvarm side. Please mention.

We adapted the sentence to mention this pointFign 1, we select two extreme configurations
(blue and red lines). They are interestingly ex#em all three cases, indicating that each
combination tends to induce a rather large sysienb#és. This bias however, is different for the
'‘warm' and 'cold' extreme configuration'.

17.) Page 7869, lines 9-12: “The two selected extre. misrepresentation of the land water supply”
What is meant with “land water supply”? Soil morgticontent or evaporation/evapotranspiration

from the land surface to the atmosphere? | findatgaument presented in this line indeed quite

suggestive.

We mean to say that the temperature bias in theekir@me configurations seems not to be due to
too much or to less rain (water supply). For exampthe 'cold' extreme would have had way too



much precipitation, it could have been a reasortlferlow temperatures, but this does not seem to
be the case. To make this more clear we changegehience into: 'The two selected extreme
combinations are reproducing precipitation ovevalthout a major bias. This suggests that the
temperature bias in these two extremes is not @iplcaused by misrepresentation of atmospheric
water supply from precipitation.’

18.) Page 7869, line 12: What is meant with “swmibisture”, and also in Figs 2 and S3? Soil
moisture of the top soil layer (how thick) or avged over the whole soil column?

With soil moisture the moisture over the whole sollumn is meant. To clarify this point we added
it between brackets: ‘However soil moisture (thi smisture over the whole column) does show a
strong relation to temperature biases in model ksitians.’.

19.) Page 7869, lines 17-19: this sentence “Thdicates ...summer precipitation” precisely
underscores why there should have been at leaddiffeoent land surface schemes included in this
study.

We agree with the reviewer that to answer this tuedifferent land surface schemes could be
used, but because of reasons mentioned above \se nbbdto do so.

20.) Page 7869, lines 20-21: “For solar radiatioapproximately 100W/mz2 ...” Difference in solar
radiation over France and Russia, or differences ome region within an physics-ensemble. Also,
solar radiation over Russia is not shown in FigpfLdh.

There is a mistake in the sentence. It should leesn over France for 2003 and 2007 instead of
over France and Russia. This is now adapted. &adi#aition data over Russia is very scarce, and so
we were not able to compare the model simulatioitis kadiation observations over this area, as is
explained in the methodology section.

21.) Page 7869, lines 21-28: Apparently there disaernible overestimation of solar radiation in
the warmest extreme configuration which is not gfated in an overestimation of near-surface
temperature. So accordingly the authors suspept ieea cooling mechanism without mentioning
what that mechanism would be. This is the intemngspart. Is it compensated by an overly large
reflected solar radiation (unlikely) or is it paipated differently over sensible and latent h&aat f
than in nature, such that latent heat flux is ostameated. Yet, this is not giving rise to more
precipitation (no large precipitation bias, seeva)pnor to more clouds (positive solar radiation
bias), nor is it drying out the soil (because thleess latent heat flux continues, otherwise the
partitioning of excess solar radiation would gooisensible heat flux giving rise to higher near-
surface temperature.) Please, try to identify vihiatcooling mechanism could be.

We are not sure about the cooling mechanism. Ihtpgrtly be the reflection of the solar radiation,
but maybe more importantly and overestimation t#riaheat flux (which does not necessarily need
to lead to higher precipitation rates). Howevers ialmost impossible to be sure about this, due to
the scarce observations of the land heat fluxehndis.

22.) Page 7870, line 3: Please rephrase “In omleddntify the most sensitive schemes for the
development of heatwaves ...” as “In order to idgihe parameterizations (or parametric schemes
or physics schemes) to which the development of heees is most sensitive ...”. Schemes
themselves are not sensitive! Check the remainidgsur manuscript wrt the use of “sensitive”.



Werephrased the sentence

23.) Page 7871, lines 23-24: “The overestimatidor.other regions and years ...” | tend to disagre
| find the latent heat flux figure for Russia 20(Fdg S5e) not very different from the result shown
for France 2003 (Fig. 3d). | am wondering how tlran€e-2007 time series for latent heat flux
looks like in this respect. Is that comparison klde?

Yes, it is available. The latent heat flux in FrarRD07 seems still to be overestimated, although
maybe in a lesser degree (especially during latenser) than France 2003. However, we also
looked at the Iberian Peninsula and Scandinavid,especially in Scandinavia the latent heat flux
seems not to be overestimated. We added an additigure in the supplementary material to
strengthen the statement.

24.) Page 7871, line 26: “cross-validation”“cross-comparison” (also page 7873, line 7, and in
first line of the caption of Table 3)

These two cases are changed.

25.) Page 7872, line 7-11: The first sentence efdction “Concluding Remarks” is again a very
long sentence. It is also not a a very adequage Why using the word “small” in front to set, you
considered all available combinations in this cenhtélso the phrase “with a given accuracy
thresholds for temperature, precipitation and steve radiation” is not clear to me. What kind of
thresholds have been used for precipitation and sfave radiation?

We adapted the sentence to make it more cleathi¢nstudy we designed and analyzed a large
multi-physics ensemble. It is made of all possitdenbinations of a set of different atmospheric
physics parameterization schemes. They were eealuat their ability to simulate the heat waves
of 2003 and 2010 using the regional climate mod&PAbased on temperature, precipitation and
shortwave radiation'.

26.) Page 7872, line 23-27: the conclusion mighthze the performance of a configuration is

related to its ability to adequately represent dlparameters (cloud amount, liquid water, etc.) or
cloud-radiative interactions. In that respect I\aondering which parameterization within WRF is

representing the stratiform — or layer-clouds? @ancomment on that.

Stratiform/layer clouds are described in the mipitogysics schemes, together with other cloud
parameters such as particle types. The interactmisieen clouds and radiation are mostly
described in the radiation schemes. However, thitoqmeance of the configurations seem to be
more sensitive to the convection schemes, wheredheective clouds are described.

27.) Page 7873, line 4-6: replace “schemes” by figanations” or “combinations” or “members”;
“scheme” refers to a single parameterization, ihabt what is meant here.

This is now replaced.

28.) Page 7873, lines 11-16: That points to thethefathe matter as | already mentioned under
general comments.

We agree, but hope to have better explained oucelwd using only one soil scheme.



29.) Page 7873, lines 17-26: Please mention elplitiat the conclusions from your investigation
are only valid for heat wave conditions. Thereasguarantee that the constrained ensemble is also
better performing for e.g. wet summer conditionsvorter conditions.

The ensemble was also constrained for the sumnm&d@f, which was a wet year. So although it is
true that the ensemble was mostly trained for in@ate conditions, it also performs relatively well

in a wet summer year. Winter conditions were nste@ in this study, although primarily results of
a next study indicate that winter temperatures (anedipitation) are also quite well simulated. We
now mention however that the configurations weretested on winter conditions.

30.) There are two schemes in Table 1 assignednwitiber (6), namely WRF-SM6 and Tiedtke. Is
that correct?

Yes, this is correct. For all different physicsdietion, micro-physics, convection, planet-boundary
and surface physics), the schemes are numberdmhgtaith '1', so the schemes can indeed have
the same numbers.

31.) I would strongly recommend to split Fig 1 itktwee Figures, because it is very difficult todea
Fig 1i becomes Fig 1, Figs 1la-c become Figs 2a&e€,column- format like Figs 2a,c,e. Figs 1d-h
become Fig 3, also column-format is preferred.

We changed the order of the figures. Figure 1 listeg into several figures as was suggested by the
reviewer.

32.) Figs 1d,e,f: Preferably use same y-axis ramgkstart at 0.
We changed the y-axis range, as suggested by\iesves.

33.) Figs 1g,h: Preferably use same y-axis range

We changed the y-axis range.

34.) Fig 2, but also Figs S3 and S4. It is quitedh@ distinguish the points by their different
colours. It would help to choose different plottisgmbols as well.

We adapted the figures. Now different schemes epeesented by different colors and different
symbols.

OTHER POINTS:

1) Page 7862, line 7-8: “55 Out of ...”"55 out of ...”
Corrected

2) Page 7862, line 13: “4” “four”

Corrected

3) Page 7863, line 1: Use “evaluated” instead afitlated”
Corrected

4) Page 7863, line 26: leave out “Celsius”



Corrected

5) Page 7864, line 22: “with different set”“with different sets”

Corrected

6) Page 7865, line 11: “the number ... were limfitedthe number ... was limited”
Corrected

7) Page 7867, line 1: “Tawari” “Tewari”

Corrected

8) Page 7868, line 11: “to keep”in order to favour”

The part of the sentence with ‘to keep’ has beearoked.

9) Page 7869, line 1: “maximal’’maximum”

Corrected

10) Page 7869, line 5: “during heatwaves yearstiuring heat wave years”
Corrected

11) Page 7869, line 6: “in a lesser extentto a lesser extent”

Corrected

12) Page 7869, line 7: “findings found™findings reported”

Corrected

13) Page 7869, line 22: “under”below”; “the middle of the simulations”l “the mean value (the
median value?) derived from the simulations”

Corrected
14) Page 7870, line 2: “how temperature clustershow resulting temperatures are clustered”
Corrected

15) Page 7870, lines 18-19: “affect radiation befoeatwaves’ “affect radiation prior to the onset
of heat waves”

Corrected
16) Page 7870, line 23: “of Sect. 2”introduced in Sect.2”
Corrected
17) Page 7870, line 24: “model-data™model-observation”

Corrected



18) Page 7871, lines 1-2: “The same is found ."“The same is not only found ...”. Please also
indicate for each statement the season and retjarrthe years 2007 and 2010 in Russia” probably
should be interpreted as “for the years 2007 imégaand 2010 in Russia”.

Corrected

19) Page 7871, line 21: “... are largely overedfinga...” [1"...
overestimate ...”

are found to considerably

Corrected

20) Page 7871, line 23: “Tiedke Tiedtke”

Corrected

21) Page 7871, line 25: “fairly simulated”“fairly well simulated”
Corrected

22) Page 7872, line 27: “before’” “prior to”

Corrected

23) Page 7873, line 1: “feedback”“feed back”

Corrected

24) Page 7873, ,line 4: “atmospheric schemesatmospheric physics schemes”
Corrected

25) Caption of Table 1: “Physic schemes™Physics schemes”
Corrected

26) Caption of Figure 1: “Daily time series of temngture” [] “Time series of daily mean
temperature”

Corrected
27) Caption Supplementary Figs 2: “2a+td™2a-f"

Corrected



Answers reviewer 2:
* General comments:

This work analyses an unprecedented (to my knowledwilti-physics ensemble consisting of 216

summer seasonal simulations, focusing on heat waves France (2003) and Russia (2010). It
provides a fully systematic approach towards thecten of an optimal sub-ensemble to represent
heat waves. The paper presents fairly novel coscaptl ideas and a new dataset which will
probably feed subsequent work. Therefore | sugtpespaper to be published after a minor revision
taking care of the specific comments below, whickinty refer to further discuss some points and
solve some doubts to improve the reproductibilityhe results.

* Specific comments:

1) The authors intend to create an optimized WR$eeble for heat waves (7873:910). What
would be the use of such ensemble? The experimsstiah used should be taken into account. The
simulations shown were run for a few months nudgmudards the observed flow. For climate
change simulations, nested into a GCM, nudgingath@ospheric flow could be a problem. Also,
long-term simulations could build up biases nosiag in a few months (e.g. related to soll
moisture). For seasonal forecasting, the autharegréze problems (7863:15-19) to reproduce
observed events due to the chaotic nature of thesgtheric circulation.

The ensemble could be used for climate change nmgdstudies. All 5 members of the reduced
ensemble differ in physics, which could serve aseuainty measure.

2) The 5-member sub-ensemble was only tested fatwlawes. The 2007 "normal” season is not
shown in Figure 3 or any of those in the supplemgnmaterial (even though it is stated that they
are in the Suppl. material in 7871:2). If these rhera are the best in any physically meaningful
sense, they should also perform well in the "Fre2@@/" case study. Is that the case?

Yes, they also perform Wan 2007, although the spread of the whole enser(®l6 members) is
smaller in 2007 than during the heatwave cases. aflded some figures of 2007 in the
supplementary material.

3) There are already examples in the literaturésob-ensembles" breaking model democracy, in
which the sub-ensemble outperforms the full ensentir instance, Herrera et al (2010) selected a
sub-ensemble using mean precipitation and show tthatsub-ensemble is also well fitted for
extreme precipitation regimes. This result is clséhe results found in this work (sub-ensembles
selected for a heatwave work well for other regiongegular seasons —if this is the case-), and
could be added to the discussion, given that greded the idea to multiple models.

We added this study in the discussion section.

4) The potential implications of the study for clite modeling (7873:17-) need to be discussed in a
wider framework. The authors constrained the entemaba particular season, variables and error
metrics. In this way, they were able to find antiimized" set of configurations. However, It has
long been recognized (Fernandez et al, 2007),ithaftclimate simulation an optimal configuration
cannot be chosen. Biases and the best-performinfigocations heavily depend on the season
(Garcia-Diez et al, 2013), variable and even omtle¢ric used (Jerez et al, 2013).



Yes this is true. We added this in the discussemtien. Primary results from a next study suggest
however that the small ensemble also performsivelgtwell in other seasons.

5) Moreover, observational uncertainty was not mmred. It has been shown that the reference
observations affect model rankings (Gomez-Navatralge2012). This needs to be discussed at
some point in the paper.

We added this in the methodological section, wheraliscuss the ranking method.

6) Jerez et al (2013) did not use WRF (7865:15heOpotential references here are Awan et al
(2011) and Mooney et al (2012). Also, multi-physecssembles did not start with WRF. There are a
few other works with its predecessor, MM5.

We changed the reference of Jerez in Awan and Moared added that earlier studies have been
done with MM5.

7) Weisheimer et al (2011) did not use WRF (787D:R&move or rephrase.
We removed the reference.

8) The authors find probable (7872:18) that thdusion of another land surface model would

increase the ensemble spread. This statement carcbepanied by a cite to Mooney et al (2012),
where they show strong differences when changiad-8M (see their Fig. 2b, e.g. Sim 9 vs. 11). It
is not clear at all why the LSM sensitivity wastletit of the study. There is plenty of literature

(even cited by the authors) highlighting the rolesail-atmosphere interactions in the development
of heat waves and the authors themselves recoi{iz@69:16).

This paper is designed as a methodological paperin@®ention was to test as many physic schemes
as possible, including land-surface schemes. Homweatethe moment we performed the study 4
different land-surface schemes were available: NORHC, Pleim-Xiu and the 5-layer thermal
diffusion scheme. The last one, non-physical, isigieed for test cases and cannot be used in
realistic situations. The Pleim-Xiu scheme comethwi dedicated set of other physical schemes
and does not allow in most cases to combine diftgpessibilities. We performed an ensemble of
simulations using the RUC scheme, but we found ithatovided extremely sensitive fluxes, with
large latent heat fluxes at the beginning of seamoth extreme subsequent drying in summer
months. Sensible heat fluxes also appear overdsiim@omparisons with several FLUXNET sites
are now explicitly shown in Figure 1. So even ifnferatures of heat waves would match
observations in a few combinations of physics sawmwe would almost be sure that this would be
for wrong reasons. We also experienced technicablepms while running several of the RUC
simulations. This made us decide to only use oné-tarface scheme and focus on the atmospheric
physics processes. We believe that this can beussful to the many users of the WRF model to
examine this sensitivity and to be aware of besfopming physics combinations using NOAH
land surface as it is very widely used.

We added some sentences to the methodologicabsgeetnd added a figure with the comparison
RUC vs NOAH (new Figure 1).

9) I don't agree with the sentence (7870:12) "Byitcast, heatwave temperatures do not seem very
sensitive to the planetary boundary layer and sarfayer physics schemes". Figure 2d seems



noisier than the rest because there are more PBionsptested. However, there is a clear,
systematic temperature dependence on the PBL.ufiy@agine a regression line for each PBL
scheme, all of them preserve the relationship &lapith soil moisture, but the the heat wave
average temperature is clearly different.

We adapted the text a little bit to strengthen ploent mentioned by the reviewer. The sentence
mentioning this point is now: 'Heat wave temperesuseem to be least sensitive to the planetary
boundary layer and surface layer physics schemes'.

10) The caption of Figure 2 says correlation wisaaterplot is meant. These particular plots show
that there is indeed (negative) correlation, batglots are scatterplots.

Correlation is changed into scatter plot.

11) X-axis labels in Figs 1 and 3 read "Time (DOY)'assume it means Day Of the Year but,
please, define. Also, in the panels with this akig) vertical lines showing the heatwave period
considered would help, given that different periegssre chosen for each event. Also, if Fig 1bc
shared the Y-axis with Fig 1a, they could be diyecbmpared with each other. Currently, the
normal year seems as hot as the 2003 heat wave, iwif&ct it is 5K colder.

DOY is now defined in figure 1a, and we changedaxes of figure 1 to be directly comparable
to each other.

12) In Fig 3c-August, the cyan circle is missingofmably hidden behind other member). Using
non-overlapping symbols would help. The same happeth the pink circle in Fig. 3B

Different symbols are now used so there is no lofigkeoverlapping.

13) The resolution is stated to be 50km (approxXded). Was a Lambert grid projection in Kms
used? or the Euro-Cordex standard 0.44 rotatddiagrid? Please, clarify.

We used the Euro-Cordex standart 0.44 rotatedbiat-This 8 now added to the methodological
section.

14) Observational data is not fully described. WhiE-OBS version was used? Was any
interpolation carried out in the analyses?

This is now clarified in the methodology section.

15) The pre-screening of the simulations consideramly those within 1K of the E-OBS

temperature might be problematic. RCMs have bia¥¥gh the method proposed, a fairly
physically-consistent simulation could be disregaid while a simulation unrealistically

compensating temperature biases might get in. @tterlcan easily happen (Garcia-Diez et al.
2014).

It is true that the 1K temperature bias is rathbiteary. But because we are really interestedeiath
waves, and especially the high temperatures, weectmhave this limit anyway. We agree on the
fact that within the 55 simulations within the 1kmit, their might be configurations that
compensate temperature biases. However, becausarthkations are also tested on their ability to
simulate well the precipitation and the radiatiove, do not expect that this is the case for owr5 (



even 10-15) best simulations.

16) The ranking metrics are not fully clear to Maily temperature differences are used (7867:26).
But, which score was built out of them? RMSE? Whaswemperature considered at a daily scale
and precipitation at monthly scale?

For temperature we used the bias, not the RMSEauwsc modeled daily precipitation is much
noisier than daily temperature, we decided to usedthly values for this variable. Furthermore
radiation data was only available on a monthly Soade.

17) For radiation data, was the model interpolatethe stations to compute the spatial averages?
which interpolation method was used? How many tauiastations were available in each region?

Yes, the model data was interpolated to the statimh spatial averages were computed. We used
'nearest neighbor' for the interpolation. We ditiyaronsider France for the radiation, because over
Russia the observation data was too scarce. Foic&nae used 21 stations for 2003 and 20 for
2007. This information is added in the methodolseggtion.

18) Regarding the rejection of the members diffgimonly one scheme (7868:08): How many of
these members were disregarded to get the top-%2 M/the interest of "keep[ing] a large range of
different realistic physics combinations betweenghmulations” (7868:11)? | see also an interest in
the single-step ensemble members. In these oreedjffarences can be traced to the single scheme
that changed. For instance, "The two simulatiorad #re largely overestimating latent heat flux"
(7871:21) are those not using Tiedtke, but thidatbe just by chance, given that they also differ i
other schemes and the schemes interact in a nearhmay (Awan et al. 2011).

Finally the 'top 5' members already differed witlotschemes from each other, so this rejection was
not longer necessary. Because we are looking fa@riability of physics, we thought about using
this rejection. We removed the sentences fromekie t

19) How were the extreme configurations select&®§722)?

The two configurations are simply chosen to shosvdbnsistency of ‘'warm' and 'cold’ simulations.
They are chosen based on daily mean temperaturd-casece during the 2003 heat wave. They are
not separate sets for different regions or yeaws.adtled a sentence in the text to explain thigbett

20) By "the middle of the simulations” (7869:22)uess you mean the "median".
Yes, this has been changed.

21) At some point (7870:18), the effect of conweettlouds on radiation is invoked. However, note
that in WRF the interaction of radiation with sutidgclouds has only recently been implemented
(Alapaty et al. 2012) and included in WRF3.6 fortag combination of radiation and cumulus
schemes. It was not included in the version usedisnwork (WRF 3.3.1).

We agree with the reviewer.

22) The discussion in 7871:18-25 seems to impy@aigh it is not explicitly stated) that the good
performance of the Tiedtke scheme just during gewave is just by chance.

We did not mean to imply this, as we found that Thaedtke scheme is performing quite well



overall. However, we cannot state that the othevection schemes do not simulate the latent heat
flux very well, as this is not the case for otheass. But we found that also in some other cakes, t
two of the five best configurations not using Tlegtare performing a little bit less well, for
example precipitation over the Iberian Peninsul2d@3 (Suppl. Fig. 5c¢).

23) "We found a large spread" (7872:11) | wouldhhight, just at the beginning of this sentence
"Even though the simulations were constrained Iy mudging,”

This is now added to the text. Thank you for thggastion.

24) The journal recommendations suggest that "Thdainname and number should be included in
[the title of] papers that deal with only one mdd&eplace RCM by WRF in the title.

We propose to change the title into : 'An obseorationstrained multi-physics WRF ensemble for
simulating European mega-heatwaves.

(beware I'm not a native speaker)

7862:17, "together with varied physics scheme.'hglswdd to me. Please, rephrase.
This has been rephrased.

7866:04, "temperatures differ by less among on¢hendhan 0.5C" sounds odd.
Rephrased to: ‘temperatures differ by less tha@ @®ong one another’.

7867:01, "Tawary" should read "Tewary".

Corrected.

7869:26, "better" -> "well" (or "better than [wh§{?

We rephrased: ‘better than the coldest simulation’.

7872:27, missing period "heatwaves Changes”

Corrected.
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Abstract

Climate models are not often evaluated or caliloraigainst observations of past climate extremes,
resulting in poor performance during for instaneathwave conditions. Here we use Weather

Research and Forecastif@/RF) regional climate model with a large combioatof different

atmospheric physics schemes, with the goal of tdetethe most sensitive physics and identifying
those that appear most suitable for simulatinghet wave events of 2003 in Western Europe and
2010 in Russia. 55 out of 216 simulations combirdiffgrent atmospheric physical schemes have a
temperature bias smaller than 1 degree during ¢la¢ \Wwave episodes, the majority of simulations
showing a cold bias of on average 2-3°C. ConveygeBcipitation is mostly overestimated prior to
heat waves, and short wave radiation is slightlgrestimated. Convection is found to be the most
sensitive atmospheric physical process impactingulsited heat wave temperature, across four
different convection schemes in the simulation eride. Based on these comparisons, we design a
reduced ensemble of five well performing and digessheme combinations, which may be used in
the future to perform heat wave analysis and testigate the impact of climate change in summer
in Europe. Future studies could include the semtsitio land surface processes controlling soil

moisture, through the use of varied land surfacdetsotogether with varied physics schemes.

1. Introduction

An increasing number of simulations and studiegegtoa higher frequency of several types of
extreme weather events in the future (e.g. Schét.,e2004; Meehl et al., 2004; Della-Marta et al.,
2007; Beniston et al., 2007; Kuglistsch et al., @OEischer and Schar, 2010; Seneviratne et al.,
2012; Orlowsky and Seneviratne, 2012). Since sunireat waves are among the most problematic
of such phenomena - threatening society and ecosgst climate models used for future
projections must provide accurate simulations eséhphenomena, or at least their uncertainties
should be documented. Even if climate models haen levaluated using observed weather in past

decades, it is unclear whether they will be ablsitoulate extreme heat waves in future climates



that may not have analogues in the historical tkcAt least, models should be able to reproduce
the conditions measured during recent extreme \uaaé cases, some of them having been shown
to be unprecedented when considering the climage e past five or six centuries (Chuine et al.,
2004; Luterbacher et al., 2010; Garcia-Herrera.e@10; Barriopedro et al., 2011; Tingley and

Huybers, 2013).

Given the importance of forecasting summer heatewawell in advance, many studies have
analyzed their predictability, which remains poar geasonal forecasts. For instance the 2003
European heat wave was not simulated realisti¢aljther timing nor intensity) by the operational
European Centre for Medium-Range Weather Fore(@§&IMMWF) system, but improvements were
clear with the use of a new soil, convection ardiat@on schemes (e.g. Weisheimer et al., 2011;
Dole et al. 2011; Koster et al. 2010; van den Herlkal. 2012). However seasonal forecasting
experiments do not easily allow the assessmentanfeiphysical processes underlying extreme
temperatures during heat waves because model be®esnixed with sensitivity to initial
conditions. These may inhibit the effect of theresentation of physical processes in reproducing

the exact atmospheric circulation when startingugations at the beginning of the season.

From a statistical perspective, extreme temperatin@e been found to be reasonably well
represented in global simulations of the curremnate (IPCC, 2013), as well as in regional
simulations (Nikulin et al., 2010). In recent rega modeling evaluation experiments, using an
ensemble of state-of-the-art regional models gulaede-analysis at the boundaries of a European
domain, summer extreme seasonal temperatures \Wwemensto be simulated with biases in the
range of a few degrees (Vautard et al., 2013)viddal mega heat waves (2003 in Western Europe,
2010 in Russia) were reproduced by most models.edew it was difficult to infer whether these
models could also simulate associated processeésdetp the extreme heat waves. The exact same
events with similar atmospheric flow and its paesise could not be reproduced due to internal

variability of the models.



A comprehensive assessment of simulations of ranega heat waves has only been the object of
a limited number of such studies. Process-oriestedies of high extreme temperatures over
Europe have focused on land-atmosphere feedbagksS@neviratne et al., 2006 and 2010; Fischer
et al.,, 2007; Teuling et al., 2009; Stegehuis et 2013; Miralles et al., 2014) because, beyond
atmospheric synoptic circulation, these feedbackskaown to play an important role in summer

heat waves. However, the sensitivity of simulatedthwave conditions to physical processes in
models has not yet been explored in a systematic Whis could be important because error

compensation among processes that involve landsgingoe interactions, radiation and clouds may

cause high temperatures for the wrong reasons @ramdet al., 2007).

The goal of the present study is threefold. Firgstaxamine the ability of a regional climate model,
the Weather Research and Forecast (WRF, Skamataak €008), to simulate recent European
mega heat waves, with a number of different modefigurations. Analysis of these experiments
then allows understanding which physical paramedéons are prone to reproduce the build-up of
extreme temperatures, and thus the need for chrefhstraining them in order to simulate these
events properly. Finally, using observational camsts of temperature, precipitation and radiation,
we select a reduced ensemble of WRF configuratimaisbest simulates European heat waves, with
different sets of physical schemes combinationss Tonstrained multi-physics ensemble aims
therefore at spanning a range of possible phygiaemeterizations in extreme heat wave cases

while keeping simulations close to observations.

Our multi-physics regional ensemble approach cstgrwith the classical multi-model ensembles
that are constructed by the availability of modetdations in coordinated experiments (see e.g.
Déqué et al., 2007 and references therein) or auettibns of parameterizations selected by
different groups using the same model system (@@d@z et al., 2014). In the latter “democracy-
driven” ensemble, the lack of overall design sggatenay lead the uncertainty estimation to be
biased and the models to be farther from obsemstim addition, the real cause of model spread is

difficult to understand because of interacting ptais processes and their biases. Regional



perturbed-physics or multi-physics ensembles cddlp understand and constrain uncertainties
more effectively, but so far they have been seléapiored. Garcia-Diez et al. (2014) showed that
even a small multi-physics ensemble confrontedet@al climate variable observations can help
diagnose mean biases of a RCM. Bellprat et al. {8howed that a well-constrained perturbed
physics ensemble may encompass the observatioas.pérturbed physics ensemble was designed
by varying the values of a number of free paransetend selecting only the configurations that
were closest to the observations; however, the eunad combinations of different physical

parameterization schemes was limited to a totelgiit different configurations.

The WRF model offers several parameterization selsefor most physical processes, and is thus
suitable for a multi-physics approach. In fact, &&multi-physics approach has been used in
several studies (e.g. Garcia-Diez et al., 2011n&ea al., 2012; Awan et al., 2011; Mooney et al.,

2013), also with its predecessor MM5, but not dpeadly to simulate extreme heat waves.

Here we run an ensemble of 216 combinations of VR¥sical parameterizations, and compare
each simulation with a set of observations of ratgwariables in order to select a reduced set of 5
combinations that best represent European summga meat waves. The evaluation is made over
the extreme 2003 and 2010 events. The ensemblisdasesaluated for a more regular summer

(2007) in order to test the model configurationdemmon-heat wave conditions.

2. Methods

Simulations and general model setup

We use the WRF version 3.3.1 and simulate the tsteemers (2003, 2007, 2010) using an
ensemble of physics scheme combinations. We fest the time necessary to initialize the soil
moisture on a limited number of cases. Soil conddiare initialized using the ERA-Interim (Dee et
al., 2011) soil moisture and temperatures; thegeaftil moisture and air temperature are calculated

as prognostic variables by WRF. For the August 268&, we find that temperatures differ by less



than 0.5°C among one another when starting expatsreefore May 3 Thus in the current study,
each simulation is run from the beginning of Mayhe end of August for the years 2003, 2007 and
2010. The regional domain considered is the EUR@DBEX domain (Jacob et al., 2014; Vautard
et al., 2013) and the low-resolution setup of 50X%B0 km (~0.44 degree on a rotated lat-lon grid)
is used — note that Vautard et al. (2013) recectlycluded that a higher spatial resolution did not
provide a substantial improvement in heat wave HEtrans. We use a vertical resolution with 32
levels for WRF. Boundary conditions come from ER®&elim (as well as initial snow cover, soll
moisture and temperature). In order to focus orsjalay processes in the boundary layer and the
soil-atmosphere interface, and to avoid chaotidugiom of large-scale atmospheric circulation, we
constrain the model wind fields with ERA-Interim-aaalyses above Model Level #15 (about
3000m), similar to previous studies (Vautard et 2014), using grid nudging, with a relaxation
coefficient of 5.1C s, corresponding to a relaxation time about equivale the input frequency
(every six hours) (Omrani et al., 2013). Temperatamd water vapor were not constrained, to let

feedbacks fully develop.
Physics schemes

We test 216 combinations of physics schemes. Weaiden different physics of the planetary
boundary layer and surface layer (PBL; 6 schemm&)ophysics (MP; 3 schemes), radiation (RA;
3 schemes) and of convection (CU; 4 schemes). &on é&ype of scheme, a few options were
selected among the ensemble of possibilities afféeneWRF. The selection was made to avoid
variants of the same scheme, and to maximize tfierelce of temperature and precipitation
outputs in preliminary experiments. At the timestfidy and model development stage, different
land-surface schemes were available in WRF: 5-l1aywrmal Diffusion Scheme (Dudhia, 1996),
NOAH (Tewari et al., 2004), Rapid Update Cycle (RUBenjamin et al., 2004) and Pleim-Xiu
(Gilliam & Pleim, 2010). We decided however to onlse one, the NOAH land surface scheme, in
order to focus our study on atmospheric procesdeke Wmiting the number of simulations, and

because the NOAH scheme is the most widely us®Rfr applications. This was also motivated



by the poor performance and extreme sensitivithhefRUC land surface scheme for the land latent
and sensible heat flux as compared with local efadens in 2003. It simulates strong latent heat
fluxes in the beginning of the season and an exdrdrging at the end, while sensible heat flux is
overestimated. The NOAH scheme seemed more stalileeitests that were done for capturing
both latent and sensible heat fluxes during the320@at wave at selected flux tower sites in
Western Europe (Figure 1). Furthermore the Pleim-¥theme is especially recommended for
retrospective air quality simulations, and is depeld with a specific surface layer scheme as
coupled configuration (Gilliam & Pleim, 2010). Thast possible option is the 5-layer thermal
diffusion scheme (Dudhia, 1996) which predicts gicband soil temperatures but no soil moisture,
and is therefore also not suitable for our studgbl& 1 describes the physical schemes that were

combined to simulate the weather over the threarsemseasons.

Observational data

In order to evaluate the ensemble and to rank aefettsits best performing simulations we use
gridded observed daily temperature and precipnatifom E-OBS with a 0.25 degree resolution
(version 7.0) (Haylock et al., 2008). Bilinear irgelation is used to regrid E-OBS data and the
model output to the same grid. Furthermore we tesos data of monthly global radiation from
the Global Energy Balance Archive (GEBA) networkil@\et al., 2009). For France 2003 the data
of 21 stations were available, for 2007 this numvas 20. Observations over Russia were too
scarce, and were not considered. Model data aeepwiaited to these stations using the nearest
neighbor method. In addition, in order to checkdlatmosphere fluxes and the partitioning of net
radiation into sensible and latent heat fluxes,use the satellite observation-driven estimates of
daily latent heat fluxes from GLEAM (Miralles et.,aR011). Since the latter is not a direct
measurement we do not use them to validate andtn@nkodel configurations. Furthermore latent-
and sensible heat flux measurements are used fraeea FLUXNET sites from the Carbo-Extreme
database (Neustift/Stubai — Austria (Wohlfahrt let 2010); Tharandt-Anchor station — Germany

(Grinwald & Bernhofer, 2007); and Soroe-LilleBogask- Denmark (Pilegaard et al., 2009)), for



the evaluation of the land surface schemes.
Evaluation and ranking of model simulations

For ranking, we set up several measures of modlel Is&ksed on the differences between observed
and simulated spatial averages over two domairsiderfor 2003 and 2007 (5W-5E & 44N-50N),
and one in Russia for 2007 and 2010 (25E-60E & BONY (Fig. 2). A first scheme selection is
made based on the skill to reproduce air tempearatynamics, since this is the primary impacted
variable and observations are reliable. Becausareventerested in heat waves, we select only those
simulations that are within a 1 K regional averafigerence between simulated and observed
temperature, for heat wave periods; these perimdefined as Augusf415™ for France (in 2003),
and July i'till August 18" for Russia (in 2010). The 1 K threshold is arfitraut is used to avoid
processing a large number of simulations that hawealistic temperatures. Only 55 of the 216
simulations meet this criterion and are further stdered. Then, the ranking of the retained
simulations is done based on: (i) the daily temjpeea difference between simulations and
observations during the heat wave periods (as afumv2003 and 2010), and during the peridd 1
31° August for the normal year 2007, (ii) the root meguare error of monthly precipitation and
radiation for the months July, June and August. GEBA data set only contains scarce radiation
observations over Russia, and therefore we coutdconsider this region for ranking models
against incoming shortwave radiation. As a finapstan overall ranking is proposed by averaging
the ranks obtained from the three variables (teatpes, precipitation and radiation). From this
final ranking, and in order to select an elite aflimphysics combinations, we selected the top-5
highest-ranked configurations. Note that obserwatfiancertainty is not considered in this study,

which is shown to be able to impact model rankingré&Spain (Gomez-Navarro et al., 2012).
3. Results
3.1. Large systematic errorsfound during heat wave periods

Figure 3 shows the large temperature range spamndide 216 ensemble members for the spatial



average over the heat wave areas. The min-max faetyeeen ensemble members is up to 5°C
during heat wave periods (Figure 3). Locally at 56 resolution, the difference between the
warmest and the coldest simulation during a heaevis larger, reaching more than 10°C in 2003
(Figure 3d). In 2007, when summer temperatures weteextreme, the range is about twice as
small. Only a few simulations match the observeghhemperatures (Figure 3a-c). In Fig. 3a, we
select two extreme configurations (blue and re@djn based on daily mean temperature over
France during the 2003 heat wave. Interestinglgy tre extreme in all regions and years,
indicating that each combination tends to inducather large systematic bias. This bias however,
is different for the ‘warm’ and the ‘cold’ configation. It seems not to be due to a
misrepresentation of the diurnal cycle, since tteyiain when analyzing time series of maximum
and minimum daily temperatures independently (segplementary Figures la-f). However,

minimum temperatures show a less consistent bas riitaximum daily temperatures. A systematic
temperature underestimation by WRF simulations &weope has also been found in other multi-

physics ensemble studies over Europe (e.g. Awah,82011; Garcia-Diez et al., 2011, 2014).

For monthly precipitation we obtain a large randgesimulated values, with most configurations
overestimating monthly summer rainfall (JJA) duringat waves years, and to a lesser extent
during the wetter 2007 season (Fig. 4a-c). This Ime with the findings reported by Warrach-Sagi
et al. (2013) and Awan et al. (2011), and with ¢lrerestimation of precipitation by many EURO-
CORDEX models shown by Kotlarski et al. (2014). Tive selected extreme combinations (based
on temperature, as explained above) are reprodpcepitation overall without a major bias. This
suggests that the temperature bias in these twens&tsimulations is not explicitly caused by a
misrepresentation of the atmospheric water suply fprecipitation. However soil moisture (the
soil moisture over the whole column) does showrangt relation to temperature biases in model
simulations. Figure 5a-d shows soil moisture atehé of July versus temperature in August 2003
for each model configuration. Configurations withwl soil moisture level are associated with

higher temperatures and vice versa, confirmingrtte of land-atmosphere feedbacks during heat



waves, already pointed out by previous studiess Tidicates that the evapotranspiration from
spring to summer depleting soil moisture can beridcal process during summer for the

development of heat waves, and that this procasstisimply related to summer precipitation.

For solar radiation, the mean differences betwean simulations over France 2003 and 2007
reaches approximately 100 Wn(Fig. 6a,b). Observations for France (black dats)found below

the median value of the simulations so a slightestemation of the ensemble is obtained. The first
(warmest) extreme configuration (red dot) is assed with an overestimated radiation of 10-50
Wm? while the other (coldest, blue dot) extreme camfigion exhibits an underestimated radiation
by about the same amount. Since the warmest simmlaagrees better with temperature
observations than the coldest simulation, one nmayefore suspect that it contains a cooling

mechanism that partly compensates for the overattuinsolar radiation.
3.2. Sensitivity of temperaturesto physical parameterizations and sour ces of spread

In order to identify the physics schemes to whioh development of heat waves is most sensitive,
we examine how resulting temperatures are clus@sedfunction of the scheme used. We find that
the spread between all simulations — both in tesfriemperature and soil moisture — is mostly due
to the differences in convection scheme (clusteohglots with the same color in Fig. 5a). For
instance the Tiedtke scheme (blue dots) systentigtieads to higher temperatures and lower soil
moisture, while the Kain-Fritsch scheme (green Jdieisds to wetter soils and lower temperatures,
inhibiting heat waves. Microphysics and radiati@hesmes are also contributing to the spread of
simulated temperature and soil moisture values @bec), although their effect is less marked than
for convection. Heat wave temperatures and soiktuame seem to be least sensitive to the planetary
boundary layer and surface layer physics schemies. sEnsitivity of the convection scheme in
WRF has already been mentioned in previous studiaskov et al., 2005; Awan et al., 2011;;
Vautard et al., 2013; Garcia-Diez et al., 2014xeNbat the soil moisture simulated in early August

2003 is better correlated with preceding radiatitem with precipitation (compare Supplementary



Figures 2 and 3), indicating that the way cloudsl particularly convective clouds, affect radiation
prior to the onset of heat waves is a major drofethe spread for the development of heat waves,

higher radiation leading to drier soils and higteenperatures during heat waves.
3.3. A constrained reduced ensemble of best ssmulations

Focusing only on the 55 selected simulations tifedrdess than 1°C from the observations during
the heat waves, we apply the ranking method intteduin Section 2 based on temperature,
precipitation and radiation model-observation congom metrics. The 5 highest ranked

simulations are given in Table 2 and are actuakyriumbers 1-5 in Supplementary Table 1. Figure
7a confirms the ranking by showing that these satmhs also perform well in terms of

temperature, during the months prior to the heatewd@he same is furthermore found for the years
2007 in France (Supp. Fig. 5) and 2010 in Russip@SFig. 4), and also for other regions such as
the Iberian Peninsula and Scandinavia (Supp. Fagd)6 The selected simulations however
performed less well for precipitation over France2003 (Fig. 7b), but do not show a large

overestimation of precipitation either. Precipbatover Russia for the 5 highest-ranked simulations
does show good performance (Supp. Fig. 4b), asasgdibr other European regions (Supp. Fig. 6).
The mean radiation of the ensemble of the five biestilations is closer to the GEBA observations

than in the case of the original ensemble (Fig. 7¢)

Nonetheless, the better match of the reduced ernseshithe five highest-ranked simulations to the
observations of temperature, precipitation andatash is to a very large degree unsurprising: the
selection was based on the fit to observations. édew it is still satisfactory to see that some
simulations are capable of matching all three \dem Conversely, we also compare simulations
against another key variable that was not use@Watuating and ranking simulations, namely the
latent heat flux (Figure 7d). Albeit somehow redl@®mpared to the full-ensemble spread, the
spread of the five best simulations for the latesdit flux remains large over the whole period, on

average between 50 and 120 Wifobserved values are around 75 WmHowever, during the



2003 heat wave over France three of the five hestlations exhibit a close resemblance to the
latent heat observations (approximately 5-10 ¥iifFig. 7d). The two simulations that are found to
considerable overestimate latent heat flux by axiprately 30-40 Wrif (as compared to GLEAM)
are those that use a different convection scherae tihe Tiedtke scheme. The overestimation of
latent heat fluxes in these schemes is howeveg&eralized for other regions and years (Suppl.
Fig. 4c, 5d, 6c¢,f-h), for which the latent heatxflwas fairly well simulated within the range of

uncertainty of GLEAM.

A cross-comparison for the years 2003 and 201Q,ishaising only the 2010 heat wave to select
schemes and verify the performance of the selesttkdmes over 2003 and vice versa, yields some
promising results. Table 3 shows the average rgniirthe best (5, 10, 15, 20 and 25) simulations.
When only using one heat wave to select the bedtgroations, they all lie in the top-ranked half,
and even higher in the ranking in the case of BiE0Zheat wave over Russia being used to select
the best configurations. This suggests that thecieh based upon one heat wave in one region
should also provide better simulations for otheathveaves or heat waves in other areas, i.e. teat th
bias of a member of the WRF ensemble is not |dmoatl,at least regional at the scale of Western

Europe.
4. Concluding remarks

In this study we designed and analyzed a largei+plajtsics ensemble with the WRF model. It is
made of all possible combinations of a set of d&fé atmospheric physics parameterization
schemes. They were evaluated for their abilityitoutate the European heat waves of 2003 and
2010 using the regional climate model WRF basedeomperature, precipitation and shortwave
radiation. Even though the simulations were consthby grid nudging, we found a large spread
between the different physics for the simulations femperature, precipitation and incoming
shortwave radiation, three variables we used t@ter@an overall configuration ranking. Most

simulations systematically underestimate tempeeatind overestimate precipitation during heat



waves, a model pattern that was already found @vipus studies dealing with much smaller

ensembles (e.g. Awan et al., 2011; Garcia-Diet ,e2@l1; Warrach-Sagi et al., 2013). The spread
among ensemble members is amplified during theeitteme heat waves of study. Since we only
considered a single land surface scheme, it isgiebthat the ensemble spread would largely
increase when incorporating the uncertainty assattiavith modeling land surface processes.
Nevertheless, considering only atmospheric prosg$ise magnitude of the spread still reaches 5°C

during the peak of the heat waves.

We also showed that among atmospheric process pteamations, the choice of a convection
scheme appears to dominate the ensemble spreatbui indications that the large differences
between convection schemes seem to occur mostbudhr radiation, and therefore the way
convective clouds affect the surface energy andcemhtdget prior to and during heat waves.
Changes in incoming radiation cause changes inograpspiration and therefore soil moisture,

which may subsequently feed back on air temperature

From this ensemble, we selected a small sub-ensemiih the five best combinations of
atmospheric physics schemes based on the fit teredtsons. These combinations capture well the
temperature dynamics during the mega heat wavésavice and Russia, and they perform better
than other combinations in other regions of Europe.addition, they are consistent with
independent latent heat flux data used for crofigateon. This indicates that the constraints set f
the selection reduce the uncertainty across thdeMBoropean continent and points towards the
creation of an optimized ensemble of WRF configarat specific for heat waves, with reduced
error compensations. A sub-ensemble that outpegf@rtarger ensemble was also found by Herrera
et al. (2010). The sub-ensemble based on meanppeticin showed better results for extreme

precipitation as well.

However a limitation of this study is the use ofyoone land-surface scheme; the five selected

WREF configurations may actually all be affecteddygtematic errors of the NOAH land surface



scheme. The importance of the selected land sudelieme is further confirmed by the larger
spread of the “best” ensemble for latent heat (im-\&j than for shortwave radiation. In order to
mimic radically different land surface processeseasitivity test where initial soil moisture was
artificially increased and decreased by 20% alhgléhe soil column was conducted. Results
confirm the sensitivity of the temperature simwas to soil moisture, a variable partly controlled
by the land surface scheme (Figure 8). The fullxe@ngo this question is left for a future study in

which different atmospheric schemes and surfacerseb will be jointly permuted.

Although our ensemble is trained on only summedaans, our results have several implications
for climate modeling. First, the constrained WRBemble may be used in future studies of climate
change; each of the five members may exhibit aefit sensitivity to future climate change
conditions, leading to a constrained exploratiorth&f uncertainty. Then it is important to notice
that our study pinpoints the need to carefully gieir adjust the convection scheme for a proper
representation of the summer climate during heategiaThis is particularly important in order to
evaluate the impacts of climate change on ecosgstéerlth, carbon cycle, water and cooling
capacity of thermal energy plants, since heat wavake mid latitudes are expected to be of the
most impacting phenomena in a human altered clinfdterefore, impact studies can be designed

based on the selected configurations.
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Tableand figure captions

Table 1. Physics schemes used in this study (wigrences). All possible permutations are made,
yielding a total of 216 simulations. The numbergha table refer to the number the schemes have

in the Weather Research and Forecasting (WRF) model

Table 2. The five best performing combinations loygcs in ranked from the first to the fifth best.

Table 3. Cross-comparison between France 2003 asdi&2010. The (5, 10, 15, 20 and 25) best
simulations, when only using one heat wave to selex best configurations and vice versa, are
taken and compared with their ranking for the otheat wave. If there would be no correlation
between the two years, the average ranking woyl@pgroximately at half of the total number of
simulations for both years that lay within a fisglection of 1K (column 8). In bold the rankings
that are lower than this number. Because obsensatod radiation are lacking over Russia, we

tested France with and without including radiatiothe ranking.

Figure 1. Time series of daily land heat fluxe2003 from May to the end of August on three
different FLUXNET sites, with latent heat flux (Lkdn the first row, sensible heat flux (SH) on the
second row, and evaporative fraction (EF — latesat flux divided by the sum of latent and sensible
heat flux) on the last row. The three columns regme three sites, with Neustift/Stubai (Austria —
ATneu 47N, 11E) in the first column, Tharandt (Gany — DETha, 51N, 4E) in the second, and
Soroe-LilleBogeskov (Denmark — DKsor, 66N, 11E}he third column. Vegetation types on the
three sites are respectively grassland (GRA), egergneedleleaf forest (ENF), and deciduous
broadleaf forest (DBF). In grey all 216 simulatiomgh the NOAH scheme. Observational data is
shown in black (FLUXNET). The solid light blue ling one configuration with NOAH, while the

blue dots represent the same configuration but RUIC instead of NOAH.



Figure 2. Domains used in this study: France, #eReninsula, Russia and Scandinavia.

Figure 3. Time series of daily mean temperature &vance in 2003 (a) and 2007 (b) and Russia in
2010 (c). Every simulation is shown in gray andestations of E-OBS in black. The blue and red
lines are the coldest and the warmest simulatiotes Brance during the heat wave. These lines
have the same set of physics in all the figurest(J). Figure d shows the simulated temperature
min-max range during the heatwave of 2003 (1-15 ustlg The range is calculated as the
difference between the warmest and the coldestlatran during the heat wave period between the

216 members of the ensemble.

Figure 4. Monthly precipitation over France in 20@3 and 2007 (b) and Russia 2010 (c). The
boxplots show the extremes,™%0", and 78' percentiles. The blue and red dots are the coldest

and the warmest simulations over France durindghéa wave (as in figure 3).

Figure 5. Scatter plot of soil moisture contenddy 31, and temperature in August. Every point is
one simulation. Different colors and symbols repredifferent physics for convection (CU) (a),

microphysics (MP) (b), radiation (RA) (c) and pltarg boundary layer-surface (PBL-SF) (d).

Figure 6. Monthly radiation over France in 20034ay§l 2007 (b); no radiation data being available
in Russia for 2010. The boxplots show the extrer88 50", and 75 percentiles. The blue and
red dots are the coldest and the warmest simuktwear France during the heat wave (as in figure

3).

Figure 7. Daily time series of temperature (a) detent heat flux (c); monthly time series of

precipitation (b) and incoming shortwave radiat{di). Observations are shown in black, and the



five best performing runs in colors. Gray linesigade other simulations. All figures are a spatial

average over France during summer 2003.

Figure 8. Sensitivity test of the initialization ebil moisture. Difference between the ‘control’
simulation and the perturbed ones (minus (red)pnsl (blue) 20% initial soil moisture) of the five
highest ranked configurations. The darkest linestlae best simulations (1), and descending colour

shade agrees with descending ranking (1-5).



Tablel

Microphysics (MP)PBL+Surface Radiation (RA)  Convection (CU) Soil
(PBL-SF)
6) WRFSMG1-1) Yonsei Uni3) CAM (Collins el) KainFritsch2) NOAH (Tewar
(Hong et al. 2006aMM5 (Hong et alal. 2004) (Kain 2004) et al. 2004)
2006b; Beljaar
1994)
8) New Thompsa2-2) MYJETA4) RRTMG (lacon3)  Grell-Deveny

~

g

(Thompson et

2008)

(Janjic et al. 199

Janijic, 2002)

et al. 2008)

(Grell & Devenyi

2012)

10) Morrison DM

4-4) QNSEQNSE

5) Goddard (Chga

6) Tiedtke (Tiedtk

(Morrison et al(Sukoriansky et e& Suarez, 1999) [1989; Zhang et &
2009) 2005) 2011)
5-2) MYNN-ETA 14) New SAS (Ha
(Nakanishi & & Pan, 2011)

Niino, 2006, 200¢

Janjic, 2002)

5-5) MYNN-
MYNN (Nakanish
& Niino, 2006

2009)

7-1) ACM2-MM5

(Pleim 2007




Beljaars, 1994)




Table?2

Microphysics PBL-Surface |Radiation Convection Sall Rank

Morrison DM Yonsei UniiRRTMG Tiedtke NOAH 1
MM5

WRF-SM6 MYNN-MYNN RRTMG Grell-Devenyi INOAH 2

WRF-SM6 ACM2-MM5  |Goddard Tiedtke NOAH 3

New Thompson MYNN-MYNN RRTMG New SAS NOAH 4

New Thompson ACM2-MM5 RRTMG Tiedtke NOAH 5




Table3

Average ranking of 5, 10, 15, 20 and 25 best sitiaria
5 10 15 20 25 Number o
simulations
within 1°C
With Average 22.6 21.8 25.3 23.1 27.5 104
radiation rank Fr-Ru
With Average |15.75 15.2 14.7 13 39.3 58
radiation rank Ru-Fr
Without  |Average 53 37 28.4 27.6 25.5 104
radiation rank Fr-Ru
Without  |Average 20.25 16.8 18.1 17 19.9 58
radiation rank Ru-Fr
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Figure 4a-c
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Figure5a-d
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Figure6a-b
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Figure 7a-d
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Figure8
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