Ref: gmd-2014-171

Dear Reviewer 1,

We would like to thank you for your careful and constructive review of our paper. We have
tried to follow all your requests as best as we could and believe that it helped to
substantially improve the manuscript. A point by point explanation follows below for your
comments:

Comments

* Page 7153, line 16: please correct: “observations measurements”
Reply: corrected

* Page 7157: It is not clear the difference between ALARO and ALADIN. Please be
more explicit
Reply: In the revised manuscript the description of ALARO and ALADIN was adapted to
make this difference more explicit.
The ALADIN model is the LAM version of the Action de Recherche Peite Echelle
Grande Echelle Integrated Forecast System (ARPEGE-IFS) (Bubnova et al., 1995),

developed by MétéoFrance and the ECMWEF. In the ALARO model, ALADIN is
updated with the ALARO-0 physics package. This parameterisation has been

designed to run at resolutions from the mesoscale to the cloud-resolving scales in a
scale-aware manner, based on the modeling approach of the Modular Multiscale

Microphysics and Transport (3MT) cloud and precipitation scheme of Gerard and
Geleyn (2005); Gerard (2007); Gerard et al. (2009) and has been validated up to a

spatial resolution of 4 km for NWP (Gerard et al., 2009, De Meutter et al. 2015) and
climate (Hamdi et al., 2012, 2014b; De Troch et al., 2013). The ALARO-0 physics
package is coupled to the dynamics via a physic-dynamics interface based on a
flux-conservative formulation of the equations proposed by Catry et al. (2007). The
ALARO model is running operationally at the Royal Meteorological Institute (RMI) of
Belgium as well as in a number of other countries of the ALADIN and HIRLAM
consortia.

t 0 t 0
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* Page 71589, line 7 (yO (Xb) Ly 0 (Xb)] it is not clear the meaning

of the subscript 0 in the y vector
Reply: the subscript o stands for observation, as a stands for analysis and b for
background. To avoid confusion the superscript 0 was changed to t0. The text is adapted
to make this more clear:

“... where subscripts a, b, o indicate the analysis, background and observations,
such that the analysis model state ...”

* Page 7160, line 24: Why this values: “1 K for 2 m temperature and 10 % for 2 m
relative humidity” and for : “2 K for the background errors of Ts and T2 and 0.1 x
(wfc — w wilt ) for Wg and W2”
Reply: These values are the same as in Mahfouf et al. (2009). The text is adapted to
make this more clear: The EKF for soil analysis has been tested using the same setup
and covariance values as in Mahfouf et al. (2009).




* Page 7162, lines 12/13: “runs from 12:00 to 18:00 UTC”, every days?
Reply: We have checked the presence of oscillations on five random days throughout the
month and found oscillations on each of these days in various locations. However, it is not
feasible to check this for every day of the month, due to a lack of storage resources. In
order to check for oscillations the output fields should be stored at each timestep, which
requires a lot of storage.

* Page 7163, paragraph lines 5-20: Question: The noisy signal in the Jacobian
values appear only in the therms related to the soil water content or also in the
terms related to the soil temperature? The figure 4 only show the noisy signal for
the derivatives with respect to wg and w2, but for the terms with respect to Ts and
T2 the period shown is outside the window were the noisy signal appear. In my
opinion the authors should clarify this question in the text.

Reply: The noisy signal in the Jacobian values appears in terms related to soil water
content as well as terms related to the soil temperature. Figures 1 and 2 added here below
show the noisy Jacobians related to soil temperature to the reviewer. The following was
added to the revised manuscript to clarify this: Similar oscillations occur for the
Jacobian values related to soil temperature (not shown) for this case.

* Page 7163, line 20: The expression “(not shown)” should come after “the coupled
case”
Reply: corrected

* Page 7165, line 16: The aim of the filter is to cured only the impact of the
oscillations that occurred at Ri critical values or also the oscillations that are due to
non-linearities for SWil-values close to 07?7

Reply: The filter does not differentiate between oscillations initiated by different
mechanisms, therefore it will filter oscillations that occur at the Ri critical values as well as
oscillations due to SWI-values close to 0. In addition it might even filter oscillations caused
by other mechanisms, like the oscillations due to rainy conditions for the coupled approach
as described by Balsamo et al. (2004). In the revised manuscript a sentence about this
was added to the explanation of the filter:

The filter does not differentiate between oscillations initiated by different
mechanisms. Therefore it will filter oscillations due to the critical Rl values and SWiI-

values close to zero but also for example oscillations due to rainy conditions for the
coupled approach as described by Balsamo et al. (2004).

* Page 7166, line 6: Which case? The period, as well the time-steps of the runs
should be given.
Reply: we did not intend a particular case, but rather the comparison between the
reference approach and the filtered approach for the same periods, which are indicated
each time in the text. We now write in the revised manuscript: In the following part, the
filtering approach FIL is compared to the reference approach without filtering ...
* Page 7167, line 12/13: 6 July or 2 July? In the figure caption it is indicated the 2
July.
Reply: corrected, it should be 2 July

* Page 7168, line 10: parturbation — perturbation
Reply: corrected

* Page 7168, lines 18 and 19: should be Figure 9
Reply: corrected



* Page 7168, line 23/24: the following conclusion: *(...) a Jacobian calculated with a
positive perturbation has the same size but an opposite sign as the Jacobian value
calculated with a negative perturbation.” seems to me a little bit strange and in
contradiction against the values of H+ - H- shown in figure 8. Please confirm the
result and if it so, try to explain it.

Reply: We agree that this conclusion is a bit too strong. The results shown in figure 10b as
well as figure 8 have been verified and are correct. However for most points in this plot
there is still a large deviation from the diagonal, resulting in the larger values for H+ - H-
than would be expected if the points are all on the diagonal. To try to explain why the
points follow more or less the opposite diagonal would be a research in itself. It could point
to the presence of non-linear effects that are triggered in the case of too small
perturbations, but this is outside the scope of this paper. For other perturbation sizes (like
in figure 10d) the results are as expected, so the results 10b are an artefact of this
particular perturbation size. The conclusion mentioned above was removed in the revised
manuscript and replaced by the following:

The points of the coupled EKF follow slightly the opposite diagonal._It cannot be
excluded that some non-linear feedback effects between the surface and the
atmosphere are triggered here but this is out of scope of the present paper.

* Page 7169, line 11: Should be Figure 10
Reply: corrected

* Page 7172, line 26. Do you have testes some values for the B components?
Reply: We used the values for the B components that were suggested in Mahfouf et al.
(2009). The hypothesis that other values for these B components could reduce the larger
increment values, has not been tested yet. Therefore we remove this sentence in the
revised manuscript and add a sentence about this in the conclusions:

The results also depend on the choice of the background and error covariance
matrices values. In this paper we used the values proposed by Mahfouf et al.(2009).

It could be interesting to compare the increments and forecast scores for different
values of these covariance matrices.

» Page 7173, line 4/5: “The larger increment for FIL on 14 July corresponds to a
heavy precipitation event in the region”. The authors should try to justify why
sometimes occur such strongly differences between REF and FIL.

Reply: An explanation was added to the revised manuscript: The large increment for FIL
on 14 July corresponds to a heavy precipitation event in the region. In the second
half of the month the increments for FIL are often larger than those for REF. It is
easily explained by the evolution of the SWI values for W2 (not shown). On the 9th
of July the negative increment of REF is much larger than that of FIL. In FIL the
noise filtering in the Jacobian prevents the large negative increment. This results in
a negative SWi-value for REF, while the SWI value of FIL is just above zero. As a
consequence FIL remains sensitive to increments, while in REF the increments for
W2 remain near zero as long as the SWI value is negative. The heavy precipitation
event of 14 July brings the SWI value of REF above zero again, but on 16 and 19
July this results in a strong negative W2 increment. After that the SWI value of REF
remains below zero most of the time, while the SWI value of FIL is positive and thus
FIL has larger increments in this period.

The corresponding figure (Fig. 3) is added below for the reviewer.



* line 18/19: “We tested this EKF with the assimilation of T 2 m and RH 2 m
observations to correct errors in soil moisture and soil temperature”. This comment
should also have been spelled out previously, may be in the §3.

Reply: A sentence about this was added in §3: Observations of T2m and RH2m are
assimilated to correct errors in soil moisture and soil temperature.

References
* Page 7175: the two first references are equal.
Reply: corrected

Figures

* Figure 1. As | understand in the offline set-up the runs of the ALORO Model were

coupled to the surfex. If so, the figure may be changed.

Reply: This is a good remark. The difference between the coupled and the offline
approach only relates to the way the Jacobian is calculated, not the actual forecast. In
what we call the coupled approach, there is a two-way coupling between ALARO and
SURFEX (at each timestep the two models exchange atmospheric forcing and surface
fluxes) while in the offline approach there is only a one-way coupling between ALARO and
SURFEX (ALARO provides the forcing to SURFEX, but there is no feedback from
SURFEX to ALARO). In practice the offline approach uses atmospheric forcing that was
calculated in a coupled ALARO-SURFEX forecast from the previous assimilation cycle.
During the offline run only the SURFEX model is run and the previously stored
atmospheric forcing is used as input for the SURFEX run. Since SURFEX is run without
ALARO in the offline case, there can be no feedback from SURFEX to ALARO. Figure 1
has been changed in the revised manuscript to explain this more clearly. The text at the
beginning of section 2 was adapted in the revised manuscript:
When SURFEX is coupled to the atmospheric model, they exchange fluxes and
forcing at every timestep. SURFEX can also be used in offline mode, i.e. without

coupling to an atmospheric run. In offline mode ALARO provides hourly forcing for
SURFEX, but there is no feedback from SURFEX to ALARO. The difference between

the coupled and offline approach is shown in figure 1.

Also the caption of figure 1 was adapted:

Schematic overview of the coupled and offline set-ups, used for the perturbed runs
of the EKF.

* Figure 2. Figure 2 might be more informative (countries, lat / long)
Reply: Lat, lon and country for each location have been added to the figure caption: The
operational 4km ALARO-Belgium domain. The indicated locations will be used in the
following sectlons Beltem 50 905°N, 3.123°E (Belgium). LocatlonA 50 534°N,

9.722°E (Germanv)

» Figure 6 : about the colour-scale: for the analysis in the text, the 0.0 should be in
the centre of a class. The label does not indicate it, but maybe it's just a label error.
If so, please correct it, if not it will be better to redo the figure.
Reply: the coulour-scale was adapted so that the 0.0 is in the centre of the class

* Figure 8 The conclusion: “The offline approach has a smaller optimal perturbation
size (black lines) and smaller jacobian values (red lines)” should not be indicated in
the figure caption. on the other hand, the caption may indicates the differences
between the top and the bottom figures



Reply: corrected. The sentence has been removed. The difference between the top and
bottom figures was added: Comparison of the optimal perturbation size for the offline

(top) and coupled (bottom) approach.

* Figure 10 « Figure 9 (Figure 9 is first refereed in page 7169, Figure 10 in page
7168)
Reply: corrected

* Figure 10 The last sentence: “The linearity assumption is better approximated for
the offline approach” should no appear in a figure caption.
Reply: corrected. The sentence has been removed.

» Figure 11 The final sentence: *, i.e these are the optimal perturbation sizes.” is not

clear and not needed
Reply: corrected. The sentence has been removed.

SRHom/ 8T (red) and SRH,m/ 8T, (black) from 12 to 18 UTC
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Figure 1: Evolution of the Jacobian value from 12UTC until 18 UTC for an offline SURFEX run on
2 July 2010 in location A (output plotted every timestep). Perturbation for the initial perturbed
states is le-04.



8Tom/ 8T, (red) and 8Tom/ 8T, (black) from 12 to 18 UTC
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Figure 2: Evolution of the Jacobian value from 12UTC until 18 UTC for an offline SURFEX run on
2 July 2010 in location A (output plotted every timestep). Perturbation for the initial perturbed
states is le-04.
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Figure 3: Evolution of the Soil Wetness Index of layer 2 (SW12) for Beitem for REF (black line) and
FIL(red line).



Ref: gmd-2014-171

Dear Gianpaolo Balsamo,

We would like to thank you for your careful and constructive review of our paper. We have
tried to follow all your requests as best as we could and believe that it helped to
substantially improve the manuscript. A point by point explanation follows below for your
comments:

Main comments:

1) In “5.4 Evaluation for a single point” at page 7173 there is no mention to the fact
that the filtered-Jacobian experiment exhibit larger soil moisture increments in
several occasions. Why is that? Was the noisy behaviour simply dampening the
Jacobian value in the reference offline runs? Please explain this result.

Reply: An explanation was added to the revised manuscript:

The large increment for FIL on 14 July corresponds to a heavy precipitation event in
the region. In the second half of the month the increments for FIL are often larger
than those for REF. It is easily explained by the evolution of the SWI values for W2
(not shown). On the 9th of July the negative increment of REF is much larger than
that of FIL. In FIL the noise filtering in the Jacobian prevents the large negative
increment. This results in a negative SWIi-value for REF, while the SWI value of FIL is
just above zero. As a consequence FIL remains sensitive to increments, while in
REF the increments for W2 remain near zero as long as the SWI value is negative.
The heavy precipitation event of 14 July brings the SWI value of REF above zero
again, but on 16 and 19 July this results in a strong negative W2 increment. After
that the SWI value of REF remains below zero most of the time, while the SWI value
of FIL is positive and thus FIL has larger increments in this period.

The corresponding figure (Fig. 1) is added to this document for the reviewer.

2) The scores comparison between coupled and offline estimated Jacobian is not
made. Are those scores exactly the same? By visual comparison of Figure 15 and
16 this seems the case. If so this is a remarkable result and also a worthwhile
comment to be added in 5.4 and the conclusions.
Reply: The scores are much alike but not exactly the same. To show this, two figures (Fig.
2 and Fig. 3) were added here for the reviewer with the forecast scores for REF and FIL on
the same figure for RH2m and T2m. Furthermore, related to comment nr. 3, a table was
added to the revised manuscript with the forecast scores averaged over 13 Belgian
stations for the coupled and the offline case. A paragraph about the scores comparison
between the coupled and offline estimated Jacobian was added to the revised manuscript
at the end of 5.4:

The scores of the offline and coupled runs are very similar to each other. In the
coupled case the improvement in the filtering (FIL) RH2m scores compared to REF

is larger than the improvement in the offline scores (table 2 and figures 15 and 16).

This is probably due to the fact that in the coupled case more oscillations are

present due to feedback mechanisms between the soil and the atmosphere. Overall
the scores of FlLcpl are the lowest. For FlLcpl, the coupling between the soil and

the atmosphere allows a more correct Jacobian calculation and the filtering
succeeds in removing the more abundant oscillations.




A few sentences were also added to the conclusions in the revised manuscript:

The T2m and RH2m forecast scores for the offline and coupled approach are very
similar. In both approaches the filtering produces similar scores for T2m and a small

improvement in the RH2m scores. This RH2m improvement is larger for the coupled
approach and in general the coupled, filtered approach gives best forecast scores.

However, due to limited computational resources, we still prefer the offline filtered
approach which takes a lot less computing time. For example, on the Belgian

computer the offline approach of the EKF takes 7 minutes on 6 cpus while the
coupled approach takes 52 minutes.

3) Given the number of stations present is manageable if possible | would suggest
adding a table with results for temperature and relative humidity scores supporting
the statement at P7173L13-15. | believe this could strengthen the conclusions.

Reply: We think this is a good suggestion. A table was added to the revised manuscript
with the RH2m and T2m forecast scores for the four runs averaged over 13 stations in
Belgium. A sentence about this was added to the revised manuscript:

Table 2 shows the T2m and RH2m forecast scores averaged over 13 stations in
Belgium for REFofl, FILofl, REFcpl and FiLcpl. This shows that, when averaging

over 13 stations in Belgium, the filtered runs give a small improvement in scores for
RH2m and similar scores for T2m.

4) In the perspective there is no mention to the possibility of using a different and
more realistic vertical discretization for the soil layers (e.g. ISBA-DIF). Is this not
envisaged in the future? For instance the irrelevance of wg Jacobians and the
dominant weight of the w2 Jacobians in the presented study are also a reflection of
the choice of land surface scheme version so maybe adding a comment on those
lines would be worthwhile.

Reply: We agree with this comment. A paragraph about this was added to the revised
manuscript:

The results in this paper are specific to the choice of LSM, i.e. the 2-layer IBSA
scheme. For example the dominance of the weights of the Jacobians of w2

compared to wq is expected to change when a more realistic vertical discretization
of the soil layers is used like in the ISBA-DIF scheme (Boone et al., 2000; Habets et

al., 2003).

5) While the method is applied to the operational ALARO domain it is not clear if the
method is expected to be used operationally (or is already) and if yes which of the
studied configuration is likely to be considered. A sentence in the introduction (in
case already in operations) and conclusion would be a worthwhile clarification.

Reply: The EKF is not yet used operationally, but it is expected to be in the future. A
sentence about this was added to the revised manuscript: In a next step the filtered
offline approach of the EKF soil analysis for SURFEX will be combined with a 3D-var
assimilation for the upper-air of the ALARO model. This will be an important step
towards the operational use of the EKF which is planned for the future.




Detail comments:

» 7164 L25: processses —> processes
Reply: corrected

» 7167L4: jacobian —> Jacobian
Reply: corrected

* 7169L6: alinged —> aligned
Reply: corrected

o 7174L12:disapear —> disappear
Reply: corrected

e 7190Lend-3: finitie —> finite
Reply: corrected

» 7194 Fig 14; why not plotting figure a with the same x-axis as b,c?
Reply: The x-axis of figure 14a has been changed so that it is the same as that of b and c.
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Figure 1: Evolution of the Soil Wetness Index of layer 2 (SW12) for Beitem for REF(black)
and FIL(red)

Figure 2: Comparison of RH2m forecast scores between offline and coupled runs.
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Figure 3: Comparison of T2m forecast scores between offline and coupled runs.
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Abstract

An externalised surface scheme like SURFEX allows computationally cheap offline runs.
This is a major advantage for surface assimilation techniques such as the Extended Kalman
Filter (EKF), where the offline runs allow a cheaper numerical estimation of the observation
operator Jacobian. In the recent past an EKF has been developped within SURFEX for the
initialisation of soil water content and soil temperature based on screen-level temperature
and relative humidity observations. In this paper we make a comparison of the Jacobian
calculated with offline SURFEX runs and with runs coupled to the atmospheric ALARO
model. Comparisons are made with respect to spatial structure and average value of the
Jacobian, gain values and increments. We determine the optimal perturbation size of the
Jacobian for the offline and coupled approaches and compare the linearity of the Jacobian
for these cases. Results show that the offline Jacobian approach gives similar results as
the coupled approach and it allows for smaller perturbation sizes that better approximate
this linearity assumption. We document a new case of non-linearities that can hamper this
linearity assumption and cause spurious 2At oscillations in small parts of the domain for
the coupled as well as the offline runs. While these oscillations do not have a detrimental
effect on the model run, they can introduce some noise in the Jacobian in the affected
locations. The oscillations influence both the surface fluxes and the screen-level variables.
The oscillations occur in the late afternoon in summer when a stable boundary layer starts
to form near the surface. We propose a filter to remove the oscillations and show that this
filter works accordingly.

1 Introduction

Externalizing surface schemes from upper-air atmospheric models has many advantages.
If the interface between the different parts is defined in a flexible manner (see Best et al.,
2004/, for an example) then it provides the possibility to plug one scheme in different models,
even targetting different applications, ranging from climate to high-impact weather. Another
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major advantage is that the scheme can also be used in an offline mode allowing for cheap
solutions in specific applications. An example of this is studied with in the present paper; the
implementation of an Extended Kalman Filter (EKF) for surface assimilation (Mahfouf et al.,
2009) where cheap offline runs with the external land surface model SURFEX (Masson
et al., 2013; [Hamdi et al., 2014a) allow to numerically estimate the observation operator
Jacobian.

Surface assimilation techniques, like this EKF, can improve the boundary layer forecasts
of a Numerical Weather Prediction (NWP) model considerably (Douville et al., 2000; [Hess!,
2001};|Drusch and Viterbo, 2007). The surface serves as a lower boundary condition for the
NWP model and has an important impact on the lower atmosphere. Land Surface Mod-
els (LSMs) determine the partitioning of the energy into latent and sensible heat fluxes
(eg. by means of evapotranspiration processes) and these fluxes provide the main link be-
tween the surface and the atmosphere. In the past two decades LSMs have been improved
considerably. Still there are a lot of uncertainties and errors in model parameterisations,
model resolution and observations measurements of soil variables. In order to provide an
optimal initial surface state for an NWP forecast, the assimilation of surface observations
into the land surface model is necessary. The amount and frequency of direct soil obser-
vations, like root zone soil moisture content and root zone soil temperature, is too limited
for soil analysis. Therefore, |Douville et al.| (2000) suggests to use screen-level temperature
and screen-level relative humidity as indirect observations for soil moisture content and soil
temperature. These screen-level observations are more frequently and numerously avail-
able and in most situations they contain a lot of information about the soil moisture content
and soil temperature. In the past, Optimum Interpolation (Ol) (Giard and Bazile, 2000}; [Mah-
fouf et al., 2000) was the most commonly used soil analysis technique. A local Optimum
Interpolation algorithm to assimilate screen-level temperature and screen-level relative hu-
midity has been tested within SURFEX (Mahfouf et al., 2009) and is used operationally in
various NWP centers.

The screen-level temperature and relative humidity forecast errors are not always caused
by errors in the soil variables (Draper et al., [2011). When the local soil moisture — atmo-
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spheric boundary layer feedback is weak, for example in situations of weak radiative forcing
or strong advection, the screen-level observations do not provide any information about er-
rors in the soil. Therefore, it would be useful to also include other soil observation types in
the soil analysis, for example remotely sensed soil moisture (Draper et al., 2009, 2011). Ol
uses analytically derived coefficients, making it difficult to include new observation types in
this technique. To overcome this difficulty, a new surface assimilation technique has been
recently developed for SURFEX: an Extended Kalman Filter (EKF) (Masson et al., [2013];
Hamdi et al., 2014a). The advantage of the EKF over Ol are the dynamically calculated
gain coefficients. They make it easier to include new observation types. Another advantage
is that those dynamical gain coefficients automatically take into account the situations in
which there is only a weak link or even no link between the soil variables and the atmo-
spheric boundary layer. Hence no hardcoded switches are needed to diminish or turn off
the assimilation in such cases.

An EKF has been developed for SURFEX by [Mahfouf et al.| (2009), assimilating screen-
level temperature and relative humidity to correct soil moisture and soil temperature. Results
indicate that Ol and the EKF have similar gain coefficients and increments. The EKF has
been extended to include other observation types, like AMSR-E soil moisture retrievals
(Draper et al., [2009), radar precipitation information (Mahfouf and Bliznak, [2011), ASCAT
surface soil moisture (Mahfouf, 2010;|de Rosnay et al., 2012).

The cornerstone of the EKF is the Jacobian of the observation operator. The Jacobian
describes the sensitivity of the screen-level observations to changes in the soil prognostic
variables. |Mahfouf et al.| (2009) suggest to calculate the Jacobian with a finite differences
approach, using a reference run and one perturbed run for each of the soil prognostic
variables (i.e. a run with an initial surface where one of the prognostic variables has been
perturbed). These reference and perturbed runs can either be calculated using SURFEX
coupled to a full atmospheric forecast or using SURFEX offline. The latter is computation-
ally much cheaper. The calculation of this Jacobian with finite differences assumes a linear
response of the land-surface evaporation to a small soil moisture variation. Balsamo et al.
(2004) show that, even though this hypothesis is well satisfied, some noise may still enter
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the Jacobian matrix under certain meteorological conditions. For example in rainy condi-
tions, small perturbations in soil moisture content can have nonlinear threshold effects on
the cloudiness and precipitation. This leads to oscillatory model trajectories for the screen-
level variables and introduces noise in the Jacobian matrix for the rainy areas. Balsamo
et al.| (2004) propose to switch off the soil-moisture analysis under these circumstances.
They also show the importance of using a good perturbation size, that best satisfies this
linearity hypothesis. Balsamo et al.| (2007) compare the information content and the gain
components for the offline and coupled Jacobian approach of the EKF. They use a set of
simulated observations in a one day assimilation experiment to verify the impact of the cou-
pling assumption. They use the Interactions between Soil-Biosphere-Atmosphere (ISBA,
Noilhan and Planton|, [1989; Noilhan and Mahfouf, [1996) surface scheme within the GEM
regional model (Mailhot et al., [2006; |(Cote et al., [1998) for the coupled runs. For the of-
fline runs they use the Land Data Assimilation System (LDAS, Mitchell et al., [2004), with
a 3hourly forcing from GEM'’s lowest vertical level output (at 50 m height) and a vertical
interpolation according to |Delage (1997). They conclude that the gain values are smaller
for offline runs, but they have the same spatial patterns as the values calculated with the
fully coupled runs. The lack of coupling with the full planetary boundary layer in case of
the offline runs, reduces the influence of the soil variables on the surface boundary layer
(Mahfouf et al., 2009). Overall the Jacobians calculated with offline runs seem to be a good
and computationally more feasible alternative for the use of the Jacobians calulated with the
fully coupled model. In|de Rosnay et al.| (2012) fully coupled forecasts are used to calculate
the Jacobian, because the ECMWF does not yet have an externalised version of their LSM
(i.e. HTESSEL) at their disposal. They use the EKF operationally in combination with a four
dimensional variational (4DVAR) atmospheric assimilation, replacing the old Ol soil analysis
of the global ECMWF Integrated Forecasting System (IFS) since November 2010. In their
current setup the EKF only corrects the soil moisture content, not the soil temperature.
The numerical approach to calculate the Jacobian makes the EKF scheme more flexible
for surface analysis than the Ol scheme. The EKF does not require to analytically recom-
pute the observation operator and gain coefficients each time new observation types are
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included. Having an externalised surface scheme that can be run in offline mode, like SUR-
FEX, is essential to a computationally efficient calculation of the Jacobians. In this paper
the difference between the offline and coupled Jacobian calculation is studied more in depth
correcting for both soil moisture content and soil temperature. The comparisons are made
with SURFEX in offline mode and coupled to the ALARO-model (Bubnova et al.,|1993;|Ger-
ard et al., 2009), following the study of Balsamo et al.[(2007). We document a case where
spurious 2At oscillations occur in some parts of the domain for the coupled as well as the
offline runs. The oscillations are too small to have a detrimental effect on the performance of
the model runs and remain thus unnoticed in coupled model runs. However, in an EKF ap-
plications the magnitude of the numerical perturbations used to estimate the Jacobians may
acquire the same order of magnitude as these oscillations and this may induce noise in the
affected increments of the data assimilation. In the present paper we provide a workaround
for these oscillations by applying a numerical filter with the EKF formulation. We provide
some evidence that these oscillations are due to a decouplling between the surface and the
atmosphere. In Sect. 2 the ALARO model, the SURFEX scheme and the EKF technique
are described and in Sect. 3 the experimental setup is given. Section 4 shows the origin
and effects of noisy Jacobians as well as the proposed filtering workaround. In Sect. 5 the
results are presented and a comparison is made between the offline and coupled approach
for the EKF. Finally, the conclusions and perspectives are discussed in Sect. 6.

2 Methodology

In this paper the atmospheric Limited Area Model (LAM) ALARO has been used in combi-
nation with an externalised surface model SURFEX (Hamdi et al, [2014a). When SURFEX
is coupled to the atmospheric model, they exchange fluxes and forcing at every timestep.
SURFEX can also be used in offline mode, i.e. without coupling to an atmospheric run{Fig-

). In offline mode ALARO provides hourly forcing for SURFEX, but there is no feedback

from SURFEX to ALARO. The difference between the coupled and offline approach is
shown in figure [l An EKF is used to provide an initial state for the surface. The follow-
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ing subsections will discuss in more detail the ALARO model, the SURFEX scheme and
the EKF data assimilation technique.

2.1 The atmospheric model ALARO

The atmespheﬂ%medel—usee—rrkthr%stud%&égﬂgwmvggejwls the LAM ALARO;

Recherche Perte EcheIIe Grande EcheIIe Inte rated Forecast S stem ARI;EEIVEVTIV:VSW
(Bubnova et al},[1995) , developed by MétéoFrance and the ECMWE. In the ALARO model,
ALADIN |s updated with the ALARO-0 physics packageﬂeehtmmﬂg%e—&wleleedaﬂd

, ) 3
This parameterrsatlon has been desrgned to run at eenveetren—permﬁtmg

resolutions—and—resolutions from the mesoscale to the cloud-resolvin
scales in a scale-aware manner, based on the modelling approach of the
Modular Multiscale Microphysics and Transport (3MT) cloud and precipitation

scheme of |Gerard and Geleyn| (2005); /Gerard| (2007); (Gerard et al.| (2009) and
has been validated up to a spatial resolution of 4km for NWP
{Gerard-etal12009)(Gerard et al, 2009 De Meutter et al,[2015) and climate (Hamdi
et al., 2012} 2014b; De Troch et al., [2013). The ALARO-ALARO-0 physics package is
coupled to the dynamics efthe-ALADIN-medel-via a physic-dynamics interface based on
a flux- conservatrve formulation of the equations proposed by m (2007). ALABIN

EGI\AWI'LThe ALARO model is running operationally at the Royal Meteorologlcal Instltute
(RMI) of Belgium as well as in a number of other countries of the ALADIN and HIRLAM
consortia.
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2.2 The Land Surface Model SURFEX

SURFEX (SURFace EXternalisée) (Masson et al.,2013) is an external land surface scheme
that originates from the mesoscale model meso-NH (Lafore et al., [1998). The coupling of
SURFEX to the atmosphere follows the approach of |Polcher et al.| (1998) and Best et al.
(2004). At every time step SURFEX receives forcing for every gridbox from the atmospheric
model and provides fluxes to the atmospheric model. The forcing includes low level at-
mosphere temperature, specific humidity, horizontal wind components, surface pressure,
total precipitation, long-wave radiation, short-wave direct and diffuse radiations. The fluxes
calculated by SURFEX are averaged fluxes for momentum, sensible and latent heats and
radiative properties like surface temperature, surface direct and diffuse albedo and surface
emissivity. SURFEX has a modular structure that can include new parameterisations. In
SURFEX, a grid box is build up from four different tiles: sea, lakes, nature and town. The
nature tiles can include up to 12 patches, representing the different vegetation types. The
fluxes for each gridbox are averaged according to the weight of each of the tiles for that grid-
box. For sea and ocean tiles, two options are available: a simple formulation with constant
sea surface temperature (SST) using Charnock’s approach and a one-dimensional ocean
mixing layer model (Lebeaupin, 2007). The FLAKE model (Mironov et al., |201PREPIfi0)
can be used in case of a lake tile. Town tiles use the TEB scheme (Town Energy Balance
developed by |[Masson, 2000) and nature tiles use the ISBA scheme (Interaction between
the Soil, Biosphere and Atmoshere, developed by Noilhan and Planton) [1989| and |Noilhan
and Mahfouf, [1996). SURFEX also includes the CANOPY parameterisation (Masson and
Seityl, 2009; [Hamdi and Masson, [2008), a multilayer parametrization for the natural and
urban canopy.

In the setup used here, surface assimilation is only performed on the nature tiles. For
these tiles, the two-layer version of the ISBA scheme is used with one vegetation patch.
It describes the heat, moisture and momentum exchanges between the surface and the
atmospheric boundary layer, based on the force-restore method proposed by |Deardorft
(1977,11978). The two layer version of ISBA has four prognostic variables: surface and deep
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soil temperature (15 and 7>) and corresponding soil water content (W and W?>). In offline
mode the atmospheric forcing is applied at the first atmospheric model layer (~ 17 m).

2.3 The Extended Kalman Filter for soil analysis

Mahfouf et al| (2009) describe the EKF that has been developed within SURFEX. The
equation for the model state analysis of the EKF is:

! — o, + BHT (HBHT + R) [y, ~ (z5)] [y}~ H(a})]

where the-analysis-subscripts a,b,0 indicate the analysis, background and observations
such that the analysis model state x, is equal to the sum of the background model state x},

and an increment based on the observation depature {yi—H{=)- [y, — H(x,°)] and the
Kalman gain matrix BH” (HBH” 4 R)~!. ¢ is the time step indicator, B is the covariance
matrix of background errors, R is the covariance matrix of observation errors and y is the
observation vector. H is the observation operator projecting the model state onto the obser-
vation space. In the particular case of this study the observation operator # is the product
of the model state evolution from time ¢ty = ¢ — At to time ¢ (the observation time), and the
conversion of the model state into an observation equivalent, as it is done in Mahfouf et al.
(2009):

H () ~H(M(.))

The increments are thus applied at the end of the assimilation window instead of at

the analysis state. Furthermore, the B matrix is implicitely evolved by the linearised model
because H includes a model propagation.

H is the Jacobian of the observation operator, i.e. the linearised model observation oper-
ator. The use of this Jacobian allows the EKF to create dynamical coefficients that depend
on the specific conditions of each grid point and leads to a relatively easy integration of new
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observation types in the EKF. Since the observation operator includes a model propagation
from time tg to time ¢, the Jacobian of the observation operator reads:

5yt B oyt oxt
dxto — dat % oxto

The numerical computation of the Jacobian uses a finite differences approach in the
following way:

oyt i +oxy) — yi(a™)

H= e
dxto dx;

A small perturbation dx; is added to one of the soil prognostic variables x; at time to.
Then the perturbed model state is evolved from time to =t — At to time ¢ and at time
t the evolved perturbed model stated is projected into observations space to obtain the
corresponding observation values y;(z + dz;). The value of the Jacobian is determined
by the difference between this perturbed observation values y;(x + dx;) and the reference
observation valule y;(x). The value of the Jacobian thus depends on how the observation
value changes after a At run, when the soil prognostic variable is perturbed at the initial
time. The value dx; must be small enough to accurately approximate the derivative but not
too small to avoid round-off errors.

There are two possibilities for calculating the perturbed and reference y;: by means of
a surface scheme coupled to an atmopheric scheme (coupled) or with a surface scheme
decoupled from the atmospheric scheme (offline). In the former case, feedback from the
surface to the upper-air atmosphere is possible. In the latter case, the atmospheric forcing
is imposed from the lowest model level.

3 Experimental setup

The EKF for soil analysis has been tested using the same setup and covariance values as
in Mahfouf et al.| (2009), with two soil-layers and four prognostic variables: superficial soil
10
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water content (1¥/;), root zone soil water content (17>), surface temperature (75) and deep
soil temperature (72). Observations of 7>, and RHay, are assimilated to correct errors in
soil moisture and soil temperature. The observation error covariance matric R is a diagonal
matrix with elements set to 1 K for 2m temperature and 10 % for 2 m relative humidity. The
background error covariance matrix B is also a diagonal matrix, with 2 K for the background
errors of Ty and 7> and 0.1 x (ws; — wwit) for Wg and Wa, with Wi, and Wi respectively the
volumetric water content at field capacity and at permanent wilting point. The B matrix is
kept constant.|Mahfouf et al.| (2009) explain that the increase in the background error during
the forecast step is balanced by the decrease in the background error during the analysis
step. In accordance with that, |Draper et al| (2009) found that using a constant B matrix
instead of evolving the B matrix produces similar results for the analysis of near-surface
soil moisture. Because of the constant B matrix the EKF is in fact a simplified EKF.

For the upper air no data assimilation is performed. The initial upper air conditions and the
lateral boundary conditions are interpolated from an ARPEGE run, the global Metéo France
model. Lateral boundary conditions are provided every 3 h from the ARPEGE model. The
atmospheric model setup has 46 vertical levels. All experiments have been run over a one
month period during July 2010, with a 6 h assimilation cycle for the surface. The operational
ALARO-Belgium domain was used, which has a 4 km resolution (181 x 181 grid points, see
Fig. 2).

For the perturbed runs of the EKF Jacobian-calculation, two methods were tested. The
offline mode utilises offine SURFEX runs with hourly atmospheric forcing files calculated
during the fully coupled forecast from the previous assimilation cycle (REFofl). In the cou-
pled mode, the perturbed runs are calculated using SURFEX fully coupled to ALARO (RE-
Fcpl).

4 Oscillations in the boundary layer

Balsamo et al.| (2004) mention oscillatory trajectories of the screen-level variables that can
introduce noise in the Jacobian matrix of the EKF. They show that these oscillatory trajecto-
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ries occur in cloudy and rainy conditions and can be linked to evapotranspiration thresholds.
In this section we document another kind of oscillation, a 2At oscillation that can be linked
to the stability parameters and the formation of a stable boundary layer in the late after-
noon. We will show how this oscillation influences the Jacobians and propose a method for
filtering the oscillation before calculating the Jacobian.

Figure [3| shows the evolution of the Richardson number (top) and corresponding 7%
(bottem) in location B and location C indicated on Fig. [2|for a coupled run. In Fig.[3a and b,
the Richardson number for the lowest level is shown as it is calculated in SURFEX (black)
and as it would be calculated for the same level in ALARO (red). As long as the Richardson
number is negative (i.e. unstable conditions) the Richardson number calculated in SUR-
FEX and ALARO correspond to each other. But when the Richardson number becomes
positive (i.e. a stable boundary layer starts to form) there is a small divergence between
SURFEX and the atmosphere. In some cases, as in Fig.[3p, an oscillation sets in when the
Richardson number becomes positive.

These oscillations were found in the coupled as well as offline SURFEX runs from 12:00
to 18:00 UTC. The oscillations can be found in all surface variables that are related to the
fluxes between the soil and the lower atmosphere. The oscillations occur only during the
late afternoon when the surface cools down again. In those cases a stable boundary layer
starts to form and the atmosphere decouples from the surface.

Figure |4/ shows the evolution of 75, (black) and RH» ., (red) from 12:00 to 18:00 UTC
on 2 July 2010 for different settings in location A indicated on Fig. [2| An oscillation sets in
as soon as the Richardson number becomes positive. This oscillation is clearly visible in
the evolution of T, , (black) and RH»,, (red). Figure 4a shows the evolution of these two
variables for an offline SURFEX run with a timestep of 300s. Small oscillations are visible
near the end of the run with an average size of 2 % for RH>, and 0.2 K for T, ,,. In Fig. the
timestep is 60 s instead of 300s. The size and time-interval of the oscillations is the same as
in Fig.[4p, but the frequency of the oscillations increases with the timestep. This means that
the oscillations are 2At oscillations and hence they do not represent a physical process.
The oscillations are also present in a coupled run for the same location and period. Figure
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shows the evolution of T, (black) and RH»,, (red) for a coupled run with a timestep of
180s. The oscillation starts somewhat later than for the offline runs because the Richardson
number remains negative for a longer period in this coupled run. The order of magnitude
of the oscillations is the same as for the offline runs. Figure [4d shows the same evolution
for a coupled run with a timestep of 60 s instead of 180s and also here we can see that the
2t oscillations do not diminish when the timestep is increased.

The oscillations present in RHy,, and 1>, will also be present and even amplified in the
Jacobian. Figure |5 shows the evolution of the Jacobian values during the 6 h forecast run
for the offline case in the same gridpoint A as Fig. 4] for three different timeframes. The
Jacobian value in Fig. [5| is plotted at every timestep (300s). The red dots represent the
Jacobian values for a perturbation in the superficial soil layer (W or 1), while the black
dots represent the Jacobian values for a perturbation in the deep soil layer (W5 or T3). For
the Jacobians with a run from 12:00 to 18:00 UTC (bottom figures) an oscillation sets in
near the end of the 6 h window, introducing a noisy signal into the Jacobian values that can
become of the same order of magnitude as the signal itself. This is the case for §15m /6 W
(red) and 6T /dW> (black) in Fig. [5c and for SRHzm /dW, (red) and dRHam /W5 (black)
in Fig. [5d. Similar oscillations occur for the Jacobian values related to soil temperature for
this case (not shown). These oscillations are found during the late afternoon of the runs
from 12:00 to 18:00 UTC and they correspond to the oscillations visible in RHy,, 12, and
the Richardson number R/. The small oscillations of 2% for RH,, and 0.2 K for 15, from
Fig. cause oscillations in the Jacobian values up to 20 m® m~—3 for 6RH,,,/6W> and up to
150 Km=3 m=3 for 6T>m/6W>. Results of the coupled case (not shown) are similar to this
offline case{noetshoewn).

Figure 5] also clearly shows the short time memory of the superficial soil layer (red dots).
Any change in the superficial soil layer is quickly lost, causing the Jacobian value to return
to zero, while changes in the deep soil layer (black dots) have a more lasting influence
resulting in non-zero Jacobian values at the end of the 6 h interval. Some Jacobian values
converge once the initial disturbance has been uptaken by the system, eg. §715m /75 (red)
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and 075, /017 (black) in Fig. . For others the value keeps rising until the end of the time
window, eg. RH2, /0W> (black) in Fig..

Figure@]a shows the spatial distribution of the oscillations for RHz, /dW5, on 2 July 2010
for the offline run from 12:00 to 18:00 UTC. The number of oscillations is shown in every
gridpoint. This number is calculated by counting the number of consecutive timesteps in
which the gradient of the Jacobian evolution curve changes sign. Oscillations (i.e. the gra-
dient changes sign in more than two consecutive timesteps) occur in almost all parts of the
domain. In some parts of the domain, there is a resemblance between the occurance of
oscillations and a Soil Wetness Index (SWI) that is close to 0 (cfr. Fig. [b) where SWI is
defined in the following way:

W — Wit
Wic — Wit

The effect of non-linearities for SWi-values close to 0 on the Jacobian values has al-
ready been pointed out by Balsamo et al.| (2004} 2007) and in [Hamdi et al. (2014a)
it was shown that for SWi-values below 0 the Jacobians and increments are also 0.
When looking at Fig. [ there are also regions with oscillations that do not corre-
spond to SWi-values close De Meutter, P., L. Gerard, G. Smet, K. Hamid, R. Hamdi, D.

Degrauwe, P. Termonia, 2015: Predicting small-scale, short-lived downbursts: case stud

with the NWP limited-area ALARO model for the Pukkelpop thunderstorm, Mon. Wea. Rev.
doi:10.1175/MWR-D-14-00290.1, in press.to 0. This indicates that there are also other non-

linearities that can trigger these oscillations. The regime shift of the Richardson number
turning from negative to positive, is one of them. As shown before, this change in sign of
the Richardson number can cause spurious 2At oscillations that also have a detrimental
effect on the Jacobian values. In Table [f] the percentage of gridpoints is listed in which an
oscillation occurs at the end of the run, thus influencing the Jacobian value, and in total,
i.e. including those oscillations during the run that end before 18:00 UTC and hence do not
influence the Jacobian value. For the offline only a small portion of the Jacobian values is
influenced by these oscillations, i.e. between 2.4 and 5.2 %. For the coupled run this per-
centage is somewhat higher, between 11 and 13 %. The higher number of oscillations in
14

SWI =

TodeJ UOISSNOSI(]

TodeJ UOISSNOSI(]

TodeJ uOISSNOSI(]

TodeJ UOISSNOSI(]



the coupled run could be explained by feedback processes of the atmosphere that are trig-
gered when making small perturbations to the soil variables (Balsamo et al., 2004). In case
of the offline run, the atmosphere is forced and hence no feedback processses-processes
are possible.

In conclusion one can say that due to non-linearities, like SWI-values close to 0 or
a change in sign of the Richardson number, oscillations may occur in some surface re-
lated variables like RH» ., and T ,. They are 2At oscillations indicating that the oscillations
are artificial. These oscillations do not diminish when the timestep is decreased, hence they
are not fibrillations but rather they originate from a decoupling between the surface and the
atmosphere when a stable boundary layer starts to form in the evening or when the amount
of soil moisture is too low. The oscillations occur in a small number of points, widespread
over the domain. The oscillations occur for various lengths of the timestep and perturbation
sizes (not shown). They disapear-disappear again after a while and are harmless for a nor-
mal run, but are amplified in the calculation of the Jacobian. The oscillations can lead to
spurious values in a limited number of gridpoints for the Jacobian, gain and increments of
the EKF.

The oscillations occur at critical values of the Richardson number and are not merely
a numerical effect. This suggest that they could be induced by a feedback in competing
fluxes between the surface and its upper-air forcing, when changing from an unstable to
a stable boundary layer. Such feedbacks are difficult to diagnose. Here we limit ourselves
to documenting them, but demonstrate that the impact of these oscillations can easily be
cured with a simple numerical temporal filter:

— we propose a workaround for these oscillations by filtering the reference and perturbed
values of T», and RH ,. The temporal filter works according to the following equation:

Tfitered = 0.5 X w X 41 + (1 —w)xy + 0.5 X w X 2441

with x the T, or RH», value to be filtered, t indicating the timestep and w the weight

attributed to the different parts of the filter. A number of values for w have been tested

and a value of 0.5, the most optimal choice for filtering the 2A¢ mode, appeared to filter
15

TodeJ UOISSNOSI(]

TodeJ UOISSNOSI(]

TodeJ uOISSNOSI(]

TodeJ UOISSNOSI(]



out the oscillation best. Since this filter uses the reference and perturbed observation
values at time ¢, t — 1 and ¢t + 1, two additional output files must be provided for every
run. In order to change as little as possible to the original setup of the EKF, it was
chosen to work with the timesteps ¢, t—1 and t—2 instead, i.e. calculating the Jacobian
for timestep ¢ — 1 instead of the timestep at time ¢. In one timestep the value of the
Jacobian will change very little and this way we avoid the need for output at timestep
t + 1, which would require the offline runs to be extended for one additional timestep
and thus would also require the atmospheric forcing to be provided beyond the 6h
interval.

The filter does not differentiate between oscillations initiated by different mechanisms.
Therefore it will filter oscillations due to the critical RI values and SWI-values close to
zero_but also for example oscillations due to_rainy conditions for the coupled approach
as described by |Balsamo et al.| (2004) .

5 Results and discussion

In the following part, the filtering approach (FIL) is compared to a—+eference—case—were
the-oseillations-are-present-the reference approach without filtering (REFofl for the offline
runmode, REFcpl for the coupled runmode). Comparisons are made with regards to the
optimal perturbation size, the spatial distribution of the Jacobian values, the corresponding
increments in the soil prognostic variables and the screen-level forecast scores. The offline
and coupled approach for the EKF are also compared to each other.

5.1 Impact of the filtering

Figure [7] shows the evolution of T»,, (left) and RHn, (right) at location A (cfr. Fig. [2) where
an oscillation is present in the reference SURFEX run (black). Figure [7a and b (top) show
the evolution in an offline SURFEX run, while Fig.[7/c and d (bottom) show the result from
a coupled SURFEX run. The oscillation disappears when the result is filtered (FIL, red) and
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the values of the filtered result coincide with the reference values as long as there is no
oscillation.

5.2 Optimal perturbation size and the linearity assumption

The Jacobians of the EKF are estimated by means of a finite differences approximation.
This approximation is exact when the function is linear in the surroundings of the point. In
that case neither the size nor the sign of the perturbation have any influence on the resulting
value of the Jacobian. The difference between a Jacobian calculated with a positive (H™)
and with a negative (H™) perturbation of the same size provides an indication of how linear
the surroundings of the point are and how valid the finite differences approximation is. If
the perturbation is too large, the perturbed value lies outside the linear regime around
the point and the difference between H* and H™ will be large. If the perturbation is too
small, the jacebian-Jacobian value will deteriorate because of numerical accuracy. The
optimal perturbation size is the minimal perturbation size for which the Jacobian value is
independent of the sign (i.e. for which the difference between H™ and H™ is as small as
possible) (Balsamo et al., [2007).

Finding the optimal perturbation size is very important. In order to find it and to exam-
ine the differences between the approaches, experiments were run with perturbation sizes
between 107! and 10! for each of the eight components of the Jacobian. Results are
shown in Fig. 8, which shows the difference between H™ and H~ (black lines) and the av-
erage value (H™ —H™)/2) (red lines) for RHzm /W and 675, /dW> on 6-2 July 2010,
averaged over the whole domain for all the perturbation sizes. For the Jacobian calculated
with coupled perturbation runs, perturbation sizes smaller than 10~* caused a lot of noise
resulting in extremely high values for [HT —H~|. Therefore results are only shown between
10~* and 10! for the coupled EKF.

There are a number of differences between the offline and coupled approach. First, the
optimal perturbation size is larger for the coupled approach (between 10~2 and 1071) than
for the offline approach (between 10~° and 10~7). This is in accordance with Balsamo et al.
(2007). For a coupled approach with a too small perturbation size, non-linear feedbacks
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between the atmosphere and the soil can occur. These non-linearities cause the Jacobian
to be noisy and inaccurate. Since in the offline approach the atmosphere is forced, these
non-linear feedbacks cannot occur and the perturbation size can be a lot smaller. This
optimal perturbation size for the coupled approach is similar to the optimal values of 15—
20 % of the SWI-value found in Balsamo et al| (2004) and the value of 0.01m3m~3 used
by |de Rosnay et al.| (2012) and |Drusch et al.| (2009). For the offline approach the optimal
perturbation size found here is somewhat smaller than the values used in |Mahfouf et al.
(2009), where 10~*m3m~3 is used for W, and W, and 10> K for 75 and T>.

The differences between Jacobians from positive and negative perturbations ((H™—H™|),
are a lot smaller for the offline approach than for the coupled approach indicating that the
linearity assumption is better approximated for the offline approach. This is a logical conse-
quence of the fact that the coupled approach requires a larger perturbation size in order to
avoid a noisy H matrix. If the perturbation size is larger, the perturbed value will more easily
fall outside of the linear regime around the point in which the Jacobian is calculated.

The optimal perturbation size has also been studied for the filtering solution (FIL) (re-
sults not shown here). For FIL the values of [H" —H~| and (H" —H™)/2 averaged over
the domain are very similar to those of the REF run and hence the optimal parturbatien
perturbation size remains the same. One thing that can be noted is that in FIL the non-
linearities (measured by high values for [HT —H™~|) are less extreme for the very high or
low perturbation sizes.

Another way to verify the linear regime of the finite differences approximation is by plotting
the Jacobian values from positive perturbations against those of negative perturbations. If
all points are along the diagonal, the Jacobians are in the linear regime of the observation
operator. Figure EBHJ shows such plots for the offline EKF (Fig. B8R and c) and the cou-
pled EKF (Fig. EABb and d) for two different perturbation sizes. The offline EKF has much
lower Jacobian values than the coupled EKF and the linear regime is better aproximated
for the offline approach. For a perturbation size of 10~ the points of the offline EKF are
nicely aligned along the diagonal indicating that the perturbation size is within the linear
regime. The points of the coupled EKF follow slightly the opposite diagonal. Fhis-means
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sign-as-the-Jacobian-value caleutated-with-a-negative-perturbationlt cannot be excluded that
some non-linear feedback effects between the surface and the atmosphere are triggered

here but this is out of scope of the present paper. If the perturbation size increases to 102
for the offline EKF, more points deviate from the diagonal compared to the 10~* offline case.

The horizontal line represents points that are sensitive to the positive perturbation (i.e. have
a Jacobian value different from zero) but not sensitive to the negative perturbation (i.e. have
a jacobian value equal to zero). These points are in an area with negative SWI values. The
negative perturbation decreases the SWI value even further, resulting in a Jacobian value
of zero. The positive perturbation on the other hand is large enough to increase this SWI
value above zero and hence the Jacobian from this positive perturbation will not be zero.
This is in accordance with what has been found by Mahfouf et al.| (2009).

For the coupled EKF, increasing the perturbation size to 10~2 causes the points to be-
come more alinged-aligned with the correct diagonal line. However, when comparing them
to the offline EKF, they deviate more from that diagonal and the values of the Jacobians are
larger for the coupled EKF. The results for the filtering solution FIL are very similar to those
of the reference described here (not shown).

5.2.1 Diurnal cycle

Figure [B10] shows the Jacobian and gain values for §RH2,, /0Ws and dRH2, /0W> aver-
aged over the whole domain on 2 July 2010 for REFofl, FILofl, REFcpl and FlLcpl for the
different runtimes (00:00, 06:00, 12:00 and 18:00 UTC). The average values of REF and
FIL lie close together for all components, indicating that on average the proposed solutions
do not cause any major changes in the values of the Jacobians and gain coefficients. The
sensitivity of T», to soil moisture is mainly negative, while the link between RH,, and soil
moisture is positive. The Jacobian values with respect to initial soil temprature perturba-
tions correspond very well to the values shown by |[Mahfouf et al.|(2009). A diurnal cycle can
be seen where the sensitiviy of RH,,, to changes in soil moisture and soil temperature is
largest during daytime (12:00 and 18:00 UTC) whereas the sensitivity of 75, to changes in
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the soil temperature is largest during night time (00:00 and 06:00 UTC). The link between
the soil and the screen-level atmosphere is provided through turbulent surface fluxes, and
these fluxes have a strong diurnal cycle (Mahfouf et al., 2009). The gain values of the deep
soil layer (W, and 7>) are a factor 10 larger than those of the superficial soil layer (W, and
Ts). This is caused by the longer memory of the deep soil layer compared to the superficial
soil layer. Any change made at time g in the superficial soil layer will dissipate quickly and
at analysis time ¢ (i.e 6 h later) this perturbation in the superficial soil has almost completely
disappeared. A perturbation to the deep soil layer at time ¢y has a more lasting effect on the
screen-level variables and will still be present at the analysis time ¢, causing larger Jacobian
and gain values. Therefore it is especially important to make sure that the increments in the
deep soil layer are good since their effect will be more lasting than the effect of increments
in the superficial soil layer.

The values and diurnal cycle of the coupled case are similar to the offline case. The
most important difference is the larger values for the four Jacobians related to soil moisture.
These W, and W, related Jacobian and gain values are 2 to 4 times larger for the coupled
case. There is a larger sensitivity of 15, and RH,, to changes in soil moisture for the
coupled case. For soil temperature (not shown here) the average Jacobian and gain values
are very similar to those of the offline case. The differences between FlLcpl and REFcpl
are somewhat larger, while in the offline case the values of FILofl and REFofl were almost
exactly the same. Thus, in the coupled case, the filter is more often needed to remove
oscillations.

5.2.2 Spatial structure of Gain and Jacobians

Figureshows the spatial structure of the Jacobian values for 675, /§W> on 6 July 2010 at
18:00 UTC for the reference calculation (REF) and the filtering solution (FIL). As expected,
the Jacobian values are negative for 675, /dW>, indicating that an increase in deep soil
moisture (W,) results in a decrease in screen-level temperature and vice versa. For the of-
fline version (first row), there are some areas in which the Jacobian values are zero. These
areas have a negative SWI value indicating that the soil is too dry for the perturbation in W5
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to have any effect on T5,,. At the right border in the middle of the REFofl figure, there are
a few gridpoints with high positive Jacobian values while their surroundings have the nor-
mal, negative values (cfr. in the black cirle). This is probably noise caused by non-linearities
or oscillations in the Jacobian values during the runs. In FlLofl, where the oscillations are fil-
tered out, these spurious values disappear. The spatial structure of FILofl is almost identical
to that of REFofl.

The Jacobian values calculated with coupled runs (row two and three) have a slightly
different spatial structure than those of the offline runs (first row). The second row of Fig.
shows the Jacobian values calculated with positive perturbations of size 1072. The areas
where the offline version had zero values are now characterized by very high negative val-
ues. This can be explained by the fact that the optimal perturbation size is much higher for
the coupled version compared to the offline version (1072 vs. 10~7). Due to this high, posi-
tive perturbation size, a relatively large amount of soil moisture is added in the perturbed run
which raises the slightly negative SWI value above zero and in doing so, reenables the soil
fluxes driven by evapotranspiration that were shut down when the SWI became negative.
This results in a big difference between the reference run with a negative SWI value and the
perturbed run with a positive SWI value, and hence a large Jacobian value in these areas.
The Jacobian values in these areas are the highest for REFcpl+, and somewhat lower for
FlLcpl+. This mechanism also becomes clear when we look at the Jacobian values of the
third row. Here, the Jacobian values are calculated with coupled runs and negative pertur-
bations of size 1072, so the SWI value will only be decreased by the perturbations. In this
case the areas with negative SWI value also have a Jacobian value of zero, like in the of-
fline case. For the offline case there is no such difference between the Jacobians calculated
with positive and negative perturbations (not shown here), because in the offline case the
linearity assumption is much better approximated. In the presence of strong non-linearities,
like around SWil-values of 0, the validity of the linearity assumption breaks down and the
EKF provides a suboptimal analysis. Balsamo et al.| (2004) propose not to do any assimila-
tion in these cases, using a masking function that checks for several thresholds like cloud
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cover and precipitation. Since it is not easy to list all possible sources of non-linearities, we
propose to filter out the oscillations occuring in case of non-linearities.

For the coupled runs in the north-east part of the domain there are some spurious, pos-
itive Jacobian values (while it is expected that the link between 15, and W is negative).
These are caused by non-linear feedback mechanisms in the coupled runs that cannot
occur in the offline runs.

The structure and values of the Jacobians calculated in coupled runs is similar to those
of the Jacobians calculated in offline runs, which confirms the results of [Balsamo et al.
(2007). The offline runs are thus a valid and much cheaper alternative for the coupled runs.
An added advantage of the offline runs is that they allow smaller perturbation sizes and
hence the linearity assumption has a much better validity.

5.3 Increments

Figure [12 shows the increments (i.e. analysis-background) of W> and 7> accumulated for
one day, 6 July 2010 for the offline REF and FIL run and the coupled REF run. Figure
shows the corresponding accumulated innovations (i.e. observation-background) for T,
and RH» . The region over Belgium is characterized by positive innovations for 15, up to
7 K and negative innovations for RHx, up to 40 % indicating that the model is too cold and
wet in this area. This can be seen in the increments. This area is characterised by negative
increments for W5 on this day up to 20 mm and positive increments for 7> up to 3.3K.
The east side of the domain is characterised by positive W5, increments corresponding to
positive RHy ,, innovations and negative 715, innovations. The increments in W, are limited
to the regions with a non-negative SWI value. In the areas with a negative SWI value the
Jacobian and hence also the increments are zero (cfr. Fig. [11). This causes the spatial
structure of the W, increments to be somewhat irregular at those locations (Hamdi et al.,
2014a). The differences between REF and FIL are very small.

The increments for W, are larger for REFcpl than for REFofl while the increments for T»
are similar for the two runs. This corresponds to the findings about the Jacobian and gain
values, that were also larger in the coupled case for the soil moisture related Jacobians. To
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5.4 Evaluation for a single point

Figure [T4a shows the increments for W> for July 2010 in Beitem (location indicated in
Fig. [2) for REFofl (black) and FILofl (red). The increments of REF and FIL have the same
sign and on most days are similar in size. The farger-large increment for FIL on 14 July
corresponds to a heavy precipitation event in the region. In the second half of the month the.

increments for FIL are often larger than those for REF. It is easily explained by the evolution
of the SWI values for 1 (not shown). On the 9th of July the negative increment of REF
negative increment. This results in a negative SW1-value for REF, while the SWI value of
FIL is just above zero. As a consequence FIL remains sensitive to increments, while in REF.
the increments for 1> remain near zero as long as the SWI value is negative. The heavy
precipitation event of 14 July brings the SWI value of REF above zero again, but on 16
remains below zero most of the time, while the SWI value of FIL is positive and thus FIL has
larger increments in this period. Figure [T4p shows the evolution of the RHz, RMSE and
BIAS forecast scores for a forecast range of 6 h during July 2010 in Beitem. In the first half of
the month the scores of REF and FIL lie very close together. In the second half of the month,
FIL performs a little bit better on most days. Figures [15](offline case) and[16] (coupled case)
show the RMSE and BIAS forecast scores for all forecast ranges averaged over July 2010
for the station of Beitem. The RMSE and BIAS of RH,,, are slightly improved in the filtering
run compared to the reference run. For 13, the RMSE of REF and FIL are very similar,
but small differences can be seen in the BIAS. When-Table [2 shows the 75, and RHop,
forecast scores averaged over 13 stations in Belgium for REFofl, FILofl, REFcpl and FlLcpl.
This shows that, when averaging over 13 stations in Belgium{ret-shewn}-, the filtered runs
give a small improvement in scores for RH,,, and similar scores betweenFH—and-REF

for Tom. The scores of the offline and coupled runs are very similar to each other. In the
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coupled case the improvement in the filtering (FIL) RH», scores compared to REF is larger
than the improvement in the offline scores (table [2]and fi 116). This is

due to the fact that in the coupled case more oscillations are present due to feedback
mechanisms between the soil and the atmosphere. Overall the scores of FlLcpl are the
lowest. For FlLcpl, the coupling between the soil and the atmosphere allows a more correct

6 Conclusions and perspectives

In this paper we have studied the Jacobians of an EKF using the SURFEX externalised ver-
sion of the land surface scheme ISBA. We tested this EKF with the assimilation of 15, and
RH. ., observations to correct errors in soil moisture and soil temperature. The experiments
were run over the ALADIN-Belgium 4 km domain for July 2010. The Jacobians of the EKF
are calculated using finite differences approaches and require a perturbed run for each of
the four soil prognostic variables. These perturbed runs can be done in coupled or offline
SURFEX mode (i.e. coupled to an atmospheric run or with precalculated atmospheric forc-
ing). We compared this offline and coupled approach for the calculation of the Jacobians.
Results show that the offline approach allows smaller perturbations so that the linearity as-
sumption for the calculation of the Jacobians with finite differences is better approximated.
This is in accordance with Balsamo et al.| (2007). The Jacobian and gain values are some-
what higher with the coupled approach for the soil moisture related Jacobians. The sail
temperature related Jacobians have the same values in the coupled and offline approach.
The spatial structure of all Jacobians is similar between the two approaches. The offline
approach is thus a good and computationally much cheaper alternative to the coupled ap-
proach for calculating the Jacobians.

We identified 2At oscillations during the late afternoon when a stable boundary layer
starts to form and the Richardson number changes from negative to positive values. The
oscillations occur in the surface variables related to surface fluxes and screen-level vari-
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ables like 1>, and RH», that are interpolated between the surface and the lowest model
level. These small oscillations are artificial and disapear-disappear again after a short time.
They occur only in a limited number of gridpoints. They do not have a detrimental effect on
the performance of the model runs but can introduce locally noise in the Jacobian of the
EKF. Nevertheless, as was shown in Fig. [{4p, this noise turns out to have a substantial ac-
cumulated impact in a data assimilation cycle and filtering it improves the forecast scores,
specifically for relative humidity. We have proposed and tested a numerical filter to deal with
these oscillations. The filter is applied to the simulated 7>,, and RH,, values before using
them in the Jacobian calculation. Results show that the filter is successful in removing the
oscillation. The advantage of the filter is that it is simple to implement and barely requires
any additional computation. The spatial structure and average value of the Jacobians and
increments is very similar for the filtered run compared to the reference (i.e. with oscillations
present).

The 1>, and RH, 1, forecast scores for the offline and coupled approach are very similar.
in the RHy . scores. This RHyy, improvement is larger for the coupled approach and in
computing time. For example, on the Belgian computer the offline approach of the EKF

takes 7 minutes on 6 cpus while the coupled approach takes 52 minutes.
In conclusion we can say that the filter is effective in removing the oscillations and thus

the noise in the Jacobian calculation. This is the case for the coupled as well as the offline
approach, where the latter has the advantage of being computationally cheaper and better
approximating the linearity assumption for the Jacobian calculation.

The results in this paper are specific to the choice of LSM, i.e. the 2-layer IBSA scheme.
in the ISBA-DIF scheme (Boone et al.,[2000; Habets et al.,)2003) . The results also depend
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used the values proposed by Mahfouf et al.| (2009) . It could be interesting to compare the

The experiments in this paper were performed without atmospheric assimilation (i.e. no
3-dimensional variational assimilation, 3D-var), which could influence the results. In a next
step the filtered offline approach of the EKF soil analysis for SURFEX will be combined with
a 3D-var assimilation for the upper-air of the ALARO model. This will be an important step

towards the operational use of the EKF which is planned for the future.
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Table 1. Percentage of gridpoints in which an oscillation occurs at the end of the run (and thus
influencing the Jacobian value) and in total (i.e. including those during the run that do not influence

the Jacobian value).

Offline Coupled
End Total End Total
BH  48% 24% 11% 53%
T
ST 52% 21% 13% 55%
M o4% 21% 11% 66%
o 36% 10% 11% 57%
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Table 2. Overview of the RMSE and BIAS scores for 75,, and RH, ., averaged over the 13 stations
and over July 2010.

Offline Coupled
REFofl  FlLofl REFcpl  Fllepl
T2m RMSE (K)_ 22 22 22 22
T2m BIAS (K)_ 01 0l 01 01
RH2mRMSE (%) 182 150 152 145
RH2mBIAS (%). 49 46 45 32
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Figure 1. Schematic overview of the coupled and offline set-ups, used for the perturbed runs of the

EKF.
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++
BC

+ Beitem

Figure 2. The operational 4 km ALARO-Belgium domain. The indicated locations will be used in
the following sections. Beitem: 50.905° N, 3.123° E (Belgium). Location A: 50.534° N, 4.497° E

~

Belgium). Location B: 52.092° N, 9.488° E (Germany). Location C: 52.082° N, 9.722° E (Germany)
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Figure 3. Evolution of the Richardson number (R, top) and 1>, (bottem) during a 6 h coupled run
for 2 July 2010 from 12:00 until 18:00 UTC in location B (left) and location C (right). In the top figures,
the Richardson number for the lowest level is shown as it is calculated in SURFEX (black) and as it
would be calculated in Alaro (red).
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Figure 4. Evolution of T, (black) and RH, . (red) during a 6h SURFEX reference run for 2
July 2010 from 12:00 to 18:00 UTC in location A (output plotted every timestep). The top left fig-
ure shows the results for an offline run with timestep 300s, the top right figure an offline run with
atimestep of 60 s. The bottom left figure shows a coupled run with a timestep of 180 s and the bottom
right figure a coupled run with a timestep of 60s.
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Figure 5. Evolution of the Jacobian value during a 6 h offline SURFEX run for 2 July 2010 in location
A (output plotted every timestep). Perturbation size for the initial perturbed states is 107*. In the
upper left corner 675, /0T (red) and 675, /6T (black) are shown from 18:00 to 00:00 UTC, in the
upper right corner 6RH /0W; (red) and 6RH2 /6W> (black) from 00:00 to 06:00 UTG, in the lower
left corner 615 m/dWy (red) and 615y, /6W> (black) from 12:00 to 18:00 UTC and in the lower right
corner 6RH, /W (red) and 6RHy, /6W> (black) from 12:00 to 18:00 UTC.
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a)

Figure 6. The number of the oscillations in every gridpoint for §RH,, /0W> (left) and the Soil Wet-
ness Index (SWI) of the deep soil layer (right) on 2 July 2010 for the offline reference run (REFofl)

from 12:00 to 18:00 UTC.
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Figure 8. Comparison of the optimal perturbation size for the offline (top) and coupled (bottom)
approach. |H™ — H™| (black) and HT + H~ /2 (red) for different perturbation sizes on 2 July 2010 at
00:00, 06:00, 12:00 and 18:00 UTC averaged over the whole domain with H = 675, /dW (left) and
H = 0RH,,,/0W> (right). Fre-efilineappreach-hasa
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offline run, pert.size: 0.0001 coupled run, pert.size: 0.0001
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Figure 9. Assessment of the linearity assumption for the calculation of the Jacobians by means of
finite differences. Plot of the Jacobian values for 075y /6W> on 2 July smatier-optimat-perturbation
size{black-lines)-and-smalerjacobian-2010 12:00 UTC of the positive perturbations against the
values (recHines)of the negative perturbations.
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Figure 10. Jacobian and gain values for the 6RH,,,,/dWs and 6RH, ., /§WW, averaged over the whole
domain on 2 July 2010 for REFofl, FILofl, REFcpl and FlLcpl for 00:00, 06:00, 12:00 and 18:00 UTC.
The solid lines represent the Jacobian values (values on the left vertical axis), the dashed lines

reperent the gain values
. .

UTC time

(values on the right vertical axis).
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Figure 11. Map of the Jacobian and gain value for 67%,,/0W, for 6 July 2010 at 18:00 UTC for
REF (left) and FIL (right) of the offline (first row) and coupled (second and third row) version. The
perturbation size for the offline runs was 10~7 and for the coupled runs 10%%! (second row) and
107901 (third row);.
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Figure 12. Map of the increments (analysis-background) for W5 (in mm) and 75 (in K) on 6 July 2010
for REFofl, FILofl and REFcpl.
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Figure 13. Map of the innovations (observation-background) for 7%, (in K) and RH, (in %) on 6
July 2010.
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Figure 14. Evolution of the W, increments and RH,,, forecast scores at a forecast range of 6h
(RMSE and BIAS) during July 2010 in Beitem (Belgium) for REFofl (black) and FILofl (red).
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Figure 15. Forecast scores (BIAS and RMSE) for RH, m and T, for all forecast ranges of the runs
at 00:00 UTC averaged over July 2010 in Beitem (Belgium) for REFofl (black) and FIL10fl (red).
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Figure 16. Forecast scores (BIAS and RMSE) for RH, m and T, for all forecast ranges of the runs
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at 00:00 UTC averaged over July 2010 in Beitem (Belgium) for REFcpl (black) and FiLcpl (red).
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