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Abstract 18 

We describe a set of Early Eocene (~55 Ma) climate model boundary conditions 19 

constructed in a self-consistent reference frame and incorporating recent data and 20 

methodologies. Given the growing need for uniform experimental design within the 21 

Eocene climate modelling community and the challenges faced in simulating the 22 

prominent features of Eocene climate, we make publically available our datasets of 23 

Eocene topography, bathymetry, tidal dissipation, vegetation, aerosol distributions and 24 

river runoff. Major improvements in our boundary conditions over previous efforts 25 

include the implementation of the ANTscape paleotopography of Antarctica, more 26 

accurate representations of the Drake Passage and Tasman Gateway, as well as an 27 

approximation of sub grid cell topographic variability. Our boundary conditions also 28 

include for the first time modelled estimates of Eocene aerosol distributions and tidal 29 

dissipation, both consistent with our paleotopography and paleobathymetry. The 30 

resolution of our datasets is unprecedented and will facilitate high resolution climate 31 

simulations. In light of the inherent uncertainties involved in reconstructing global 32 

boundary conditions for past time periods these datasets should be considered one 33 

interpretation of the available data and users are encouraged to modify them according 34 

to their needs and interpretations. This paper marks the beginning of a process for 35 

reconstructing a set of accurate, open-access Eocene boundary conditions for use in 36 

climate models. 37 

Keywords: Eocene, climate modelling, paleotopography, paleobathymetry, tidal 38 

dissipation, vegetation, aerosols, river runoff. 39 

FIGURE CAPTIONS: 40 

1. Eocene topography from a) Sewall et al. (2000) and b) Markwick (2007), c) our 41 

revised Early Eocene topography. 42 

2. Estimating the standard deviation of sub grid cell elevations for the Eocene. a) 43 

ETOPO1 topography downscaled from its native 1’x1’ resolution to 1°x1°. b) 44 

Standard deviation of 1’x1’ elevations inside each 1°x1° grid cell. c) Standard 45 

deviations from panel b area-weight averaged into 100 m bins and plotted 46 

against corresponding elevation. Standard error for each bin is plotted. Dotted 47 

lines represent linear regressions between sea-level and 3000 m, and 3000m and 48 

5500 m. d) Linear regressions from panel c applied to Eocene topography (Fig. 49 

1c). See text for details. 50 

3. 55 Ma a) seafloor age, b) basement depth, c) sediment thickness, d) final 51 

bathymetry and e) the error margin in our bathymetry based on age-uncertainty 52 

(values represent the range of uncertainty above and below the bathymetry 53 

shown in panel d). Black outlines indicate paleo shoreline.  54 

4. a) ETOPO1 topography and bathymetry, b) new Eocene topography and 55 

bathymetry. Both at 1°x1° resolution. 56 

5. a) Modern and b) Eocene simulated tidal dissipation (Green and Huber, 2013). 57 

6. a) Pre-industrial and b) Eocene vegetation simulated by BIOME4. The 27 biomes 58 

simulated by BIOME4 have been consolidated into 10 mega biomes following 59 

Harrison and Prentice (2003). 60 

7. a) Pre-industrial and b) Eocene aerosol optical depth (unitless) simulated by the 61 

Community Atmosphere Model 4. 62 

8. Eocene river runoff directions. Directions indicated by color. 63 

64 
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1. Introduction 65 

Growth of the paleoclimate modelling community has led to multiple independent 66 

efforts in modelling Eocene climate (Lunt et al., 2012). Several decades of paleoclimate 67 

modelling has further identified major limitations in the capabilities of climate models in 68 

capturing Earth’s past greenhouse climates (Huber, 2012). The growth in research 69 

groups modelling Eocene climate as well as the challenges faced by the community in 70 

capturing pertinent aspects of this period make it desirable to distribute the boundary 71 

condition datasets used in published research. This serves two purposes: 1) that effort is 72 

not needlessly duplicated between research groups. The construction of boundary 73 

condition datasets for global climate models takes considerable effort and expertise. 74 

Thus, unless scientific disagreement exists, the process need only be conducted once; 2) 75 

that inter-model differences result only from variations in internal model assumptions 76 

and computational infrastructure. By holding boundary conditions fixed this enables a 77 

greater level of scientific understanding of the reasons for differences and commonalities 78 

between different groups’ efforts. This was the impetus for the Paleoclimate Modelling 79 

Intercomparison Project (Braconnot et al., 2012), which assesses inter-model variation 80 

in Quaternary climate simulations and for which a consistent set of boundary conditions 81 

are openly available. Initiatives such as this have successfully fostered collaborations 82 

between research groups and provide a baseline for those wishing to conduct Quaternary 83 

climate simulations. 84 

An ensemble of opportunity assembled in an ad hoc fashion - designated the 85 

Eocene Modelling Intercomparison Project (EoMIP) - has already been conducted using 86 

climate simulations described in studies published over the past several years (Lunt et 87 

al., 2012). Consequently, each model in this intercomparison differed at least partially 88 

with respect to their prescribed boundary condition forcing. In the spirit of encouraging 89 

data consistency within the Eocene climate modelling community we herein document a 90 

set of openly available and self-consistent climate model boundary conditions for the 91 

Early Eocene (~55 Ma). While their intended application is in climate modelling, the 92 

broadening domain of geoscientific models may see them applied in a variety of 93 

numerical frameworks (e.g. section 4). Specifically, this paper describes a newly updated 94 

Eocene topography, a necessary boundary condition for reconstructing past climates and 95 

one with a long history of inquiry in paleoclimate modelling (Donn and Shaw, 1977; 96 

Barron et al., 1981). An accompanying dataset of variation in sub grid cell scale Eocene 97 

elevations is also provided. We include a reconstructed Eocene bathymetry, which 98 

captures an unprecedented level of detail needed to meet the growing need for 99 

reconstructing regional Eocene oceanography (e.g. Hollis et al., 2012). The first estimate 100 

of Eocene tidal dissipation (Green and Huber, 2013) is also made available, 101 

complementing this recent addition to global climate models’ suite of inputs and which 102 

may have particular relevance to Eocene climate and oceanography (Lyle, 1997). Eocene 103 

vegetation simulated by an offline dynamic vegetation model is also discussed and 104 

provided. Simulated Eocene aerosol distributions are provided - again taking advantage 105 

of this recent addition to atmospheric models’ prognostic capabilities - to account for the 106 

direct effects of Eocene dust, sea salt, sulphate, and organic and black carbon. Finally, 107 

river runoff directions are provided based on the gradient of Eocene topography. All of 108 

our datasets, with the exception of aerosol distributions, are made available at 1°x1° to 109 

facilitate high resolution global and regional simulations. 110 
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Previous efforts have been made to assemble self-consistent Eocene boundary 111 

conditions (Sewall et al., 2000; Bice et al., 1998) and provide motivation for our work 112 

here. While our boundary conditions incorporate more recent data and methodologies 113 

than most of those used previously, there are many aspects of Eocene tectonics and 114 

climate that remain uncertain or controversial. Thus in many regions our boundary 115 

conditions merely reflect one interpretation of the available data and may conflict with 116 

alternate interpretations (e.g. elevation of the North American Cordillera). Our aim here 117 

is not to propose a ‘correct’ set of Eocene boundary conditions but to provide boundary 118 

conditions that can enable broader participation by the Eocene climate modelling 119 

community as well as greater transparency and reproducibility among groups. 120 

Researchers are encouraged to change these datasets based on their own data and 121 

interpretations.  122 

2. Topography 123 

2.1 Background and base dataset 124 

The paleogeographic maps first used in climate modelling (Barron, 1980; Donn 125 

and Shaw, 1977) were semi-global in extent and were derived in large by Vinogradov et 126 

al. (1967) and Phillips and Forsyth (1972). However, the first global Eocene 127 

paleogeographic map applied to a climate model (Barron, 1985) was based on the work 128 

of Fred Ziegler and his colleagues at the University of Chicago, who had reconstructed a 129 

suite of Mesozoic to Cenozoic paleotopographies (Ziegler et al., 1982). These 130 

paleotopographies were built upon and succeeded by Christopher Scotese in the 131 

Paleomap Project (Scotese and Golonka, 1992), which was adopted by contemporary 132 

modelling efforts (Sloan and Rea, 1996; Sloan, 1994). Almost a decade later, Sewall et 133 

al. (2000) published a new global Eocene topography incorporating the latest regional 134 

tectonic data (Fig. 1a). For over a decade this dataset has remained, without update, a 135 

highly utilized topography for Eocene climate modelling (Huber and Caballero, 2011; 136 

Winguth et al., 2009; Huber et al., 2003; Shellito et al., 2009; DeConto et al., 2012), 137 

and thus a dataset incorporating more recent scholarship is overdue.  138 

For both our Eocene topography and bathymetry we utilize base datasets that 139 

have been previously created. Here we adapt the Early Eocene paleotopographic map 140 

from Markwick (2007) (Fig. 1b). This map comes from a suite of Cretaceous to modern 141 

paleotopgraphies which – similar to the Paleomap project (Scotese and Golonka, 1992) – 142 

has its origins in the Paleogeographic Atlas Project at the University of Chicago (Ziegler 143 

et al., 1982). These maps have been augmented with more recent faunal, floral and 144 

lithological data and use a more recent rotation model (Rowley 1995 unpublished). The 145 

primary method used to derive this Eocene topography is based on that described by 146 

Ziegler et al. (1985) and further documented by Markwick (2007), in which contour 147 

intervals of 1000 m or less are estimated by comparing past tectonic regimes to their 148 

present day analogues. Subsequent to this adjustments to the paleo shoreline are made 149 

based on known Eocene biogeography (see fig. 39 Markwick, 2007 for a map of known 150 

records). Thus, the paleotopographic map of Markwick (2007) consists of a potential 151 

range of elevations for each grid cell, instead of an explicit value. A significant benefit of 152 

this method over others (e.g. Sewall et al., 2000) is obviation of the need for explicit 153 

paleo-elevation estimates - which are scarce for most time periods and regions – while 154 

providing an approximate yet quantitative description of topography over a wide area of 155 

the Earth. The obvious limitation, however, is the lack of precision and topographic detail 156 
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away from contour lines, which becomes significant in continental interiors where large 157 

anomalous plateaus appear (Fig. 1b).  158 

Climate models require explicit and globally gridded elevation data so a 159 

conversion from the vector-based Geographic Information Systems approach underlying 160 

the topography of Markwick (2007) to a discrete digital elevation model was necessary. 161 

More importantly, detail in regions bounded by contour intervals was needed for which 162 

we applied a tension spline using the contour lines and sea-level as tie points. This 163 

creates continuous discrete elevations at all locations. In order to provide plausible peak 164 

elevations and gradients along known mountain ranges (e.g. the North American and 165 

Andean Cordilleras) artificial tie points were added by inserting mountain spines in these 166 

areas. The process of interpolation was performed using the cssgrid function (Cubic 167 

Spline Sphere Gridder) from the National Center for Atmospheric Research (NCAR) 168 

Command Language (UCAR/NCAR/CISL/VETS, 2013) and a constant tension factor of 169 

10, which provides a more linear interpolation between tie points as opposed to a pure 170 

cubic spline. This latter choice affects the roughness of the areas we interpolate between 171 

contour intervals. 172 

2.2 Topographic revisions 173 

Adjustments were made to conform the topography of Markwick (2007) to more 174 

recent or broadly accepted regional paleogeographic reconstructions. For Antarctica we 175 

adopt the ANTscape “maximum” topographic reconstruction (Wilson et al., 2012) which 176 

incorporates, among other improvements, a more elevated West Antarctic bedrock than 177 

previous reconstructions have recognised (c.f. Fig. 1a and c). This ANTscape 178 

reconstruction is specifically for the Eocene-Oligocene boundary (~34 Ma). However, it is 179 

significantly closer to the Early Eocene than isostatically relaxed modern day bedrock 180 

(DeConto and Pollard, 2003; Pollard and DeConto, 2005). Our choice of the maximum 181 

reconstruction by Wilson et al. (2012) is also compensated by the fact that the crust in 182 

the Early Eocene was younger than at 34 Ma and that the interpolation required to adapt 183 

our topography to a given climate model inherently smooths high and complex relief. 184 

The resolution and scholarship of this reconstruction is also unprecedented, and given 185 

that no substantial continental ice existed between the Early Eocene and Eocene-186 

Oligocene transition (Cramer et al., 2011), uncertainty in the application of this dataset 187 

only arises from regional tectonics and not emplacement of thick ice-sheets. Future 188 

ANTscape reconstructions will include the Early Eocene and may form a part of revisions 189 

to the global topography presented here (http://www.antscape.org/).  190 

While our dataset provides global coverage of land elevation there are several 191 

regions which suffer from large topographic uncertainty and which we highlight here. 192 

The southern margin of Eurasia (the proto-Himalayas) is one such area. Prior to India’s 193 

collision with Eurasia, between 55 and 45 Ma, geological evidence suggests Eurasia’s 194 

southern margin may have been up to 4 km high (Molnar et al., 2010 and references 195 

therein). However, recent thermochronologic and cosmogenic nuclide data indicate 196 

relatively low relief persisted prior to collision (Hetzel et al., 2011). We choose to leave 197 

our dataset as provided by Markwick (2007), with a peak elevation of 1,500 m, which 198 

represents an intermediate solution to these competing uplift histories. This is a region 199 

where researchers with new data or interpretations may wish to make changes.  200 

 The uplift history of North American Cordillera is also subject to debate. 201 

Numerous paleoaltimetry measurements based on oxygen isotope geochemistry suggest 202 
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that western North America was relatively high, on the order of 3 – 4 km, since the early 203 

Cenozoic (e.g. Mix et al., 2011). However, paleobotanical evidence suggests elevations 204 

were closer to 2 km (Wolfe et al., 1998) and it is known that atmospheric dynamics 205 

upwind of mountain ranges can significantly bias oxygen isotope records toward higher 206 

estimates of elevation (Galewsky, 2009). Thus we choose to constrain the maximum 207 

elevation of this region to the lower end of estimates, approximately 2,500 m (Fig. 1c).  208 

Despite the uncertainties in our reconstructed topography, there are several 209 

substantial improvements over the reconstruction of Sewall et al. (2000). In addition to 210 

the changes discussed above, our topography incorporates a more realistic extent of the 211 

Mississippi Embayment, reducing its area in accordance with marine carbonate, coal and 212 

peat distributions (Sessa et al., 2012; Markwick, 2007) (Fig. 1). The ANTscape Antarctic 213 

topography is also substantially more accurate than that of Sewall et al. (2000), which 214 

had an erroneously small continental area. The width of the Drake Passage is also 215 

reduced in our reconstruction to be more in accordance with data which imply an 216 

extremely nascent – i.e. oceanographically closed – gateway in the Early Eocene (Barker 217 

et al., 2007; Lawver et al., 2011; Livermore et al., 2007). Additional improvements 218 

include paleogeographical adjustments to Australia (Langford, 2001) and Europe 219 

(Iakovleva et al., 2001; Golonka, 2011; Torsvik et al., 2002). Our final Eocene 220 

topography is shown in figure 1c. 221 

2.3 Representation of sub grid cell topographic variability 222 

 Numerous details at the sub grid cell scale have important effects on resolvable 223 

processes in global atmospheric models and thus require parameterisation. An important 224 

detail is the variation of topography within each grid cell, which allows models to 225 

parameterize atmospheric gravity waves based on surface roughness. Global 226 

atmospheric circulation models are sensitive to the parameterized wave drag and to their 227 

waves. These waves are important for the atmosphere’s momentum balance, jet stream 228 

strength and the vertical transport of tracers, such as H2O. In modern simulations the 229 

variability of sub grid cell scale topography is represented by the standard deviation of 230 

elevations within each model grid cell. For example, the variation of topography in a 231 

1°x1° model grid cell is calculated from the standard deviation of all elevations within 232 

the 1°x1° domain using a 1’x1’ dataset (e.g. ETOPO1 (Amante and Eakin, 2009)). 233 

However, for past time periods knowledge of surface elevation at such a high resolution 234 

is impossible. To overcome this lack of information and provide an estimate of the 235 

Eocene variability of sub grid cell topography we use an empirical relationship between 236 

modern elevation and the standard deviation of sub grid cell scale topography, derived 237 

from the ETOPO1 dataset (Amante and Eakin, 2009). A script that performs this task on 238 

a given topographic dataset is provided in the electronic supplement.  239 

In figure 2 we illustrate this process on our 1°x1° Eocene topography. Firstly, the 240 

modern ETOPO1 topography is regridded from its native 1’x1’ resolution to 1°x1° (Fig. 241 

2a), then, within each 1°x1° grid cell the standard deviation of elevations in the original 242 

ETOPO1 dataset are calculated (Fig. 2b). The Greenland and Antarctic ice-sheets are 243 

replaced with the appropriate bedrock topography given the smoothness of ice compared 244 

to continental crust. Secondly, an array of 100 m bins are created from 0 m to 5,500 m 245 

– representing the range of modern elevations – and the area-weighted average of the 246 

standard deviations of the grid cells that fall within each bin (calculated in the previous 247 

step) are calculated, resulting in an array of 55 values (Fig. 2c). Lastly, given the clear 248 

monotonic relation between height and standard deviation between sea-level and 249 
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approximately 3000 m, and between 3000 m and 5500 m, separate linear regressions 250 

are calculated for these intervals (Fig. 2c) to assign estimates of Eocene variability in sub 251 

grid cell topography to each grid cell (Fig. 2d). Given that the maximum elevation in our 252 

Eocene topography is less than 3000 m (Fig. 1c) only the first linear regression is 253 

applicable here. 254 

Figure 2c shows a peak in standard deviations of approximately 800 m at 255 

elevations between 2,500 m and 3,500 m. This corresponds to the “Andean-type” 256 

environments identified by Ziegler (1985) such as the boundaries of the Tibetan Plateau 257 

and Andean Cordillera (Fig. 2b). This broad peak remains regardless of the resolution we 258 

downscale ETOPO1 to, though its magnitude and width decreases with increasing 259 

resolution. Combined with an adequately derived atmospheric lapse rate, this dataset of 260 

sub grid cell scale topographic variability may be used to constrain uncertainty in 261 

simulated surface temperatures which result from differences in the paleo elevation of a 262 

proxy record’s site and the elevation resolved in a given climate model (e.g. Huber and 263 

Caballero, 2011; Sewall et al., 2000; Sewall and Sloan, 2006).  264 

3. Bathymetry 265 

3.1 Background and base dataset 266 

The first bathymetric maps used for Eocene ocean modelling constituted bowl-like 267 

basins in which the oceanic crust was treated primarily as abyssal plain (Barron and 268 

Peterson, 1991). The choice of a relatively flat bathymetry, although dictated to some 269 

extent by model resolution and available geological data, was informed by the lack of 270 

large scale oceanic responses to bathymetric details (Barron and Peterson, 1990). 271 

However, this result was misleading due to the lack of treatment of crucial oceanic 272 

processes in models of that generation (e.g. see section 4). The most recent Eocene 273 

bathymetric datasets included the locations of mid-ocean ridges and shelf slope 274 

hypsometry (Bice et al., 1998; Huber et al., 2003). However, given that the highest level 275 

of detail in these datasets consist of only six depth classes and ~3° x 1.5° horizontal 276 

resolution, substantial gains are to be made by employing new methodologies and higher 277 

resolution base datasets to reconstruct Eocene bathymetry.  278 

The base dataset for our bathymetry is formed from the global 55 Ma bathymetry 279 

of Mϋller et al. (2008b), which is part of a suite of paleobathymetric maps reconstructed 280 

from 140 Ma to the present. Like previous efforts the foundation of this bathymetry is 281 

the application of an age-depth relationship to reconstructed seafloor spreading 282 

isochrons. As lithospheric crust ages and cools on its path away from the mid-ocean 283 

ridge, thinning occurs (Fig. 3a and b). In constructing our Eocene bathymetry the age-284 

depth relationship derived by Stein and Stein (1992) was applied to reconstructed 55 Ma 285 

seafloor ages; 286 

If t < 20 Ma; d(t) = 2600 + 365t1/2 287 

If t ≥ 20 Ma; d(t) = 5651 – 2473exp(-0.0278t) 288 

Where d is the basement depth in meters and t is time in Myrs. Several age-289 

depth relationships have been previously tested to determine the best match to modern 290 

bathymetry, with Stein and Stein (1992) showing the least bias (Müller et al., 2008b). 291 

To accommodate regions where Eocene crust is not available at present (due to the 292 

subsequent subduction of oceanic crust) symmetric mid-ocean ridge spreading was 293 
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assumed and seafloor spreading isochrons from the conjugate plate applied. In regions 294 

where no data was available from the conjugate plate interpolation was applied between 295 

available isochrons and the adjacent plate margin (Müller et al., 2008a; Müller et al., 296 

2008b).  297 

On tectonic time scales (Myrs) the development of Large Igneous Provinces (LIPs) 298 

can have significant impacts on global sea-level (Müller et al., 2008b) and ocean 299 

circulation (Lawver et al., 2011), thus LIPs form an important component of our Eocene 300 

bathymetry. These bathymetric features are reconstructed by applying modern LIP 301 

outlines and estimating paleo LIP height following Schubert and Sandwell (1989). 302 

Additionally, given that certain regions of the modern ocean are covered by up to several 303 

kilometres of sediment (Whittaker et al., 2013) reconstructed sediment thicknesses also 304 

represent an important component of our reconstructed paleobathymetry. Based on an 305 

empirical relationship with age and latitude (polar latitudes generally having larger river 306 

runoff and tropical latitudes subject to high marine productivity), an age-latitude 307 

relationship was applied (Müller et al., 2008b supplementary material) to reconstruct 308 

Eocene sediment thickness (Fig. 3c).  309 

3.2 Bathymetric revisions 310 

While the methodology adopted from Mϋller et al. (2008b) represents a 311 

substantial improvement over previous bathymetric maps, it is by design a generic 312 

process used to reconstruct bathymetry over the past 140 Myrs. Therefore discrepancies 313 

exist in some regions where paleoceanographic data have been recovered. Particularly, 314 

the depths of certain LIPs may be verified against known depth habitats of foraminifera 315 

recovered from deep-sea cores. Such a verification was carried out here using Deep Sea 316 

Drilling Project and Ocean Drilling Project records. Based on these records the depth of 317 

the Madagascar Ridge (Schlich, 1974), Mascarene Ridge (Backman et al., 1988; Fisher 318 

et al., 1974; Vincent et al., 1974), Shatsky Rise, Ontong Java Plateau (Barrera, 1993), 319 

Kerguelen Plateau (Mackensen, 1992), Walvis Ridge (Zachos et al., 2005; Fuetterer, 320 

1984) and the Rio Grande Rise (Perch-Nielsen, 1977) were adjusted.  321 

Reconstructing the tectonic history of ocean gateways is critical in explaining past 322 

ocean circulation (Scher and Martin, 2006; Hill et al., 2013), faunal migration patterns 323 

(Dalziel et al., 2013a) and potentially global climate change (Barker and Thomas, 2004). 324 

The Drake Passage and Tasman gateway are of particular significance given their 325 

opening was a requirement for development of the Antarctic Circumpolar Current, the 326 

largest ocean current in the world (~130 Sv) and the only current to be circum global 327 

(Barker and Thomas, 2004). Unfortunately, the Drake Passage suffers from poor age 328 

constraints due to the tectonically complex Scotia arc region and estimates of its opening 329 

range from the middle Eocene to late Miocene (c.f. Dalziel et al., 2013b; Scher and 330 

Martin, 2006). As our bathymetry aims to represent the Early Eocene we prescribe an 331 

oceanographically closed Drake Passage, constraining its depth to less than 100 m. 332 

Multiple paleoceanographic and tectonic records indicate that the Tasman gateway did 333 

not open to deep flow until the late Eocene (Stickley et al., 2004), although when a 334 

shallow opening appeared is debatable. Our reconstruction of tectonic plate positions as 335 

well as the location of Tasmania suggests a shallow epi-continental sea may have 336 

existed and thus we prescribe a depth of 30 m or less in the Tasman gateway. Finally, 337 

no data is available for the bathymetry of inland seas or continental shelves in our base 338 

datasets and thus we derive their depths by assuming a maximum depth of 50 m for 339 

inland seas and using a Poisson equation solver to interpolate intermediate values for 340 
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both areas. Figure 3d shows our final Eocene bathymetry. The uncertainty in this 341 

bathymetry is shown in Figure 3e as a function of age uncertainty, with largest values in 342 

the southeast and northwest Pacific Ocean (Figure 3a). 343 

3.3 Consistent plate rotations 344 

The plate rotation model used to construct our paleobathymetry differs from that 345 

used for our Eocene topography (section 2). To maintain a consistent reference frame 346 

between the two datasets we re-rotate our Eocene topography using the plate rotation 347 

model of Mϋller et al. (2008b). This was achieved by changing the reference plate 348 

(Africa) location from that determined by Ziegler to that determined by Mϋller et al. 349 

(2008b), resulting in a relative shift of the other continents. Refinements to the location 350 

of some continental blocks were made to improve the match between the locations of 351 

continental crust in our bathymetry and topography. These steps were largely achieved 352 

using the open source software packages GPlates (http://www.gplates.org/), for 353 

digitizing polygons, and Generic Mapping Tools (http://gmt.soest.hawaii.edu/) for 354 

manual corrections. Deep integration of plate rotation software with open access 355 

paleontology databases has the potential to streamline future paleogeographic 356 

reconstructions (e.g. Wright et al., 2013). The final merged Eocene topography and 357 

bathymetry is shown in figure 4 alongside ETOPO1. 358 

4. Tidal dissipation 359 

 The importance of tidal dissipation in the ocean’s general circulation stems from 360 

the fact that diapycnal (i.e. vertical) mixing is greatly affected by the tide’s interaction 361 

with bathymetry. Large increases in diapycnal mixing are observed above regions of 362 

rough topography (e.g. Polzin et al., 1997) and are primarily a result of breaking tidally 363 

induced internal waves (Garrett and Kunze, 2007; Jayne et al., 2004). Tidal models have 364 

been used to predict the amount of tidal energy dissipated in the oceans and to better 365 

constrain vertical mixing profiles incorporated in ocean general circulation models (e.g. 366 

Simmons et al., 2004). Such experiments have demonstrated that tidal energy 367 

considerations significantly reduce the discrepancy between simulated and observed 368 

modern ocean heat transport (Simmons et al., 2004) and provides motivation for 369 

explicitly including tidal dissipation in past climate simulations (e.g. Green and Huber, 370 

2013; Egbert et al., 2004). 371 

 New atmosphere-ocean general circulation models are beginning to incorporate 372 

tidal dissipation (e.g. the Community Earth System Model; CESM (Gent et al., 2011)). 373 

Green and Huber (2013) applied a tidal model using the bathymetry described in section 374 

3 and showed that, while total Eocene tidal dissipation was weaker than present, a larger 375 

amount of tidal energy was dissipated in the deep ocean, especially in the deep Pacific. 376 

The vertical diffusivities associated with these results are significantly larger than 377 

present, supporting arguments that enhanced vertical mixing in the Eocene oceans helps 378 

to explain the low equator to pole temperature gradient inferred from geological records 379 

(e.g. Lyle, 1997), but that have hitherto been difficult to reproduce in models (Lunt et 380 

al., 2012).  381 

 We distribute the dataset from Green and Huber (2013) here as a map of energy 382 

dissipated per unit area (Fig. 5). Models such as the National Center for Atmospheric 383 

Research CESM can utilize this dataset to drive their tidal mixing schemes. While this 384 

work represents a coarse first attempt at deriving Eocene tidal dissipation, to our 385 

http://www.gplates.org/
http://gmt.soest.hawaii.edu/
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knowledge no similar effort has been made and thus this dataset provides a baseline for 386 

groups who do not have access to the tools required for deriving this boundary condition. 387 

However, given the infancy of this application to deep time paleoclimate it is likely that 388 

such a dataset will be improved upon quickly.  389 

5. Vegetation 390 

 Climate models have long shown substantial global and regional climatic 391 

responses to vegetation change (Otto-Bliesner and Upchurch, 1997; Dutton and Barron, 392 

1997), though newer models indicate a weaker sensitivity (Henrot et al., 2010; Micheels 393 

et al., 2007). A series of Tertiary vegetation maps based on paleofloral records (Wolfe, 394 

1985) formed the foundation of many early paleoclimate simulations that explicitly 395 

included a paleovegetation boundary condition (e.g. Sloan and Rea, 1996; Dutton and 396 

Barron, 1997). Subsequently, Sewall et al. (2000) developed a new Eocene vegetation 397 

distribution taking into account more recent data and the effects of a low equator-to-pole 398 

temperature gradient. Like their Eocene topography, the vegetation reconstruction of 399 

Sewall et al. (2000) has remained highly utilized by the Eocene climate modelling 400 

community (e.g. Huber et al., 2003; Liu et al., 2009; Roberts et al., 2009; Huber and 401 

Caballero, 2011; Shellito et al., 2003). 402 

 We choose to reconstruct Early Eocene vegetation using the offline dynamic 403 

vegetation model BIOME4 (Kaplan et al., 2003). For input into BIOME4 we use 404 

temperature, precipitation and cloud cover from a CESM simulation forced with the 405 

Eocene topography and bathymetry described in sections 2 and 3, respectively, and an 406 

atmospheric CO2 concentration of 2240 ppmv, a concentration which has been found to 407 

approximately reproduce Eocene temperatures (Huber and Caballero, 2011). This CESM 408 

simulation was integrated for 250 years and initialized with output from a previous CESM 409 

simulation that was integrated for over 3,000 years (this latter simulation was forced 410 

with the boundary conditions of Sewall et al. (2000) for topography and vegetation, and 411 

Huber et al. (2003) for bathymetry, mixed-layer ocean simulations of which are 412 

described by Goldner et al. (2013)). The BIOME4 was forced with a CO2 concentration of 413 

1120 ppmv since higher concentrations resulted in large scale reductions in tropical 414 

forest. While this is not consistent with the CO2 forcing of the driving climatology we are 415 

here only interested in deriving a vegetation distribution that is feasibly ‘Eocene’ in 416 

character. Figure 6a and b shows the simulated pre-industrial and Eocene distributions of 417 

biomes, respectively. For ease of comparison we show these biome maps simplified from 418 

the 27 biomes simulated by BIOME4 to 10 mega biomes after Harrison and Prentice 419 

(2003). Our BIOME4 simulated vegetation compares well with vegetation inferred from 420 

Paleocene and Eocene palynoflora (Utescher and Mosbrugger, 2007; Morley, 2007) and 421 

are consistent with geological indicators of climate (Crowley, 2012). One apparent bias is 422 

an abundance of relatively dry vegetation in northern South America in BIOME4 (cf. 423 

Morley, 2007). However, there remains a distinct lack of records for validation from large 424 

regions of South Africa and Siberia. We also note that ‘grass’ did not exist at the biome 425 

level in the Eocene (Strömberg, 2011), and thus the ‘Grassland and dry shrubland’ 426 

biome presented in Figure 6 should be interpreted as shrubland only. Our vegetation 427 

reconstruction reflects our simulated Eocene climate and is therefore less zonal than 428 

previous reconstructions (Sewall et al., 2000) and is consistent with our Eocene 429 

topography.  430 

 The utilisation of a single climate simulation to drive BIOME4 inherently results in 431 

a vegetation distribution that encompasses the biases of our climate model. While 432 
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utilisation of ensemble climate model data (Lunt et al., 2012) would attenuate individual 433 

model biases such datasets would deteriorate the representation of our new topography 434 

in the simulated vegetation. For example, many of the models evaluated in EoMIP were 435 

forced with the topography of Sewall et al. (2000) in which certain continents were 436 

several degrees of latitude or longitude offset from our new topography. Furthermore, 437 

most of these simulations were run at a substantially lower resolution than done here. 438 

Thus, utilising such datasets would result in mountainous vegetation – for example over 439 

the North American cordillera – not completely corresponding to the location of mountain 440 

ranges in our topography. Such an issue may be improved over time as more 441 

simulations are conducted with the topographic boundary condition presented here. 442 

Due to the significant differences between modern and Eocene topography (Fig. 443 

4), the anomaly method typically used for specifying input into the BIOME4 (Kaplan et 444 

al., 2003) was not possible and thus first order biases in our control CESM simulation are 445 

not taken into consideration. However, given that the CESM simulates modern land and 446 

sea-surface temperatures broadly consistent with observations (Gent et al., 2011) and 447 

that the biases in the modern CESM climate are small in comparison with the simulated 448 

change in climate for the Eocene (Huber and Caballero, 2011) we do not believe this to 449 

be a significant issue. Furthermore, while asynchronous coupling between our climate 450 

and vegetation models precludes the ability of the simulated vegetation to affect climate 451 

- as compared to synchronous coupling efforts (e.g. Shellito and Sloan, 2006a, b) - it 452 

benefits our results by not erroneously amplifying biases in our climate model (e.g. 453 

Wohlfahrt et al., 2008).  454 

6. Aerosols 455 

 Aerosols in Eocene climate simulations have previously been prescribed at pre-456 

industrial levels or set to arbitrarily determined, globally uniform values. Aerosols 457 

constitute one of the largest uncertainties in radiative forcing under future anthropogenic 458 

greenhouse warming (Stocker et al., 2013) and may be important in resolving some long 459 

standing paleoclimate conundrums (Kump and Pollard, 2008). Insufficient proxies from 460 

the pre-Quaternary prevent the reconstruction of this boundary condition from geological 461 

records. However, the advent of aerosol prognostic capabilities in atmospheric models 462 

allows the paleo-distribution of various aerosol species to be simulated (Heavens et al., 463 

2012). Here we again employ the NCAR CESM in a configuration that utilizes the newly 464 

implemented Bulk Aerosol Model, which is a component of the Community Atmosphere 465 

Model 4 (Neale and Co-authors, 2010). In this configuration the model explicitly 466 

simulates the monthly horizontal and vertical distribution of dust, sea salt, sulphate, and 467 

organic and black carbon aerosols consistent with our Eocene topography (Fig. 7). The 468 

Bulk Aerosol Model makes simplistic assumptions regarding the size distribution of 469 

aerosol species, compared to the more complicated Modal Aerosol Models. A detailed 470 

description of the steps involved in simulating the paleo-distribution of aerosols is 471 

provided by Heavens et al. (2012). Here we branch the same CESM simulation described 472 

in section 5 while also enabling the Bulk Aerosol Model.  473 

 Various aerosol species require the prescription of emission sources in the Bulk 474 

Aerosol Model and this is done in accordance with Heavens et al. (2012). One exception 475 

is that we do not specify any volcanic sources of SO2 or SO4, given their small radiative 476 

effects and the uncertainty in the distribution of Eocene volcanoes. Another largely 477 

unconstrained yet climatically relevant emission source in the Bulk Aerosol Model is that 478 

of dust. In the Bulk Aerosol Model dust is emitted solely from the desert plant functional 479 
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type which in turn is determined from the prescribed vegetation dataset. It is generally 480 

understood that cooler climates promote more dust-laden atmospheres - due to 481 

increases in desertification, reduced soil moisture and stronger winds (Bar-Or et al., 482 

2008). However, the degree to which global Eocene dust concentrations differed from 483 

typical glacial-interglacial variability is uncertain, though regional evidence exists for 484 

substantially weak dust fluxes in the early Cenozoic (Janecek and Rea, 1983). Here we 485 

have assumed that global Eocene dust loading was approximately three quarters that of 486 

the pre-industrial era. The sources of dust in our dataset (i.e. deserts) were manually 487 

distributed based loosely on the distribution of Early Eocene evaporites (Crowley, 2012), 488 

which itself follows the expected distribution of subtropical high pressure regions. Our 489 

chosen concentrations provide an Eocene dust loading intermediate to simulations which 490 

prescribe pre-industrial values (e.g. Heinemann et al., 2009; Lunt et al., 2010; Winguth 491 

et al., 2009) and those which eliminate the radiative effects of aerosols altogether 492 

(Huber and Caballero, 2011). The significant improvement in the approach taken here is 493 

that the distribution of aerosols is consistent with our Eocene topography, providing a 494 

realistic regional representation of their radiative forcing.  495 

It is important to stress the large uncertainty in aerosol loading and distribution 496 

during past climates and that our simulated concentrations are likely highly model 497 

dependant. Furthermore, the aerosol datasets provided here are only adequate for 498 

models that do not include the indirect effects of aerosols. Models that include such 499 

effects may exhibit significant sensitivity to even slight changes in aerosol distribution 500 

and loading and we are not confident that the use of the datasets presented here, given 501 

the uncertainties involved, would be scientifically sound.  502 

Finally, we note that the ability to prognose aerosol distributions in long climate 503 

simulations (available in the latest atmospheric models, though at significant 504 

computational cost) will obviate the need for prescribed aerosol concentrations while also 505 

accounting for their indirect effects. Such models will see the emission sources of various 506 

aerosol species (e.g. deserts, volcanoes, regions of high marine productivity) become an 507 

additional paleoclimate model boundary condition. 508 

7. River transport 509 

 River runoff in current generation climate models is important primarily for the 510 

redistribution of fresh water to the oceans and can have significant implications for deep 511 

water formation (e.g. Bice et al., 1997). Here we use the gradient of our Eocene 512 

topography to represent river runoff direction (Fig. 7). This dataset was created using 513 

scripts made available by the National Center for Atmospheric Research (Rosenbloom et 514 

al., 2011). Regions where vectors do not reach the ocean (i.e. internal basins) were 515 

manually corrected. Topographic gradient has been used to constrain river directions in 516 

the overwhelming majority of paleoclimate simulations to date. However, it is a crude 517 

method which we show here simply for completeness. Furthermore, the dataset provided 518 

(Fig. 7) is only illustrative as the regridding of our topography (Fig. 1) to a given climate 519 

model’s resolution will require re-calculation of these river directions to account for 520 

changes in gradient. A more morphologically constrained river direction dataset (e.g. 521 

Markwick and Valdes, 2004) should be integrated into future revisions of our Eocene 522 

boundary conditions. 523 

8. Discussion and Future Work 524 
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We describe an openly available and comprehensive set of Early Eocene climate 525 

model boundary conditions including topography, bathymetry, tidal dissipation, 526 

vegetation, aerosols and river transport. The resolution of most of these datasets is 527 

unprecedented and alleviates the undesirable step of downscaling lower resolution 528 

datasets to that of current generation climate models. This should lead to improvements 529 

in model-data comparison in regions of strong relief and facilitate high resolution global 530 

and regional climate simulations.  531 

An important distinction between our tidal, vegetation, aerosol datasets, and our 532 

topography and bathymetry datasets, is that the former are model-derived and thus not 533 

directly based on measured physical quantities. The use of modelling frameworks for our 534 

tidal and aerosol boundary conditions is necessitated by the absence of any quantitative 535 

Eocene data. Our use of a model to derive Eocene vegetation was predicated on the 536 

model’s ability to capture what is known about Eocene vegetation from paleobotanical 537 

records (model validation). As this is the case (see section 5) we can have an at least (or 538 

perhaps at best) satisfactory level of confidence that the model is not predicting 539 

unrealistic vegetation in regions where data is scarce. This eliminates the need for 540 

researchers to subjectively estimate vegetation for large swathes of land, though of 541 

course is directly affected by the climate biases of our driving climatology.  542 

Despite the substantial improvements introduced in these boundary conditions, 543 

uncertainties in the data remain. These are most pertinent in the paleo-elevation of the 544 

North American Cordillera and proto-Himalayas, the geometry of the Drake Passage and 545 

Tasman Gateway, our modelled tidal dissipation and aerosol distributions and lastly our 546 

rudimentary representation of river runoff. These data- and model- based uncertainties 547 

provide a natural focus for future research in developing new methods of inquiry (or 548 

eliminating old ones) and in focusing efforts on data collection. Reconciling tectonic 549 

models and paleo-elevation proxies will be crucial for reducing paleotopographic 550 

uncertainty in revised versions of these boundary conditions. On the other hand, 551 

advances in modelling may substantially improve the reconstruction of tidal dissipation 552 

and aerosol distributions, though quantitative validation of either of these in the Eocene 553 

is next to impossible.  554 

Finally, as important as the input into any model representing a real-world 555 

system is, an at least equal importance should be placed on the data against which such 556 

models are validated. Fortunately, recent compilations of terrestrial and marine data 557 

have already been conducted by Huber and Caballero (2011) and Lunt et al. (2012), 558 

respectively. We stress that the maintenance and public availability of such datasets 559 

provides the necessary yardstick against which to compare all models. Users are also 560 

able to rotate newly collected data to their 55 Ma position in the same reference frame 561 

used here via the open source software package GPlates (http://www.gplates.org/), thus 562 

ensuring consistency in georeferencing is maintained. A community effort to adopt 563 

consistent modelling methodologies and boundary conditions can accelerate growth in 564 

our understanding of Eocene climates and specifically help highlight the most pertinent 565 

shortcomings of the current generation of climate models in simulating extreme 566 

greenhouse warmth. 567 
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