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Abstract

The newly developed atmosphere–ocean-chemistry-climate model SOCOL-MPIOM is
presented by demonstrating the influence of the interactive chemistry module on the cli-
mate state and the variability. Therefore, we compare pre-industrial control simulations
with (CHEM) and without (NOCHEM) interactive chemistry. In general, the influence of5

the chemistry on the mean state and the variability is small and mainly restricted to the
stratosphere and mesosphere. The largest differences are found for the atmospheric
dynamics in the polar regions, with slightly stronger northern and southern winter polar
vortices in CHEM. The strengthening of the vortex is related to larger stratospheric tem-
perature gradients, which are attributed to a parametrization of the absorption of ozone10

and oxygen in the Lyman-alpha, Schumann–Runge, Hartley, and Higgins bands. This
effect is parametrized in the version with interactive chemistry only. A second reason
for the temperature differences between CHEM and NOCHEM is related to diurnal
variations in the ozone concentrations in the higher atmosphere, which are missing in
NOCHEM. Furthermore, stratospheric water vapour concentrations differ substantially15

between the two experiments, but their effect on the temperatures is small. In both
setups, the simulated intensity and variability of the northern polar vortex is inside the
range of present day observations. Sudden stratospheric warming events are well re-
produced in terms of their frequency, but the distribution amongst the winter months is
too uniform.20

Additionally, the performance of SOCOL-MPIOM under changing external forcings is
assessed for the period 1600–2000 using an ensemble of simulations driven by a spec-
tral solar forcing reconstruction. The amplitude of the reconstruction is large in com-
parison to other state-of-the-art reconstructions, providing an upper limit for the impor-
tance of the solar signal. In the pre-industrial period (1600–1850) the simulated surface25

temperature trends are in reasonable agreement with temperature reconstructions, al-
though the multi-decadal variability is more pronounced. This enhanced variability can
be attributed to the variability in the solar forcing. The simulated temperature reductions
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during the Maunder Minimum are in the lowest probability range of the proxy records.
During the Dalton Minimum, when also volcanic forcing is an important driver of tem-
perature variations, the agreement is better. In the industrial period from 1850 onward
SOCOL-MPIOM overestimates the temperature increase in comparison to observa-
tional data sets. Sensitivity simulations show that this overestimation can be attributed5

to the increasing trend in the solar forcing reconstruction that is used in this study and
an additional warming induced by the simulated ozone changes.

1 Introduction

In recent years, the stratosphere has become more and more important for our under-
standing and proper simulation of climate variability and climate change (Baldwin et al.,10

2007; Gerber et al., 2012). While most of the CMIP3 models include only a poorly re-
solved stratosphere (Cordero and Forster, 2006), 14 of 39 general circulation models
(GCMs) participating in CMIP5 include a “high-top” atmosphere, with a fully resolved
stratosphere (Flato et al., 2013). The importance of the vertical resolution in the strato-
sphere is highlighted in several studies (Gillett et al., 2002; Sigmond et al., 2004; Scaife15

et al., 2011; Hardiman et al., 2012).
The stratosphere interact with the troposphere and plays an important role for the

climate in the troposphere, at the surface and for the oceanic circulation (e.g. Baldwin
and Dunkerton, 1999; Graversen and Christiansen, 2003; Thompson et al., 2005; Re-
ichler et al., 2012). Furthermore, surface climate is influenced by changes in the chem-20

ical composition of the stratosphere (Gillett and Thompson, 2003; Son et al., 2010;
Thompson et al., 2011). The interactions between stratosphere and troposphere are
most prominent in the northern and southern high latitudes during winter time. With the
beginning of the polar night stratospheric temperatures start to decrease rapidly and
the increasing equator-pole temperature gradient forces a strong and persistent zonal25

circulation. This polar vortex isolates the polar air masses and prevents the advection of
warmer air towards the polar latitudes. Very strong wind anomalies in the polar vortices
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influence the circulation in the troposphere (Baldwin et al., 1994; Baldwin and Dunker-
ton, 2001; Thompson et al., 2005), a phenomena named stratosphere–troposphere
coupling. Of particular relevance are unusually weak stratospheric zonal winds asso-
ciated with a break down of the vortex (e.g., sudden stratospheric warmings). These
disturbances are triggered by unusual wave activity propagating upward from the tropo-5

sphere. Several processes were proposed to be involved in the wave propagation and
to influence the stratosphere–troposphere coupling (Song and Robinson, 2004; Gerber
et al., 2012), but the underlying mechanisms are still debated (Thompson et al., 2006;
Gerber et al., 2012).

The winter climate at high latitudes is also closely related to the most important10

modes of variability, the Northern Annual Mode (NAM) in the Northern Hemisphere
(NH) and the Southern Annual Mode (SAM) in the Southern Hemisphere (SH). These
modes are found at any atmospheric level, from the stratosphere down to the surface.
In the stratosphere, the NAM/SAM can be expressed by the variability of the polar vor-
tices. At the surface the NAM is better known as the Arctic Oscillation (AO), which is15

basically the same phenomenon, though defined slightly differently, as the North At-
lantic Oscillation (NAO) (Hurrell, 1995; Wanner et al., 2001; Pinto and Raible, 2012).
The dynamical imprint of both is a North–South shift in the position of the maximum
winds or jets in the troposphere. Stratosphere–troposphere coupling events connect
these stratospheric and tropospheric modes of variability, hence a stronger polar vor-20

tex co-varies with a positive phase of the AO. Via the jet streams and their influence
on tropospheric dynamics, the AO causally relates to, and thus is partially predictive of,
weather patterns, with a negative AO index tending to be representative of high pres-
sure in the polar region, weaker zonal winds, and greater movement of cold polar air
into the mid latitudes.25

These modes of variability are influenced by different external forcings, like changes
in solar ultra-violet (UV) radiation (Haigh, 1994, 1996; Shindell et al., 1999; Kodera
and Kuroda, 2002; Haigh et al., 2005; Labitzke, 2007; Anet et al., 2013b; Gray et al.,
2013), volcanic aerosols (Graf et al., 1993; Stenchikov et al., 2002; Shindell et al., 2003;
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Muthers et al., 2014), or ozone variations (Haigh, 1994; Shindell et al., 1999; Gillett
and Thompson, 2003; Son et al., 2010; Kang et al., 2011; Thompson et al., 2011).
Furthermore, NAM and SAM may interact with other modes of variability like the QBO
or ENSO (Labitzke, 1987; Giorgetta et al., 1999; Labitzke, 2007). A common feature of
these studies is a top-down perspective (e.g., Meehl et al., 2009) where a perturbation5

changes the vertical and horizontal temperature gradient in the stratosphere and affects
stratospheric dynamics. The changing stratospheric wind systems alter the vertical
propagation of planetary waves and change the circulation in the troposphere (Kodera,
1994; Kodera and Kuroda, 2002).

Differently, in the bottom-up mechanism the influence of an external forcing mainly10

takes place at the surface, e.g., the cooling after strong volcanic eruptions or variations
in the surface temperatures related to variations in the solar forcing. Changes in the
circulation and the climate are then modulated from the bottom of the atmosphere. Air-
sea interactions may amplify the response (Meehl et al., 2008). This, however, does not
mean that the stratosphere is not involved. Stenchikov et al. (2002) found for the effect15

of volcanic aerosols that a change at the bottom also influences the stratospheric circu-
lation. They found a change in the vertical component of the Eliassen–Palm flux, a vec-
tor determining the relative importance of the eddy heat and momentum fluxes for the
propagation of waves, which indicates a reduction of the wave drag in the lower strato-
sphere. Climate model results further suggest that both, top-down and the bottom-up20

mechanisms, need to act together to produce a realistic response similar to the obser-
vations (Meehl et al., 2009).

The dynamics in the stratosphere interacts also with a large number of chemical pro-
cesses, most important the ozone chemistry (Haigh, 1994; Shindell et al., 1999, 2001;
Gillett and Thompson, 2003; Son et al., 2010; Thompson et al., 2011; Purich and Son,25

2012; Varma et al., 2012). In case of the solar forcing, the variability in the UV part
of the spectrum modulates the ozone production and heating rates followed by posi-
tive or negative temperature anomalies. These anomalies influence the equator-to-pole
gradient, the strength of the polar vortices, and modify the Brewer–Dobson circulation
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(Haigh, 1994; Hu and Tung, 2003; Anet et al., 2013a). In case of volcanic aerosols,
heterogeneous reactions take place on the aerosol surface, which also influence the
ozone chemistry (Tie and Brasseur, 1995; Solomon et al., 1996; Anet et al., 2013a).
In both cases, the response of the ozone chemistry is further modulated by the pres-
ence of ozone depleting halogens (Tie and Brasseur, 1995; Rozanov et al., 2002). The5

changing ozone concentrations in turn induce dynamical changes (Stenchikov et al.,
2002).

Coupled climate models have been proven to be an essential tool for understand-
ing processes and feedbacks between the different components of the climate system,
e.g., between ocean and atmosphere. Chemistry transport models (CTMs) are nu-10

merical models that simulate a number of chemical species, their interactions and the
influences of different atmospheric variables (temperature, shortwave and longwave
flux, etc.). GCMs coupled to CTMs allow a direct consideration of chemistry–climate
interactions. Most of the coupled chemistry–climate model (CCM) simulations so far
were performed with prescribed sea surface temperatures (SSTs; e.g., Eyring et al.,15

2006) or simplified mixed-layer oceans (e.g., Stenke et al., 2013a). However, imposed
SSTs can alter the stratosphere–troposphere interaction (Kirchner et al., 1999). The
coupling to an interactive ocean model is therefore preferable for long-term simulations
and future projections.

The purpose of this study is to present the atmosphere–ocean-chemistry-climate20

model (AOCCM) SOCOL-MPIOM. The atmospheric component of the model covers
the atmosphere from the surface to the mesosphere (0.01 hPa) and enables the sim-
ulation of interactions between the physical and the chemical components of the cli-
mate system. In Sect. 2 the model is introduced and an overview of the experiments
used in this study is given. In Sect. 3 the performance and the characteristic of the25

AOCCM SOCOL-MPIOM are evaluated using results from a pre-industrial control sim-
ulation. The effect of the atmospheric chemistry on the climate is assessed by com-
paring it to a simulation without interactive chemistry. Furthermore, we describe an
ensemble of transient simulations for the period 1600–2000 to assess the behaviour of
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SOCOL-MPIOM under the influence of changing external forcings (Sect. 4). Finally, we
close with a discussion and a summary of the results.

2 Model description and experimental setup

2.1 Model description

The coupled model consists of the chemistry-climate model SOCOL (SOlar Climate5

Ozone Links), which is coupled to the ocean–sea-ice model MPIOM by the OASIS3
coupler. The CCM SOCOL version 3 (Stenke et al., 2013b) is based on the middle
atmosphere model MA-ECHAM5 version 5.4.01 (Roeckner et al., 2003) and a modi-
fied version of the chemistry model MEZON (Model for Evaluation of oZONe trends,
Rozanov et al., 1999, 2001; Egorova et al., 2003; Hoyle, 2005; Schraner et al., 2008).10

MA-ECHAM5: this is a spectral general circulation model (GCM) based on the prim-
itive equations with temperature, vorticity, divergence, the surface pressure, humidity,
and cloud water as prognostic variables (Roeckner et al., 2003, 2006; Manzini et al.,
2006). In the vertical dimension a hybrid sigma-pressure coordinate system is used.

The shortwave (SW) radiation code originates from the European Centre of Medium-15

Range Weather Forecasts (ECMWF) model IFS (Fouquart and Bonnel, 1980). The
solar spectrum is split into six wavelength intervals, including three bands in the UV
and visible ranges (185–250 nm, 250–440 nm, 440–690 nm) and three bands in the
near-IR range (690–1190 nm, 1190–2380 nm, 2380–4000 nm) (Cagnazzo et al., 2007).
This SW scheme considers Rayleigh scattering, scattering and absorption by aerosols20

and clouds, and the absorption of solar irradiance by water vapour, ozone (both varying
in space and time) as well as CO2, N2O, CH4, and O2. The latter are considered as
uniformly mixed gases in MA-ECHAM5, but CH4 and N2O can optionally also vary in
time and space (as it is done in SOCOL).

The longwave (LW) radiation scheme follows the rapid radiative transfer model25

(RRTM) scheme (Mlawer et al., 1997), which calculates radiation fluxes and heating
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rates over 16 LW bands reaching from 10–3000 cm−1. In the computations absorption
by water vapour, CO2, ozone, N2O, CH4, CFC-11, CFC-12, CFC-22, aerosols, as well
as clouds are considered.

With the vertical resolution used in this study (39 levels up to 0.01 hPa), the model
does not produce a Quasi-Biennial Oscillation (QBO) by itself. Therefore, a QBO nudg-5

ing is applied by a linear relaxation of the zonal winds in the equatorial stratosphere
(Giorgetta et al., 1999). The model assimilates the input data between 20◦ N to 20◦ S
in the horizontal and from 90 hPa up to 3 hPa in the vertical. ECHAM5 also includes
a river run-off scheme (Hagemann and Duemenil, 1998; Hagemann and Duemenil-
Gates, 2003) and simplified glacier calving, in the way that snow falling on ice sheets10

is instantaneously transferred to the next ocean grid cell.
Chemistry-climate coupling: MEZON and MA-ECHAM5 are coupled by the three di-

mensional temperature field and the radiative forcing of the different greenhouse gases
(H2O, O3, CH4, N2O, and CFCs).

SOCOL: in the chemical module, 31 chemical species can react together via 14015

gas-phase-, 46 photolysis-, and 16 heterogeneous reactions. The latter appear either in
or on aqueous sulphuric acid aerosols as well as on three types of Polar Stratospheric
Clouds (PSCs), i.e., on supercooled ternary solution (STS) droplets, water ice, or nitric
acid trihydrate (NAT).

For SOCOL, the SW radiation code of MA-ECHAM5 has been modified in several20

aspects. In MA-ECHAM5 variations in the solar forcing are considered by variations in
the total solar irradiance (TSI), the ratio of the irradiance in the six SW bands to the
TSI, however, is fixed. SOCOL directly uses the spectral solar irradiance (SSI) as input
for the six bands and, therefore, allows for a change in the spectral composition. As the
absorption of radiation by oxygen and ozone in the Lyman-alpha, Schumann–Runge,25

Hartley, and Higgins bands is only partially included in MA-ECHAM5, missing heating
rates are parametrized using an approach similar to Egorova et al. (2004).

The time step for the dynamical processes and physical parametrizations in the
model is 15 min with a spectral truncation of T31. However, to reduce the high
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computational demand of the chemistry module, the chemical routines are called –
simultaneously to the full radiative transfer calculations – every two hours. Over the
two hour interval the heating rates are estimated based on the 2 hourly radiative trans-
fer calculations and the solar angle that is calculated at every time step.

Precipitation of energetic particles into the atmosphere is simulated by different5

parametrizations for galactic cosmic rays (GCR), low energetic electrons (LEE) and
solar energetic proton (SEP) events (Calisto et al., 2011; Rozanov et al., 2012). The
routines are designed in such a way that from the known ionization rate distributions,
a certain amount of N (GCR, SPE, LEE), NO (GCR, SPE, LEE) and OH (GCR, SPE)
is produced.10

Additionally to the interactive chemistry mode the chemistry module can be deacti-
vated. In this case prescribed three dimensional ozone concentrations are used for the
radiative transfer calculations. These ozone concentrations can origin from a model
simulation with interactive chemistry. By forcing the model with ozone concentrations
directly on the model grid, errors related to the vertical interpolation can be avoided.15

In contrast to many other models, SOCOL does not use zonally averaged ozone con-
centrations, as this leads to significant biases in the stratospheric climate and also af-
fects tropospheric dynamics (Waugh et al., 2009). Zonally averaged ozone forcing also
might influence the propagation of planetary waves (Gabriel et al., 2007). In the setup
without interactive chemistry the model version is nearly identical to MA-ECHAM5, ex-20

cept for the modification related to the SSI forcing mentioned above. Furthermore, the
additional heating by absorption in the Lyman-alpha, Schumann–Runge, Hartley, and
Higgins band is by default deactivated. Despite the small differences to MA-ECHAM5,
these modifications lead to a significant change in the simulated climate.

MPIOM: the oceanic component consists of the ocean model MPIOM (Marsland,25

2003; Jungclaus et al., 2006) including a sea-ice component. It uses an Arakawa C grid
with the North Pole shifted to Greenland and the South Pole centred over Antarctica.
Shifting the poles towards land surfaces avoids numerical singularities at the North Pole
and allows a higher resolution in the deep water formation regions in the North Atlantic.
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The grid has a nominal resolution of 3◦, that varies between 22 km near Greenland
and 350 km in the tropical Pacific. In the vertical the grid is divided into 40 levels with
decreasing resolution from the surface to the bottom. The time step of the calculations
in the ocean model is 144 min in this setup.

Atmosphere–ocean coupling: both components, the atmosphere and the ocean, are5

coupled every 24 h using the OASIS3 coupler (Budich et al., 2010; Valcke, 2013). For
each day the coupler transfers momentum, heat, and freshwater fluxes from the atmo-
sphere to the ocean and sea surface temperatures (SST), sea ice, snow cover on sea
ice, and momentum to the atmosphere. No flux correction is needed in the coupling
process.10

2.2 Experiments

To assess the influence of the interactive chemistry on the climate state a 1400 year
long 1600 AD control simulation with interactive chemistry (CHEM) is compared to
a simulation under the same set of boundary conditions, but without interactive chem-
istry (NOCHEM). Furthermore, an ensemble of transient simulations, i.e., with varying15

boundary conditions, covering the period 1600–2000 AD is performed. An overview of
the experiments used in this study is given in Table 1.

2.2.1 Control simulations

For the control experiment, SOCOL uses a horizontal resolution of T31 (approx.
3.75◦ ×3.75◦) and 39 vertical levels, resolving the atmosphere up to 0.01 hPa (approx.20

80 km). The ocean component is branched of from the initial conditions of a transient
millennium simulation with the MPI–ESM (ECHAM5–MPIOM with additional models for
the land and ocean carbon cycle) for the year 1600 AD (Jungclaus et al., 2010). The
atmospheric and chemistry components are initialized from scratch.

The control simulation is performed as time-slice experiment and all forcings are held25

constant at 1600 AD conditions (CO2: 276.4 ppm, CH4: 692.7 ppb, N2O: 269.0 ppb),
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except for the volcanic aerosol forcing, where the unperturbed year 1599 is chosen.
For the land-surface boundary condition the forcing from the ECHAM5 package is used,
representing present day values (Hagemann, 2002). The QBO-nudging uses an ideal-
ized QBO cycle based on Brönnimann et al. (2007), to avoid an unrealistic dominance
of a westerly or easterly QBO phase.5

The oceanic component of SOCOL-MPIOM is initialized using restart files from the
coupled system ECHAM5–MPIOM. However, when assuming a total solar irradiance
(TSI) of 1367 Wm−2 (as in ECHAM5–MPIOM) the new SOCOL-MPIOM experiences
a positive temperature drift that requires a tuning of the model. As tuning parameter the
value of the TSI is chosen. To estimate the optimal tuning value for the TSI, a number10

of 200 year experiments with constant TSI reductions chosen between from 0 Wm−2 to
−18 Wm−2 relative to the 1368 Wm−2 reference value is performed. All experiment are
forced by constant 1600 AD boundary conditions and started from the same initial state.
The simulations with the smallest temperature drift is continued for another 1200 years
and used as control simulation in this publication. It is forced by a solar constant of15

1355 Wm−2. This value is meant to represent 1600 conditions. With the solar forcing
reconstruction of Shapiro et al. (2011), which is used in the transient simulations (see
below), this corresponds to a TSI of 1358.7 Wm−2 for the year 1990. The new TSI
value used for SOCOL-MPIOM therefore agrees reasonably well with the most recent
TSI estimate of 1360.8±0.5 Wm−2 (Kopp and Lean, 2011).20

To assess the influence of the chemistry module on the climate state and variability
a second control experiment without interactive chemistry is performed (NOCHEM).
This simulation is branched off 1178 years after the start of the interactive simulation.
The length of this experiment is 222 years. Both simulations are driven by the same
forcings and boundary conditions, except for the forcings specific for the chemistry25

module, which are not considered in NOCHEM. Furthermore, ozone values need to
be prescribed in NOCHEM in order to consider the effect of ozone in the radiation
scheme. Here, a 4 dimensional, daily ozone climatology calculated over the simulation
years 1178 to 1399 (length 222 years) of CHEM is used.
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The control simulations are needed to (a) assess a potential underlying temperature
drift due to the coupling of the model components, (b) as initial conditions for the tran-
sient simulations, and (c) to characterize the role of the interactive chemistry module
on the climate. Due to the high computational demand of the chemistry computations
and the slow adjustment time of the ocean it was not possible to perform a second5

control simulation for 1990 conditions, as it is usually done in model evaluation studies.

2.2.2 Climate sensitivity experiments

The climate sensitivity of SOCOL-MPIOM is analysed by two types of experiments
(Table 1).

The transient climate response (TCR) is estimated using an experiment with 1 %yr−1
10

CO2 increase until a doubling of the CO2 concentrations is reached (Cubasch et al.,
2001). The TCR is then defined by the global mean temperature change in the 20 yr
period around the year of the doubling of the CO2 concentrations.

Furthermore, we estimate the equilibrium response of the model following the ap-
proach by Gregory et al. (2004). Therefore, the coupled model is forced by an instan-15

taneous quadrupling of the CO2 concentrations and the equilibrium climate sensitivity
(ECS) is estimated based on a linear relationship between the TOA radiative flux and
the global mean surface air temperature after a simulation length of 150 years.

Both experiments are initialized using 1990 conditions from the transient simulation
M1. All other forcings are constant at 1990 level. The underlying positive temperature20

drift is assessed by a reference simulation without changing CO2 concentrations. The
temperature increase is then calculated relative to this experiment.

Finally, the influence on the interactive chemistry on the TCR is analysed using a sec-
ond TCR experiment, where the chemistry module is disabled. The ozone climatology
for this simulation is based in the simulated ozone in the 1990 reference experiment.25
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2.2.3 Transient simulations

A set of four transient simulations for the period 1600–2000 AD is started from ini-
tial conditions of the CHEM control simulation using SOCOL-MPIOM with interactive
chemistry. An overview of the external forcings is given in Fig. 1. Greenhouse gas
(GHG) forcings (CO2, CH4, and N2O) are taken from the PMIP3 database (Etheridge5

et al., 1996, 1998; MacFarling-Meure, 2004; Ferretti et al., 2005; MacFarling-Meure
et al., 2006). Emissions of ozone depleting substances (ODS) are based on the histor-
ical concentrations from the CMIP5 database.

For the solar forcing reconstructed spectral solar irradiance (SSI) values from
Shapiro et al. (2011) are used, which are shown as total solar irradiance (TSI) in Fig. 1.10

The reconstruction of Shapiro et al. (2011) is based on the solar modulation potential
derived from 10Be measurements in polar ice cores. In comparison to many other state-
of-the-art solar forcing reconstructions, this reconstruction is characterized by a larger
amplitude (Schmidt et al., 2012). The TSI difference between the Maunder Minimum
(end of the 17 century) and present day is in the order of 6±3 Wm−2. To consider15

larger and smaller variations, we created two SSI datasets both covering the uncer-
tainty range of the reconstruction. The larger amplitude forcing represents the mean
estimate of 6 Wm−2 (dashed line in Fig. 1), the second forcing with 3 Wm−2 amplitude
(solid line) represents the upper boundary of the uncertainty of the SSI reconstruction.
The two solar forcing scenarios will be referred to as L (large) and M (medium) in the20

following. Note that compared to other recent estimates a TSI difference of 3 Wm−2 be-
tween Maunder Minimum and present day is still considered to be large. In Steinhilber
et al. (2009) for example the forcing difference between Maunder Minimum (MM) and
present day is only 0.9±0.4 Wm−2.

The SW radiation scheme in SOCOL has been modified in comparison to the original25

scheme distributed with ECHAM5. In the original ECHAM5 the SW spectra is divided
into 6 spectral intervals and the TSI is distributed over the six spectral bands using fixed
ratios. In the SW scheme of SOCOL the solar energy input can be prescribed for each
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band individually. This allows for a different variability in different spectral intervals. The
differences in the spectral partitioning between SOCOL and ECHAM5 are pronounced,
when the spectral solar reconstruction of Shapiro et al. (2011) is used (Fig. 1 b). In the
UV region (< 440 nm), considerably less energy is available in SOCOL (differences>
6 Wm−2 in UV2), but the multi-decadal scale variability is larger. Between the Maunder5

Minimum and the following period of high solar activity around 1780, the differences
reach up to 6 Wm−2. In the visible band (440–690 nm) a higher energy input is assumed
in SOCOL, which explains the positive temperature bias in SOCOL-MPIOM compared
to the ECHAM5–MPIOM that required the tuning of the model (see above). Differences
in this spectral interval are in the order of 15 Wm−2. Between 690–1190 nm and 2380–10

4000 nm, the energy input is again larger in ECHAM5 (+5.5 Wm−2 and +4.5 Wm−2,
respectively), for the interval 1190–2380 nm larger SSI values are found in SOCOL
(+3.5 Wm−2).

Other solar related forcings, like photolysis rates for the chemistry or the input for the
parametrizations of the additional heating by oxygen or ozone absorption, are gener-15

ated based on the SSI data set.
Four experiments are performed with two sharing the same solar forcing. We refer to

the experiments as L1 and L2 for the large amplitude solar forcing and M1 and M2 for
the medium amplitude solar forcing in the following. All other forcings are identical in
the four simulations. The experiment M1 and M2 are initialized using restart files for the20

ocean and the atmosphere from the CHEM simulation (model year 450 and 500). To
produce the initial conditions for L1 and L2 a second control simulation is performed.
This experiment is identical to CHEM, with the only difference of an lower solar forcing,
which is reduced by the forcing difference between the medium and the large amplitude
solar forcing for the year 1600 (Fig. 1). From this control simulation, the restart files are25

also extracted for model year 450 and 500.
The stratospheric aerosols (Fig. 1) used in the simulations are described in Arfeuille

et al. (2014). Aerosol optical properties (spectrally dependent) for the radiation scheme
and surface area density information for the chemistry scheme are calculated offline
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using a microphysical aerosol model AER (Weisenstein et al., 1997) and stratospheric
aerosol mass information from ice cores (Gao et al., 2008).

Tropospheric aerosols are based on CAM3.5 simulations with a bulk aerosol model
driven by fixed SSTs and the 1850–2000 CMIP5 emissions (S. Bauer, personal com-
munication, 2011). Before 1850, the aerosol concentrations are scaled by the world5

population except for 10 % of the presumed 1990 biomass burning aerosols which are
considered natural.

The emissions of CO and NOx are based on the historical CMIP5 data sets which are
available from 1850 onwards. Before 1850 the anthropogenic fraction is scaled linearly
with world population. The biomass burning emissions are assumed to be constant10

over time. Emissions from shipping are projected linearly back to 1800, before 1800
the emissions are set to zero.

The lower boundary condition over land (land surface data) is kept at present day
values as in the control simulation (Hagemann, 2002). For the QBO nudging, the QBO
reconstruction from Brönnimann et al. (2007) is included, which is extended back in15

time to cover the full period 1600–2000. For this backward extension an idealized QBO
cycle and annual cycle is assumed.

The cosmic ray intensity is reconstructed based on the solar modulation potential
(Steinhilber et al., 2008). Available observations for solar proton events (SPE) are used
for the periods 1963–2008 (Jackman et al., 2009). Before 1963 SPEs are randomized20

using a return-period based analysis of the last 45 yr, and weighted with the Ap index,
an index of the geomagnetic activity. The NOx influx, finally, is reconstructed based on
the Ap and the Aa index, which are themselves reconstructed using sunspot numbers
(Baumgaertner et al., 2009). Paleo-magnetic datasets (C. Finlay, personal communi-
cation, 2010) are applied to the model in order to take into account the geomagnetic25

dependency of the ionization.
In the analysis all transient simulations are detrended by subtracting the underlying

positive trend estimated from the control simulation.
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2.2.4 Sensitivity simulations

The contributions from different external forcings to the temperature increase from 1850
to 2000 is assessed by a set of sensitivity experiments (Table 1). In these simulations
specific forcings are held either constant at pre-industrial levels or prescribed in a tran-
sient way. All simulations are initialized in the year 1840 using the atmospheric state of5

the transient simulation M1.
For these sensitivity experiments, the version of SOCOL-MPIOM without interac-

tive chemistry is used. This setup allows us to use fixed ozone concentrations at pre-
industrial levels or to prescribe the simulated ozone from the transient simulations as
forcing. In this way the radiative effect of the simulated ozone changes can be as-10

sessed. The following forcings are considered:

– SOLAR: solar forcing with medium amplitude. In this experiment the increase in
TSI since 1900 is 1.7 Wm−2 (TOA).

– GHG: For this experiment only the major GHGs (CO2, CH4, and N2O) increase
(see Fig. 1 a), except for CFCs.15

– AERO: Only stratospheric and tropospheric aerosols change.

For these three experiments ozone concentrations are held constant at pre-industrial
levels.

– OZONE: In this experiment only ozone is used as time varying forcing. The ozone
concentrations used as forcing are extracted from M1, but the concentrations in20

the other three transient experiments are very similar.

– FULL: All major forcings (solar, GHGs, aerosols, ozone) are included in this sim-
ulation.

For each forcing combination a single experiment is performed. The forcing from
CFCs are not considered in the sensitivity experiments.25
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2.3 Observational data sets

To evaluate the simulated climate variables different observational data sets are used
throughout this study.

The stratospheric temperatures and dynamics in the control simulation are compared
to the two reanalysis products ERA40 (Uppala et al., 2005) and ERA Interim (Dee et al.,5

2011) from the European Centre for Medium Range Weather Forecasts (ECMWF).
ERA40 covers the period 1957–2002, while for ERA Interim the years 1979–2013 are
considered.

The simulated temperature increase since the second half of the 19 century is com-
pared to two global surface air temperature data sets and a reanalysis product. The10

Goddard Institute for Space Studies Surface Temperature analysis (GISTEMP) con-
tains a spatial land and ocean surface temperature analysis for the period 1880–2013
(Hansen et al., 2010). The data set is solely based on instrumental records from mete-
orological stations, ships, buoys, and other. The data from land stations are corrected
for urban heat island effects using satellite observations. SSTs are based on the NOAA15

data set ERSST (Smith et al., 2008). The second temperature data set is from the Cli-
matic Research Unit at the Hadley Centre of the UK Met Office (HadCRUT4). It is also
based on instrumental temperature records and covers the period 1850–2013 (Brohan
et al., 2006). HadCRUT4 makes use of the SST data set HadSST3 for the conditions
over oceans (Kennedy et al., 2011).20

Additionally, we use the 20 century reanalysis (20CR; Compo et al., 2011). By as-
similating only sea level pressure, SST and sea ice informations (HadISST; Rayner
et al., 2003) as boundary conditions, 20CR generates a physically consistent, three
dimensional picture of the atmosphere with high temporal resolution. 20CR contains
56 ensemble members, to consider uncertainties in the boundary conditions. The re-25

analysis covers the period 1871–2010.
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3 Pre-industrial model climatology and imprint of atmospheric chemistry

In this section, the mean climate state and the most important variability patterns in
a pre-industrial (1600 AD) control simulation of SOCOL-MPIOM is described and the
difference between a simulation including interactive chemistry (CHEM) and a simula-
tion without interactive chemistry (NOCHEM) is analysed.5

The development of the global mean 2 m air temperature in the control simulation
CHEM is shown in Fig. 2. Despite the tuning approach described above, the sim-
ulation is still dominated by a continuous positive drift of 0.037 ◦C/100 yr, averaged
over the last 500 simulation years. The temperature trend is slightly larger in the SH
(0.038 ◦C/100 yr) than in the NH (0.036 ◦C/100 yr) and stronger over land than over the10

ocean.
For the last 500 years, the largest positive temperatures trends are found in the polar

regions, especially in the Barents and the Weddell Seas (Fig. 2). Here, the overall
positive drift affects the sea ice edge, which amplifies the temperature trends. Clearly,
the warming of the atmosphere near the surface influences also the state of ocean. On15

all levels, down to the deep ocean a positive temperature trend is present, reaching,
e.g., 0.05 ◦C/100 yr at depth around 3500 m.

In the common 222 yr period the global mean 2 m air temperature in CHEM and
NOCHEM is very similar, besides some variations related to the model’s internal vari-
ability (Fig. 2c and d). This confirms that the interactive chemistry does not affect the20

model equilibrium. Furthermore, the drift in the 2 m temperatures is no longer signifi-
cant in this 222 yr period. Still, the oceanic temperatures are not in equilibrium.

With an average value of 14.45 ◦C for CHEM the simulated global mean tempera-
ture is higher than the pre-industrial observed mean over 1850–1890 of 13.7±0.2 ◦C
(Brohan et al., 2006). However, the value is similar to the global mean temperature in25

the MPI-ESM based on ECHAM5 and MPIOM (Fig. 4 in Mauritsen et al., 2012). From
the ongoing temperature drift it can be assumed that the model has not reached equi-
librium so far. The top-of-the-atmosphere (TOA) radiation balance is still characterized
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by a positive imbalance of 1.6 Wm−2, averaged over the last 100 years of the simula-
tions. However, most climate models do not exactly conserve energy (Mauritsen et al.,
2012). Nevertheless, compared to the MPI-ESM, which has an imbalance of approxi-
mately 1 Wm−2, the temperatures are likely to adjust further, even after 1400 years of
simulation.5

In the following the differences in the mean climate and the variability between CHEM
and NOCHEM for different variables and components of the climate system is pre-
sented.

3.1 Stratospheric changes with interactive chemistry

3.1.1 Ozone variability10

A detailed evaluation of the chemistry in SOCOL3 is given in Stenke et al. (2013b).
Here, we focus only on the simulated variability in stratospheric ozone concentrations
and their possible influence on the climate variability. The main difference between
CHEM and NOCHEM is the fact that ozone concentrations vary on all time scales
in CHEM, whereas NOCHEM is driven by an ozone climatology, which represents the15

climatological annual cycle and therefore does not contain any variability on time scales
shorter than one day and longer than one year.

The time series of global mean ozone mixing ratios at different pressure altitudes
reveal that variability takes place on different time-scales, from day-to-day up to the
decadal scale. A pronounced and significant 2.3 yr periodicity is found, which is the20

QBO imprint on the ozone chemistry.
In the zonal mean perspective the largest variability is found in the tropics at the al-

titude of the concentration maximum (Fig. 3). Secondary maxima occur in the lower
stratosphere in both polar regions. The normalized variability (Fig. 3) is more pro-
nounced in the polar stratosphere of both hemispheres compared to the tropics.25

Variability in the troposphere and mesosphere is in general very small and is only
reflected in the normalized anomalies. The variations are more pronounced on the
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intra-seasonal scale (not shown), where for the NH polar stratosphere, the variability in
the winter season (DJF) ozone concentrations exceeds 10 %. The variability in the ver-
tically integrated total column ozone reflects the pattern found for the zonal averages
(not shown). The northern and southern polar regions are characterized by the highest
interannual variability, while the variability in the north is larger than in the south. In5

the Arctic, variability is particularly pronounced in the boreal winter and spring season.
Over Antarctica, larger variances are found mainly during austral spring.

3.1.2 Temperatures

The seasonal zonal mean differences in the air temperature between CHEM and
NOCHEM are presented in Fig. 4a.10

The largest temperature differences are found in the mesosphere, where CHEM is
more than 3 ◦C warmer. These differences are most pronounced in the summer season
of the corresponding hemisphere. In the upper and middle stratosphere the tempera-
tures are significantly higher at latitudes between 30◦ and 50◦ on both hemispheres and
significantly lower in polar regions. The positive differences are below 0.6 ◦C and do not15

show a clear seasonal variation. The negative differences in the lower stratosphere are
most pronounced and significant during winter and spring and reach up to −1.5 ◦C.

The higher mesospheric and upper stratospheric temperatures in CHEM are result
of different processes. In SOCOL-MPIOM with interactive chemistry a parametrization
of the absorption of radiation by oxygen and ozone in the Lyman-alpha, Schumann–20

Runge, Hartley, and Higgins bands is included. This effect creates additional heating
in the higher atmosphere, which is not included in NOCHEM. Tests show that this
parametrization is responsible for a pronounced heating of the higher atmosphere,
especially in summer. In the annual average the temperature is up to 7 ◦C warmer and
the effect is visible at all latitudes in the mesosphere and upper stratosphere. Therefore,25

an additional negative signal in the mesosphere is needed to create the pattern shown
in Fig. 4.
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One mechanism that is responsible for colder conditions in the higher atmosphere in
the case of the setup with interactive chemistry is found in the interactions between the
chemical module and the SW radiation scheme. In NOCHEM ozone concentrations are
prescribed as a daily climatology, whereas ozone in CHEM varies from time step to time
step. In the mesosphere ozone undergoes a pronounced diurnal cycle. During daytime5

ozone is destroyed by UV radiation and in the night the transport of ozone enriched
air from lower levels leads to an increase in the ozone concentrations. Differences
between night and day reach up to 15 %. Consequently, the highest model levels in
CHEM are colder during daytime, but this cooling can not be compensated at night.
The diurnal cycle of the ozone concentrations in the mesosphere has a cooling effect10

of around 5 ◦C, which is largest at 30◦ N and 30◦ S.
Additional differences between CHEM and NOCHEM are found in the water vapour

concentrations (not shown). In the NOCHEM configuration the only source of water
vapour in the stratosphere and mesosphere is the transport from the troposphere. With
interactive chemistry water vapour is also produced by the oxidation of CH4. Large15

differences in the specific humidity between NOCHEM and CHEM are found in the
summer hemisphere and at altitudes above 40 km, where the values differ by up to
37 %. The higher water vapour mixing ratios in CHEM lead to a cooling of the higher
atmosphere between 60◦ S and 60◦ N. In the annual mean the maximum anomalies are
in the order of 1 ◦C. Contrary to Maycock et al. (2011) who reported a maximum cool-20

ing in the lower stratosphere after a uniform increase of the stratospheric water vapour,
the cooling effect in SOCOL-MPIOM is strongest in the upper stratosphere and meso-
sphere. This is probably related to the fact that the water vapour difference between
CHEM and NOCHEM are not uniformly distributed and reach the largest differences in
the higher stratosphere.25

Further tests for the parametrization of GCR, LEE, and SEP events show that these
parametrizations does not substantially affect the atmospheric temperatures.
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3.1.3 Dynamics

The differences in the zonal wind component reflect the changes in the meridional tem-
perature gradients (Fig. 4b). Both polar vortices are significantly strengthened during
winter and spring in the case of the simulation with interactive chemistry. With this
vortex intensification, the colder conditions in CHEM in the SH and NH polar strato-5

sphere can be understood: a stronger vortex isolates the air masses over the poles
and prevents the meridional transport of warmer air into the vortex centre. Both differ-
ences, the temperature and the zonal wind speed, are larger in the SH. In the summer
hemisphere, the changed temperature gradient forces a strengthening of the easterly
circulation at mesospheric levels.10

A comparison between model results and observations for the zonal wind component
at 50 hPa in the boreal winter season is given in Table 2. Similar to Driscoll et al. (2012),
we average over the tropical latitudes (30◦ S–30◦ N) and the northern mid latitudes
(55◦ N–65◦ N) and compare to against the reanalysis products ERA40 and ERA Interim,
covering the period 1957–2002 and 1979–2013, respectively.15

In the tropical latitudes the average wind conditions and the standard deviation are
lower compared to the values in ERA Interim. However, SOCOL-MPIOM agrees much
better with ERA Interim than the CMIP5 models evaluated by Driscoll et al. (2012),
which can be attributed to the QBO nudging implemented in the model. No signifi-
cant difference is found between CHEM and NOCHEM for the tropical indices. For the20

northern polar night jet the difference between CHEM and NOCHEM becomes slightly
larger, illustrated by stronger zonal wind in winter for CHEM. The differences are not
very large (0.6 ms−1), but statistically significant. The variability in the daily mean zonal
wind component does not differ significantly between CHEM and NOCHEM. Compared
to ERA Interim SOCOL-MPIOM simulates higher zonal winds with a slightly lower stan-25

dard deviation. Still, the agreement is better than in most CMIP5 models evaluated
by Driscoll et al. (2012). In particular this agreement is notable, since earlier studies
suggested that the underestimation of stratosphere–troposphere coupling events after
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tropical volcanic eruptions may be related to a too strong and too stable northern polar
vortex in many GCMs (Stenchikov et al., 2006; Driscoll et al., 2012). Although the differ-
ent climate states, pre-industrial control vs. late 20 century, might bias the comparison
there is confidence that SOCOL-MPIOM simulates wind conditions in the tropical and
northern high latitudes reasonably well. Furthermore, the comparison between CHEM5

and NOCHEM reveals an influence of interactive ozone chemistry on the mean inten-
sity of the winter northern polar vortex.

The stability of the northern polar vortex is closely related to sudden stratospheric
warming events (SSW). Major SSWs are stratospheric extreme events, in which the
westerly flow during winter time is reversed and a strong warming in the polar strato-10

sphere can be observed. SSW events in the NH are associated with a “break down” of
the polar vortex and are consequently also reflected in the NAM. Via stratosphere–
troposphere interactions, SSW events influence the storm-track activity (Thompson
and Wallace, 2001; Breiteig, 2008) and the increase of blocking situations (Woollings
et al., 2010). Here we assess the ability of SOCOL-MPIOM in simulating of SSWs and15

possible influences of the interactive chemistry on the frequency of SSWs. Again, we
use the two reanalysis products from the ECMWF and compare them to the values
from the two pre-industrial control simulations. SSW events are based on the defini-
tion of Charlton and Polvani (2007). The central date of an event is defined as the day
during the months November to March when the zonal mean wind component at 60◦ N20

and 10 hPa changes from westerly to easterly direction. The following 20 days after
the onset of an event are excluded from the analysis to avoid double counting single
events. Final warming events at the end of the winter season are excluded by an addi-
tional constraint demanding that the last events need to be followed by at least 10 days
with westward wind conditions before the end of April.25

The total number of SSW events per winter is similar to ERA 40 and ERA Interim (Ta-
ble 3). During the winter months SOCOL-MPIOM simulates a too uniform distribution
of SSWs. In the reanalysis a clear maximum is found in January (ERA 40) or February
(ERA Interim), whereas both experiments simulate a minimum of events in January.
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Note that the difference between ERA 40 and ERA Interim is due to the different pe-
riods, in the common period 1979–2002 the difference is negligible. With interactive
chemistry less SSW events are simulated, which may be related to the stronger polar
vortex in CHEM.

Note that this more realistic simulation of SSWs is a major improvement to earlier5

versions of SOCOL (Fischer et al., 2008) and is attributed to a better representation of
the stratospheric temperatures in the polar regions in winter and spring (Stenke et al.,
2013b).

In the NOCHEM simulation, the ozone forcing is implemented in terms of a four di-
mensional ozone climatology, representing the average annual cycle at each grid point.10

Any interannual variability in the ozone mixing ratios is excluded by this approach. This
may affect different physical variables of the atmosphere and reduce their variability on
interannual time scales.

Changes in the interannual variability of the zonal mean temperatures and zonal
winds are described in the following. Therefore, the ratio of the two variances, i.e.15

var(CHEM)
var(NOCHEM) is calculated. A ratio of 1 corresponds to no change, values< 1 (> 1) to
a reduction (increase) of the variance with interactive chemistry. Results for the sea-
sonal averages are shown in Fig. 4. The highest variability in the zonal wind is found in
the tropical stratosphere for all seasons (contours). This pattern is related to the QBO.
Secondary maxima of the variability are found in the NH during DJF and MAM, related20

to the winter polar vortex. In the SH the variability of the polar vortex is lower, i.e., the
vortex is more stable in the winter months. Still, a second maxima is found for austral
spring in the vortex region. In the NH, the variability in the winter vortex is enhanced in
the southern part of the vortex and reduced in the centre of the vortex with interactive
chemistry. A slightly lower variability in the centre may be related to the overall stronger25

vortex and is also reflected in the lower number of SSW events. The increasing vari-
ability in the mid-latitudes could be related to the chemistry, however, the differences
are marginally significant. A significant increase in the variability in the northern polar
vortex is found for the boreal spring season. In the SH, the low variability in the winter
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polar vortex is slightly (albeit significantly) higher in winter, but reduced in the following
spring season.

In summary, the largest differences between the simulation with and without inter-
active chemistry are only indirectly related to the chemistry. With interactive chemistry
the absorption of oxygen and ozone in different wavelength bands leads to enhanced5

heating rates in the upper atmosphere. This warming is compensated by interactions
between the diurnal cycle of mesospheric ozone and the SW radiation scheme. Fur-
thermore, the stratospheric water vapour concentrations are considerably lower, since
an important source of water vapour (CH4 oxidation) is not considered in the model.
These differences affect the temperature distribution, the wind field and the polar vor-10

tices. However, the overall differences in the stratospheric climate are small.

3.2 Tropospheric and surface changes

In the troposphere, significant temperature differences are only found during the aus-
tral spring season in the southern high latitudes below 250 hPa (Fig. 4). The warming is
related to differences in the cloud cover between CHEM and NOCHEM. During austral15

winter and spring significantly more clouds are formed in CHEM, with differences up
to 20 % in the vertical integrated total cloud cover. The additional clouds are mainly
limited to areas southward of 60◦ S and altitudes between 250 and 100 hPa, cover-
ing the lower stratosphere and upper troposphere. These clouds are a consequence
of the higher stratospheric water vapour concentration due to the oxidation of CH4 in20

the chemistry module. Under the cold conditions of the polar night, the available water
vapour condenses to ice clouds, which absorb and reflect a fraction of the outgoing
longwave radiation and warm the air column below. The clouds are formed during the
winter season and reach their largest coverage in August. Similarly, the radiation bal-
ance changes in time and the temperature anomaly peaks in August. The tropospheric25

temperature anomaly is therefore still weak and not significant during austral winter,
but has a clear and significant impact on the temperatures in austral spring.
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A similar effect is found in the NH for the boreal winter. However, here the effect is
smaller, since the cooling in the polar stratosphere is smaller over the Arctic than over
Antarctica and less clouds are formed.

Differences in the tropospheric zonal mean wind reveal a more heterogeneous pat-
tern. In the SH, the reduced meridional temperature gradient in spring causes a shift5

of the westerlies to the equator, with a significant reduction in the south and (insignifi-
cant) increases in the north. However, during austral summer and autumn the westerly
circulation is stronger in the south (sign. in MAM). In the NH, a significant weakening
of the westerlies at high latitudes is also found for MAM together with a strengthening
in summer.10

At the surface the differences between CHEM and NOCHEM are smaller and only
a few significant changes are found (Fig. 5). In the Barents Sea, higher temperatures
in CHEM are present during the entire year and related to less sea ice (Fig. 5). The
variability in the sea ice cover in the Barents Sea is in general very large. The sea
level pressure or wind patterns reveal no consistent changes that may help to explain15

the differences. Differences between CHEM and NOCHEM in this region are therefore
probably related to internal processes in the ocean that modulate the inflow of warm
Atlantic water into the Barents Sea basin and, consequently, the sea ice cover and the
surface temperatures.

In the SH high latitudes, the higher temperatures in CHEM during austral spring is20

obviously related to the cloud cover differences as explained above. In the Southern
Ocean, between Australia and Antarctica a cooling is present during the entire year.

In the North Atlantic sea level pressure (SLP) significantly increases in CHEM com-
pared to NOCHEM (Fig. 5). In the North Pacific a significant reduction of the SLP is
found for MAM and a significant increase for the SON season. No significant changes25

are found for the SLP field in the SH, except for austral spring, which is related to the
temperature differences between CHEM and NOCHEM.

Besides changes in the mean climate, the missing interannual variability in the ozone
concentration may also influence the variability at the surface. However, the surface
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temperatures do not show a systematic and significant change in the variability for any
season (not shown).

The variance ratio between CHEM and NOCHEM of the SLP field is shown in Fig. 6.
In the NH, the centres of action that modulate weather and climate during the winter
months are the North Atlantic (Iceland low and Azores high) and the Aleutian low.5

No significant influence of the interactive chemistry in these highly variable regions is
found. During the other seasons, some significant changes are detected, but mainly
in regions with an overall low variability (e.g., in the tropics). The reasons for these
changes are unclear. In the SH mid- and high latitudes the variability is increased in all
seasons except autumn, however, the regions with significant increases change from10

season to season.
For the ocean no significant differences between CHEM and NOCHEM are found,

besides the above mentioned sea ice cover anomalies in the Barents Sea (not shown).
The ocean is therefore not affected by the interactive atmospheric chemistry.

In summary, the influence of the interactive chemistry in the troposphere is region-15

ally and seasonally limited. The largest difference between CHEM and NOCHEM, the
change in winter and spring climate over Antarctica, is related to the differences in
stratospheric water vapour concentrations between the two experiments. Significant
and consistent influences of the chemistry on the variability are rare.

3.3 Climate sensitivity of SOCOL-MPIOM20

The climate sensitivity is the temperature response after a perturbation in the radiative
forcing. Knowledge about the climate sensitivity of a model is crucial for the interpre-
tation of transient climate simulations past and future climates. Several methods can
be applied to estimate the climate sensitivity of a model. We focus here on two ap-
proaches, the transient climate response (TCR) and the equilibrium climate sensitivity25

(ECS).
In Fig. 7 both measures are compared to the TCR and ECS values of the CMIP5 en-

semble. With 2.2 K the TCR of SOCOL-MPIOM is in the range of the higher sensitivities
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of the CMIP5 ensemble. For the configuration without interactive chemistry, which is
forced by a perpetual 1990 ozone climatology a second double CO2 simulation lead
to the slightly larger TCR of 2.3 K. Hence, the interactive chemistry module has only
minor influences on the TCR of SOCOL-MPIOM. The ECS has been estimated from
the CO2 quadrupling experiments (Andrews et al., 2012). With 4.2 K it is also among5

the models with the high climate sensitivity. Still, the estimate is within the sensitivity
range from 1.5 to 4.5 K (Stocker et al., 2013).

In comparison to the MPI-ESM based on ECHAM5–MPIOM, the TCR is the same
but the ECS is considerably higher. For the IPCC AR4 Randall et al. (2007) reported
a TCR of 2.2 K and an ECS of 3.4 K, for a configuration with higher spatial resolution10

(T63L39 in the atmosphere and approx. 1.5◦ ×1.5◦ in the ocean). For a configuration
with the same spatial resolution in the atmosphere and the ocean, but a lower vertical
resolution in the atmosphere, Li et al. (2012) reported an ECS of 3.7 K. They also
showed that the approach by Gregory et al. (2004) might lead to an overestimation of
the ECS in the order of 10 % and proposed an improved methodology that takes the15

tendency of the deep-ocean heat uptake (ocean below 1500 m) into account. At the
end of the 150 year experiment, the heat uptake is clearly positive and the correction
proposed by Li et al. (2012) results in a lower value of 3.7 K, which corresponds better
with the estimate of Li et al. (2012). Still, the value is in the upper range of the CMIP5
ensemble.20

4 Transient climate simulations

In this section we present results from an ensemble of transient climate simulations
performed with the AOCCM SOCOL-MPIOM for the periods 1600–2000. Three peri-
ods will be analysed in detail focusing on the surface air temperature (SAT): the early
pre-industrial period with the two pronounced solar minima, namely the late Maun-25

der Minimum (MM, 1670–1699) and the Dalton Minimum (DM, 1800–1829), and the
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industrial period (1850–2000), which is highly influenced by anthropogenic emissions
of GHGs.

4.1 Temperature variability in the pre-industrial period

The NH mean temperature in the four transient simulations is compared to proxy recon-
structions in Fig. 8. The shading represent the probability range of the NH temperature5

variations based on multiple proxies (Jansen et al., 2007). Values are expressed as as
anomalies from the mean over the pre-industrial period 1600–1850. First the tempera-
ture variability in the pre-industrial period is assessed.

The simulations show both agreement and disagreement for certain periods. For
the entire pre-industrial period, the simulations exhibit pronounced multi-decadal scale10

temperature variations. On a decadal scales, the influence of volcanic eruptions on
these variations is large. In the 17 century, the first signal common in all simulations is
a temperature increase from the year 1600 onwards, which is related to the recovery
after the volcanic eruption in the first simulation year (1600, Huaynaputina). Also the
eruption in the year 1641 (Parker) is clearly visible in the simulations and the recon-15

structions. From 1650 onwards the negative trend in the solar forcing, leading into the
MM, becomes visible. The lowest MM values are reached approximately around the
year 1700, but the variability between the simulations is large. Although the large solar
forcing differences (up to 3 Wm−2) are not visible for the lowest values of the MM, the
effect of the solar forcing becomes apparent when the temperatures between the be-20

ginning and the end of the 17 century is compared (Table 4). For the first three vs. the
last three decades of the 17 century, the NH mean temperature is reduced by −0.34 K
and −0.40 K in L1 and L2, respectively, and by −0.24 K and −0.03 K for M1 and M2,
respectively. Contrary to the simulations, the MM is barely visible in the reconstruction
as the so called Little Ice Age starts before the 17 century. Using a different approach,25

but a similar set of temperature proxies for the NH, Frank et al. (2010) identified the
period 1601–1630 as the coldest 30 years of the last millennium. Consequently, no
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additional cooling can be found towards the end of the 17 century and the temperature
differences between 1600–1629 and 1670–1699 is +0.03 K.

It should be mentioned that the temperature variations in the MM may also be influ-
enced by the artificially stable 1600 AD conditions from the control run, which are used
to initialize the transient simulations. This may result in an unrealistic climate state at5

the beginning of the 17 century that complicates the comparison with the reconstruc-
tions.

With the end of the MM the NH mean temperatures start to increase again, follow-
ing the increasing trend in the radiative forcing from the sun. This increase is again
larger compared to the reconstructions and suspended for multiple years by several10

volcanic eruptions. The most prominent example is the temperature reductions after
the Katla eruption on Iceland (1755) and the eruption of Makian in Indonesia (1761),
which cause a pronounced NH cooling for several years, although their total aerosol
mass is relatively small (Gao et al., 2008). For the post MM temperature increase, the
differences between the two solar forcings are not very pronounced (Table 4) and for15

both solar forcings the temperature amplitudes are overestimated by a factor of 2 or
larger, in comparison to the reconstructions.

From 1800 onwards, the solar energy input decreases again with the onset of the
DM. This period is clearly dominated by the two volcanic eruptions 1809 (unknown)
and 1815 (Tambora) as well as the eruption pair 1831 and 1835 (Babuyan Claro and20

Cosiguina). For the DM the differences in the two solar forcing reconstructions (up to
2.5 Wm−2) are not reflected in the NH averaged temperatures and the agreement with
the reconstructions is better.

The internal variability is an important factor that complicates the identification of the
fingerprints of external forcings in the climate system. For climate models, the tech-25

nique of ensemble simulations allows to extract the forcing signal. To reliably exclude
any signal of internal variability, the number of simulations has to be sufficiently large.
An ensemble size of 2 is clearly too small to get robust estimates of the signals caused
by external forcings. Still, we average over each ensemble in the following to increase
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the signal-to-noise ratio. Using the two ensembles, L and M, we compare the spatial
patterns for the MM and the DM against the patterns found in reconstructions. As ref-
erence period, which should represent an undisturbed pre-industrial situation relative
to the two solar minima, the period 1770–1799 is selected. During these 30 years the
solar irradiance values are very similar in both forcing datasets and also comparable to5

present day values (Fig. 1). Furthermore, no large volcanic eruption took place. For the
solar minima, we select a 30 yr window roughly around the lowest TSI values, i.e. the
period 1670–1699 for the late MM and the period 1800–1829 for the DM. Anomalies for
these periods are compared to the spatial multi-proxy based temperature reconstruc-
tions of Mann et al. (2009).10

The reconstructed temperatures during the MM are stronger reduced in the NH than
in the SH, with the lowest temperatures over the North American continent and over
northern Europe (Fig. 9e). Weak positive anomalies are also found, but they are not
significant. Similar to the hemispheric mean time series, the cooling signal during the
MM is more pronounced in both ensembles (Fig. 9a and b). The simulated MM tem-15

perature anomalies are almost everywhere negative and significant. For the L-forcing,
the anomalies are slightly more pronounced than for the M-forcing, but the difference
is small, which agrees with the findings for the hemispheric means (Table 4).

For the DM, the reconstructed temperature pattern is similar to the MM, with a larger
cooling in the NH and the largest anomalies in North America and Scandinavia (Fig. 9f).20

Overall the cooling is weaker than during the MM. The simulated patterns are less ho-
mogeneous and the differences between the two ensembles are larger (Fig. 9c and
d). Nevertheless, both ensembles resemble the cold anomalies of the reconstruction.
Large areas of cold anomalies are found in the tropics and over the Barents Sea,
where sea ice increases (not shown). Despite the cold anomalies, significant warmer25

conditions are found in the Labrador Sea (M-forcing) or the North Atlantic (L-forcing),
which are not present in the reconstructions and may be related to internal variability
of the ocean circulation or a response of the Atlantic meridional overturning to the vol-
canic forcing (e.g. Mignot et al., 2011). Overall the agreement to the reconstructions is
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better for the DM than for the MM, although for both periods the simulated temperature
anomalies are more pronounced.

Note that for the NH hemispheric average (Fig. 8) the centennial variations in Mann
et al. (2009) are not very pronounced and represent mainly the median of Jansen et al.
(2007).5

Whereas the agreement during the DM is rather good, the MM temperature reduc-
tions are in the lowest probability range of the reconstructions. During the DM, tem-
perature reductions are dominated by several volcanic eruptions, but the solar forcing
reduction is less strong and shorter compared to the MM. Therefore, the influence of
the solar variability is probably more pronounced during the MM and better separated10

from volcanic signals, than in the DM. For L1 and L2 the solar signal is obvious in both
members during the MM. For M1 and M2 one member simulates nearly no cooling
during the MM, despite a forcing reduction of up to 3 Wm−2 for several decades. This
indicates that the internal variability of the climate system might compensate even large
variations in the external forcing.15

The relative contributions of the solar and the volcanic forcing for the temperature
variations during the DM is difficult to extract from the transient experiments. However,
using SOCOL-MPIOM Anet et al. (2013a, b) showed that the temperature reduction
in the DM is mainly related to the variability in the visible part of the solar spectrum
and volcanic eruptions. The UV variability is not important for the surface climate. The20

volcanic forcing cools the climate mainly in the tropics and is larger in the SH than in the
NH, which is related to the asymmetric distribution of the aerosol cloud of the Tambora
eruption.

4.2 Temperature trends after 1850

A significant anthropogenic influence on the global mean temperature starts at the lat-25

est with the beginning of the industrialization, i.e., approximately since the mid of the 19
century. Moreover, a sufficient number of instrumental based weather observations are
available since the mid 19 century so that it is possible to derive global mean surface
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temperatures (Brohan et al., 2006; Hansen et al., 2010) or to apply them in data assim-
ilation projects (Compo et al., 2011). For a climate model, the ability to reproduce these
observed temperature trends is crucial. Therefore, the simulated temperature develop-
ment since 1850 in the four transient simulations with SOCOL-MPIOM is described in
the following.5

4.2.1 Transient simulations

In the following the simulated surface air temperatures are compared to the observa-
tional data sets GISTEM and HadCRUT4 and to the 20 century reanalysis (20CR).

The global mean surface air temperature (SAT) increase is very similar in the two
instrumental records and in the reanalysis (Fig. 10a). Before 1900 no positive trend is10

visible in the global mean SAT. In all records, the temperature increase of the 20 century
is not continuous, but rather divided in two periods. The first increase is found between
1910 until 1940. This period is known as the early 20 century warming (Brönnimann,
2009). In 20CR this increase starts at the same time, but is slightly weaker. After 1940
the global mean temperature rise is reduced or even suspended for about two decades.15

Finally, from 1960 onwards a clearly positive temperature trend is found in all data sets.
In the instrumental records the temperature increase in the first half of the 20 century
and the cold period around 1950 are more pronounced than in 20CR.

The simulated mean SAT increase since 1850 is much stronger in all transient simu-
lations than in the observations. From around 1900 onwards temperatures increase20

more or less linear, with a slight acceleration after 1960. The surface temperature
trends are very similar in all four experiments. In particular, no substantial difference be-
tween model results obtained with medium and large amplitude solar forcing is found,
although the difference in the increase in the TSI values during the 20 century is up
to 1.7 Wm−2 (TOA). However, in the ocean heat uptake, the difference between the25

two forcings is clearly visible. Furthermore, stronger increases in the outgoing long-
wave radiation in the L simulations partly compensate the forcing difference. To reduce
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complexity, we concentrate on the medium solar forcing amplitude simulations in the
following.

The pattern of the temperature changes might help to identify differences to the
observed records. Furthermore, regions with pronounced temperature increase that
may be associated with positive feedbacks can be identified. Therefore, we compare5

the temperature difference between a 30 yr period at the beginning (1890–1919) and
at the end of the 20 century (1970–1999). The results are however not sensitive to the
exact choice of the periods and a trend pattern analysis also leads to similar results.

A comparison of the pattern of the SAT increase in the 20 century is given in Fig. 11.
In the observations significant positive temperature changes can be found over the10

entire globe, interrupted by regions without any changes or significant temperature re-
ductions. Over the oceans a warming is obvious almost everywhere. The largest tem-
perature increases are found in the Southern Ocean at mid latitudes, reaching around
2K100yr−1. In general differences between the records are small over the ocean. This
is to some degree expected, since, e.g., 20CR used the same SST records (HadSST)15

as HadCRUT4 as lower boundary condition. Over the continent, the pattern is spa-
tially more heterogeneous, but regions with significant positive temperature increases
are found on all continents. In 20CR regions with temperature reductions are more
pronounced than in the other two records.

In comparison to HadCRUT4 and GISTEMP the changes in the southern and in20

particular in the northern polar region are much stronger in 20CR. For 20CR it is known
that the Arctic temperature field suffers from a large, time-varying bias (Brönnimann
et al., 2012) and an incorrect sea-ice distribution (Compo et al., 2011). However, also
HadCRUT4 and GISTEMP are affected by a very low spatial and temporal coverage of
instrumental based observations in these regions. These caveats should be considered25

when comparing trend estimates for the NH and SH polar regions.
In the simulations the strong signal in the global mean temperature is also apparent

in the spatial pattern. The warming is too strong in many regions, and spatially very
uniform. In the northern polar region, some signals of polar amplification can be found.
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However, the differences in the global average are related to a strong and uniform
warming over the entire globe and not to an overestimated polar amplification.

The spatially uniform warming may be related to a specific forcing like GHG or solar.
The TCR of 2.2 K suggests a stronger temperature increase due to the anthropogenic
GHG emissions in the 20 century. Contrary, results from Anet et al. (2013c) showed5

that the model response to the future GHG increase (RCP 4.5) is comparable to other
CMIP5 models. In their experiments the temperature increase at the end of the 21
century (1.96±0.12 K) is well in the range of the CMIP5 ensemble (1.8±0.5 K, e.g.,
Knutti and Sedláček (2012)). Therefore, other forcings may contribute to the trend in
the 20 century and amplify it.10

4.2.2 Sensitivity to separated external forcings

The role of different forcings for the temperature trends since 1850 is evaluated using
a number of sensitivity simulations where one external forcing or a combination of
forcings is applied and the remaining forcings are held constant at pre-industrial levels
(Table 1).15

In doing so, the major GHGs, the solar activity, stratospheric and tropospheric
aerosols and simulated ozone changes are investigated. In the troposphere, ozone
concentration in general increased (Stevenson et al., 2013), whereas they are reduced
by the emission of ozone depleting halogens in the stratosphere (Staehelin et al.,
2001). Both changes have different effects on the radiation balance.20

The contributions of the different forcings to the temperature trends is assessed by
comparing the differences in the global mean temperatures between the two 30 yr pe-
riods defined above (1890–1919 and 1970–1999). The results are again not very sen-
sitive to the exact choice of these periods.

In the full forcing experiment the mean temperature increase agrees well with the25

increases found in the two transient simulations (Fig. 10b). This gives us confidence,
that the setup of the sensitivity experiments is able to reproduce the temperature be-
haviour, when all major forcings are considered. The major part of the temperature
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increase simulated by all forcings is explained by the GHG forcing (73 %). The solar
forcing (13 %) and the ozone trends (16 %) also contribute to the warming. The only
negative signal (−15 %) is related to stratospheric and tropospheric aerosols. All indi-
vidual forcings (solar, ozone, GHG, aerosols) add up to only 87 % of the full forcing
experiment, suggesting that additional positive feedbacks are involved in the case of5

the full forcing experiment (e.g., sea ice albedo feedback).
To analyse the spatial structure of the global mean temperature differences, we com-

pare again the difference pattern between the two 30 yr periods (Fig. 11). The warming
is globally very uniform with some hints for polar amplifications in the northern high
latitudes. This full forcing pattern is very similar to the changes of the GHG experiment,10

except for an overall larger trend. As in the global analysis, the GHG forcing dominates
the full-forcing trend almost everywhere. The other three forcings display a much larger
spatial heterogeneity and temperature changes are comparably small. The solar forc-
ing, which, on global average, leads to a warming of approximately 0.13 K, has slightly
significant contributions, e.g., over northern America, Greenland and Europa. Over Eu-15

rope and North America the contributions from the solar forcing are clearly visible in
the full forcing experiment. Further significant temperature increases are found in the
tropical Atlantic and Indian Ocean. The aerosol forcing, which combines the influence
of tropospheric and stratospheric aerosols, leads to significant negative temperature
changes in the tropical continental areas of the SH and over a large region covering20

Russia and East Asia. Furthermore, a significant positive influence is found for the
North Atlantic. Finally, the simulation forced by transient ozone changes reveals a sig-
nificant and pronounced positive temperature increase in the NH high latitudes, which
peaks over the Barents Sea. In the SH high latitudes, no comparable signal is found.
Overall, several regions of significant positive temperature increases are associated25

with the ozone forcing.
The solar forcing used in the experiments accounts for an increase in the net ra-

diative forcing (RF) of 0.28 Wm−2 (global average assuming a global mean albedo
of 0.7), between the periods defined above. In the historical CMIP5 simulations the
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corresponding forcing difference is only 0.09 Wm−2 (Lean, 2000; Wang et al., 2005).
For the same periods, the RF from tropospheric ozone changes is estimated to be
0.4±0.2 Wm−2 (Myhre et al., 2013). The positive RF from tropospheric ozone is fur-
ther compensated to some extent by the negative forcing from stratospheric ozone
depletion, estimated to be around −0.05±0.1 Wm−2 (Myhre et al., 2013). The com-5

bined RF from CO2, CH4, and N2O (Ramaswamy et al., 2001), is 1.20 Wm−2 between
1989–1919 and 1970–1999.

Based on the RF and the temperature response ∆T we estimate a transient sensi-
tivity parameter α [KW−1 m−2], with α = ∆T/RF, for the three forcings. Values of α are
estimated as 0.46±0.25, 0.46±0.25 and 0.58±0.08 KW−1 m−2 for the solar, ozone10

(net RF: 0.30 Wm−2), and GHG experiment, respectively. The confidence interval is
based on the 95 % confidence interval for the temperature response ∆T only. Note that
the estimate is associated with further uncertainties related to the RF, in particular for
ozone, and that ∆T is extracted from a single simulation. The analysis, thus, shows
that the temperature response associated with the different forcings is consistent and15

the resulting signal is a combination of the climate sensitivity of SOCOL-MPIOM, the
large solar forcing and the inclusion of the additional RF from the ozone chemistry.

5 Discussion and conclusions

This paper presents the coupled atmosphere-chemistry-ocean model SOCOL-MPIOM.
The model is described using results from a number of simulations without changes in20

the external forcings (control simulations) and with transient external forcings for the
period 1600–2000 AD.

Without changing external forcings the influence of the interactive chemistry mod-
ule on the mean climate state and its variability is small and mainly confined to the
stratosphere and mesosphere. The largest differences in the temperatures in the mid-25

dle atmosphere are associated with several processes. First, the parametrization of
the absorption in the Lyman-alpha, Schumann–Runge, Hartley, and Higgins bands is
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responsible for a warmer mesosphere and higher stratosphere in the simulation with
interactive chemistry. This parametrization is disabled in the configuration without in-
teractive chemistry, but will be implemented in future version. Second, interactions be-
tween the diurnal variation in the mesospheric ozone concentrations and the radiation
scheme lead to a cooling, partly compensating the aforementioned warming. Further-5

more, stratospheric water vapour concentrations are higher with interactive chemistry
due to the additional water vapour produced by the oxidation of methane in the chem-
istry module. Future version of the model configuration should therefore implement
a parametrization of this process, e.g., similar to the approach in ECHAM 6 (Schmidt
et al., 2013).10

In the transient simulations for the period 1600–2000 the spectral solar forcing re-
constructions of Shapiro et al. (2011) is tested and the simulations are compared to
temperature reconstructions. To consider the uncertainty in the solar forcing, two dif-
ferent solar forcing data sets with large amplitude (corresponding to the mean forcing
provided by Shapiro et al., 2011) and a medium amplitude (upper uncertainty enve-15

lope) are used. Both amplitudes are substantially larger than previous state-of-the-art
solar forcing reconstructions. For the MM, the temperature response is in general larger
than the signal found in reconstructions, whereas the agreement between proxies and
simulations for the DM is better. The larger differences between reconstructions and
model results in the MM may be related either to the MM being still affected by the20

model spin-up period or to the large amplitude of the solar forcing, with considerably
larger variations than all other recent solar forcing reconstructions. During the DM, the
period of reduced solar activity is shorter than during the MM and the solar effect is
weaker. Instead, the volcanic forcing is the dominant driver for the surface temperature
change.25

The temperature variations in the transient simulations are always subject to inter-
nal variability and the influence of the solar forcing is therefore not directly visible in
the hemispheric averages or the global mean for every solar minima. Likewise, the
differences between the medium and the large amplitude solar forcing are not always
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obvious. However, when the difference in the NH temperature between the simulations
with medium and large solar forcing is calculated for all solar minima and maxima, the
influence of the solar forcing becomes visible. Between 1600 and 2000, the sun went
through three grand solar minima (MM, DM With a transient climate response (TCR) of
2.2 K and an equilibrium climate sensitivity (ECS) of 3.7 Kand Gleisberg minima) and5

four periods of higher solar activity. The temperature change for each of these periods,
i.e., the temperature change from a solar minima to the following maxima or a maxima
to the following minima, is significantly influenced by the TSI, except for the tempera-
ture reduction into the DM and the increase after the Gleisberg minimum. In these two
cases strong other forcings, large volcanic eruption in the DM and the GHG increase10

after the Gleisberg minimum, dominate over the solar forcing. Averaged and normal-
ized over all periods the simulated NH temperature change resulting from a change in
the TSI is 0.06 KW−1 m−2. When the two periods mentioned above are excluded, the
response increases to 0.11 KW−1 m−2.

With a transient climate response (TCR) of 2.2 K and an equilibrium climate sen-15

sitivity (ECS) of 3.7 K the sensitivity of SOCOL-MPIOM is on the higher side of the
CMIP5 ensemble, but comparable to the related ECHAM5–MPIOM. The high sensi-
tivity may also be influenced by the warm climate state used for the CO2 perturbation
experiments. The experiments are initialized using restart files for the year 1990 from
the transient simulations. These transient runs are affected by a persistent positive20

temperature drift from the control simulation and an overestimation of the 20 century
temperature increase. The climate state at the beginning of the CS experiments is
therefore clearly too warm. Although the ECS is commonly assumed to be indepen-
dent of the climate state, Meraner et al. (2013) showed that the climate state indeed
has an influence on the ECS. In warmer climates, the ECS increases due to a stronger25

water vapour feedback.
The influence of the interactive chemistry on the TCR is very small but negative

(∼ −0.1 K). This is in agreement with results from Dietmüller et al. (2014). With the
ECHAM/MESSy Atmospheric Chemistry (EMAC) model they found a reduction of the
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climate sensitivity parameter by 3.4 % with interactive chemistry in the case of a (in-
stantaneous) double CO2 scenario. The reduction is explained by negative feedbacks
introduced by the ozone chemistry with influences on the stratospheric water vapour.
However, contrary to Dietmüller et al. (2014) who explained the feedback by reduc-
tion of the ozone concentrations in the lower tropical stratosphere of up to 20 %, the5

reductions in our experiments is much smaller (< 1 %).
In the industrial period, the climate sensitivity of the model in combination with the

solar and the forcing from the ozone changes results in an overestimation of the tem-
perature trends up to a factor of 2. Contrary to the solar forcing proposed for CMIP5
(Lean, 2000; Wang et al., 2005) and many other TSI reconstructions, the forcing of10

Shapiro et al. (2011) used in the transient simulations shows a strong increase in the
radiative forcing from the sun in the first half of the 20 century. This increase is not
within the confidence interval for the TSI changes presented in the last IPCC report
(Myhre et al., 2013).

An additional positive signal comes from the simulated increase in the tropospheric15

ozone concentrations that also contribute to the global mean temperature trend. Esti-
mates for the changes in global tropospheric ozone since pre-industrial times are rare
and largely based on model simulations (Myhre et al., 2013). In comparison to other
models the simulated tropospheric global ozone increase is stronger in this study. While
SOCOL-MPIOM simulates increases in the order of 15 DU between the beginning and20

the end of the 20 century, Shindell et al. (2006) estimated an increase of around 10 DU.
In a multi-model study with 17 different chemistry-climate models, Stevenson et al.
(2013) found an increase of 8.4 DU between the 1850 and 2000th. Consequently, the
effect on the temperature trends is larger, being 0.16 K in this study and ∼ 0.10 K in the
simulation with the GISS model II (Shindell et al., 2006). However, the chemistry in the25

GISS model II is limited to levels below 150 hPa and parts of the tropical upper tropo-
sphere are not included. This may result in an underestimation of the effect by 20 %,
as discussed by the authors (Shindell et al., 2006).
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When only the radiative forcing from GHGs and the negative contributions from the
aerosols are considered, the simulated warming would agree reasonably well with the
observations. With the additional forcings used here, either the climate sensitivity of
SOCOL-MPIOM would need to be lower or possible missing negative forcings would
need to be included to match the observed temperature trends.5

Despite the lack of a full understanding of the strong transient climate response and
equilibrium climate sensitivity of the new model, with the coupling of SOCOL-MPIOM
a novel atmosphere-chemistry-ocean model has been developed that allows the in-
clusion of chemistry-climate feedbacks in long-term simulations for the past and the
future. Furthermore, with a configuration that allows the deactivation of the chemistry10

scheme the influence of the chemistry–climate feedbacks in the climate can be as-
sessed. Earlier studies with SOCOL-MPIOM highlighted the relevance of the atmo-
spheric chemistry in climate model simulations (Anet et al., 2013a, b, c; Muthers et al.,
2014). Under conditions without a change in the external forcings, the influence of the
interactive chemistry on the climate state is small. Future work will concentrate on the15

role of chemistry–climate feedbacks under changing external forcings.
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Table 1. Overview of the experiments used in this study. In column “chem” the usage of the
interactive chemistry module is indicates. Column “type” denotes whether the experiment is
performed as time-slice (t-slice) experiment with invariant boundary conditions or as transient
(trans) simulation with time varying boundary conditions.

length/period chemistry solar amplitude type forcings

CHEM 1400 yr yes const. t-slice const. 1600 AD
NOCHEM 222 yr no const. t-slice const. 1600 AD
2xCO2 70 yr yes const. t-slice const. 1990, expect for CO2
2xCO2_NC 70 yr no const. t-slice const. 1990, expect for CO2
4xCO2 150 yr yes const. t-slice const. 1990, expect for CO2
M1 1600–2000 yes medium trans. all
M2 1600–2000 yes medium trans. all
L1 1600–2000 yes large trans. all
L2 1600–2000 yes large trans. all
SOLAR 1840–2000 no medium trans. solar only
GHG 1840–2000 no const. trans. GHG only
AERO 1840–2000 no const. trans. aerosols only
OZONE 1840–2000 no const. trans. ozone only
FULL 1840–2000 no medium trans. all
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Table 2. Climatological indices for the winter (DJF) zonal wind component at 50 hPa in different
latitudes, similar to Driscoll et al. (2012). Climatological indices for CHEM and NOCHEM are
calculated over the common 222 year period. Reanalysis values are based on ERA Interim for
the period 1979–2013 (Dee et al., 2011) and ERA 40 for the years 1957–2002 (Uppala et al.,
2005). Values given denote the average zonal wind speed in the given latitude range at 50 hPa
in ms−1; the standard deviation is given in brackets.

30◦ S–30◦ N 55–65◦ N

CHEM −2.4 (3.6) 23.1 (7.7)
NOCHEM −2.4 (3.5) 22.5 (7.8)
ERA Interim −3.7 (5.1) 19.0 (8.6)
ERA 40 −3.8 (5.1) 19.1 (8.1)
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Table 3. Average number of SSW events per winter (NDJFM) following the definition of Charlton
and Polvani (2007). SSW events for CHEM and NOCHEM are calculated over the common
222 year period. For comparison the reanalysis products ERA 40 (1957–2002) and ERA Interim
(1979–2013) are used.

Nov Dec Jan Feb Mar
∑

CHEM 0.12 0.07 0.07 0.14 0.23 0.63
NOCHEM 0.10 0.07 0.10 0.19 0.21 0.67
ERA40 0.02 0.09 0.24 0.16 0.13 0.64
ERA Interim 0.00 0.12 0.18 0.26 0.21 0.76
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Table 4. NH temperature differences [K] for the late Maunder Minimum (1679–1699) relative
to the two reference periods 1600–1629 and 1770–1799 and for the Dalton Minimum (1800–
1829) relative to the period 1770–1799. “Reconstructions” refers to the temperature anomaly
of the median of the reconstructed NH temperature anomalies in Jansen et al. (2007).

1670/1699 1670/1699 1800/1829
– – –

1600/1629 1770/1799 1770/1799

M1 −0.24 −0.48 −0.15
M2 −0.03 −0.35 −0.30
L1 −0.34 −0.54 −0.18
L2 −0.40 −0.36 −0.13
reconstructions 0.03 −0.15 −0.08
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Fig. 1. (a) Overview of the major external forcings applied in the transient simulations. Top: Evolution of
the radiative forcing from major greenhouse gases CO2, CH4, N2O, and CFCs (calculated as in Houghton
and Coauthors, 2001). For CFCs the sum of CFC-11 and CFC-22 is shown as representative forcing.
Values are expressed as deviations of the radiative forcing from the 1990 value. Middle: Total solar
irradiance with respect to 1990. The dashed line represents the mean value of the TSI reconstruction
of Shapiro et al. (2011), the solid line follows the upper envelope of the uncertainty range. Bottom:
Volcanic forcing as global mean, annual mean aerosol optical depth in the visible band (Arfeuille et al.,
2014). Three periods are highlighted: MM: late Maunder Minimum (1670–1699); DM: Dalton Minimum
(1800–1829); and the period used in the sensitivity simulations (1840–2000). (b) Variability in the UV1
(185-250 nm) and visible (440-690 nm) spectral band (solid) in the SSI reconstruction of Shapiro et al.
(2011) and (dashed) in ECHAM5 when the same TSI is applied.
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Fig. 1. (a) Overview of the major external forcings applied in the transient simulations. Top:
Evolution of the radiative forcing from major greenhouse gases CO2, CH4, N2O, and CFCs
(calculated as in Ramaswamy et al., 2001). For CFCs the sum of CFC-11 and CFC-22 is shown
as representative forcing. Values are expressed as deviations of the radiative forcing from the
1990 value. Middle: Total solar irradiance with respect to 1990. The dashed line represents
the mean value of the TSI reconstruction of Shapiro et al. (2011), the solid line follows the
upper envelope of the uncertainty range. Bottom: Volcanic forcing as global mean, annual mean
aerosol optical depth in the visible band (Arfeuille et al., 2014). Three periods are highlighted:
MM: late Maunder Minimum (1670–1699); DM: Dalton Minimum (1800–1829); and the period
used in the sensitivity simulations (1840–2000). (b) Variability in the UV1 (185–250 nm) and
visible (440–690 nm) spectral band (solid) in the SSI reconstruction of Shapiro et al. (2011) and
(dashed) in ECHAM5 when the same TSI is applied.
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Fig. 2. (a) Time series of the global mean 2 m air temperature as annual mean values (black) and 31 year
low pass filtered values (red) for the simulation with interactive chemistry (CHEM). The spin-up period
is indicated by light grey colours, the last 500 years, which are used to calculate the trend pattern (b),
are shown in black colours. (b) Linear temperature trends in K/100 yr for the last 500 years in CHEM.
Regions with significant trends are stippled. (c,d) Time series of the global mean 2 m air temperature as
annual mean values (black) and 31 year low pass filtered values (red) for the simulation with (CHEM)
and without (NOCHEM) interactive chemistry over the common 222 year period.
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Fig. 2. (a) Time series of the global mean 2 m air temperature as annual mean values (black)
and 31 year low pass filtered values (red) for the simulation with interactive chemistry (CHEM).
The spin-up period is indicated by light grey colours, the last 500 years, which are used to
calculate the trend pattern (b), are shown in black colours. (b) Linear temperature trends in
K/100 yr for the last 500 years in CHEM. Regions with significant trends are stippled. (c, d)
Time series of the global mean 2 m air temperature as annual mean values (black) and 31 year
low pass filtered values (red) for the simulation with (CHEM) and without (NOCHEM) interactive
chemistry over the common 222 year period.
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a) b)

Fig. 3. Variability in the annual mean zonally averaged ozone mixing ratios in the CHEM simulation. (a)
standard deviation (in ppmv). (b) variability expressed as standard deviation normalized by the long-term
mean (given as percentages). Contours show the long term-mean ozone concentrations.
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Fig. 3. Variability in the annual mean zonally averaged ozone mixing ratios in the CHEM simu-
lation. (a) Standard deviation (in ppmv). (b) Variability expressed as standard deviation normal-
ized by the long-term mean (given as percentages). Contours show the long term-mean ozone
concentrations.
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Fig. 4. Zonal and seasonal mean anomalies between CHEM and NOCHEM, i.e., CHEM
minus NOCHEM for (a) temperatures, (b) the zonal wind component, and (c) the vari-
ance ratio of the zonal mean wind component between CHEM and NOCHEM, i.e., vari-
ance(CHEM)/variance(NOCHEM). Atmospheric levels above (top) and below (bottom) 100 hPa
are displayed separately to improve readability in the lower atmosphere. Contours: seasonal
means in CHEM with contours (a) from 230 K to 300 K by 10 K and (b) −50 ms−1 to 50 ms−1 by
10 ms−1. In (c) the average seasonal variance in CHEM is shown, with contours from 0 m2 s−2

to 140 m2 s−2 by 25 m2 s−2 for levels above 100 hPa and 0 m2 s−2 to 15 m2 s−2 by 3 m2 s−2 for
levels below 100 hPa. Stippling: significant differences between the ensembles. In case of the
seasonal mean comparison (a, b) a Student’s t test is used. The variance comparison is based
on a F-Test. Test results with p ≤ 0.05 are stippled. Differences are calculated over the common
222 year period.
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57Fig. 5. Differences in the seasonal mean 2 m temperature (left) and sea level pressure (right)
between the CHEM and NOCHEM control simulation. Seasons are displayed from top to bottom
(DJF: a, e; MAM: b, f; JJA: c, g; SON: d, h). Gray contours in the sea level pressure panels
display the seasonal average field in CHEM. The significance of the anomalies is indicated by
stipplings for p ≤ 0.05 (Student’s t test).
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Fig. 6. Variance ratio (i.e. variance(CHEM) / variance(NOCHEM) ) for the seasonal mean sea level
pressure with (a) DJF, (b) MAM, (c) JJA, and (d) SON. Stippling: significant differences between the
ensembles based on a F-Test. Test results with p ≤ 0.05 are stippled. Contours: seasonal variance in
CHEM. Differences are calculated over the common 222 year period.
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Fig. 6. Variance ratio (i.e. variance(CHEM)/variance(NOCHEM)) for the seasonal mean sea
level pressure with (a) DJF, (b) MAM, (c) JJA, and (d) SON. Stippling: significant differences
between the ensembles based on a F Test. Test results with p ≤ 0.05 are stippled. Contours:
seasonal variance in CHEM. Differences are calculated over the common 222 year period.
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SOCOL-MPIOM

SOCOL-MPIOM
(nochem)

SOCOL-MPIOM
(corrected)

Fig. 7. Comparison of the Transient Climate Response (TCR, left) and the Equilibrium Climate Sensitiv-
ity (ECS, right) for a doubling of CO2 for the CMIP5 (grey dots, Flato et al., 2013) and SOCOL-MPIOM
(triangles). The ECS is determined by two different approaches. The first estimate (red triangle) consid-
ers only the top-of-the-atmosphere (TOA) radiative flux and the global mean temperature (Gregory et al.,
2004). For the seconds estimate (green triangle), the first estimate is corrected by the deep ocean heat
uptake, following Li et al. (2012).
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Fig. 7. Comparison of the Transient Climate Response (TCR, left) and the Equilibrium Climate
Sensitivity (ECS, right) for a doubling of CO2 for the CMIP5 (grey dots, Flato et al., 2013)
and SOCOL-MPIOM (triangles). The ECS is determined by two different approaches. The first
estimate (red triangle) considers only the top-of-the-atmosphere (TOA) radiative flux and the
global mean temperature (Gregory et al., 2004). For the seconds estimate (green triangle), the
first estimate is corrected by the deep ocean heat uptake, following Li et al. (2012).
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Fig. 8. NH average 2-m temperatures for the four transient simulations (coloured lines) in comparison
to the probability range (yellow/ref shading) of different NH temperature reconstructions (Jansen et al.,
2007). The ensemble members L1 and L2 correspond to the large amplitude solar forcing, M1 and M1
were forced by the moderate TSI amplitude. Furthermore, the NH averaged pre-industrial temperature
anomaly in the Mann et al. (2009) reconstruction, which is used for the spatial comparison, and in
HadCRUT4 is shown. Reconstructions and simulations are given as anomalies to the pre-industrial period
1600–1850. This allows for a direct comparison of the variability in the pre-industrial period despite the
strong temperature trend from 1850 on. HadCRUT4 values are displayed relative to the value for the
year 1850. All time series are decadally smoothed with a cubic-smoothing spline. Grey bars indicate the
30-yr periods covering the MM and the DM, which are used to calculate the temperature anomalies.

61

Fig. 8. NH average 2 m temperatures for the four transient simulations (coloured lines) in com-
parison to the probability range (yellow/ref shading) of different NH temperature reconstructions
(Jansen et al., 2007). The ensemble members L1 and L2 correspond to the large amplitude
solar forcing, M1 and M1 were forced by the moderate TSI amplitude. Furthermore, the NH
averaged pre-industrial temperature anomaly in the Mann et al. (2009) reconstruction, which is
used for the spatial comparison, and in HadCRUT4 is shown. Reconstructions and simulations
are given as anomalies to the pre-industrial period 1600–1850. This allows for a direct com-
parison of the variability in the pre-industrial period despite the strong temperature trend from
1850 on. HadCRUT4 values are displayed relative to the value for the year 1850. All time se-
ries are decadally smoothed with a cubic-smoothing spline. Grey bars indicate the 30 yr periods
covering the MM and the DM, which are used to calculate the temperature anomalies.
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Fig. 9. Temperature differences for the Maunder Minimum (1670–1699, left, a,c,e) and the Dalton Mini-
mum (1800–1829, right, b,d,f) with respect to the common reference period (1770–1799) for the ensem-
ble average with medium solar amplitude (top, a,c), large solar amplitude (middle, b,d) and the spatial
reconstruction of Mann et al. (2009) (bottom, e,f). Stippling: significant differences (Student’s t-test, p
≤ 0.05).
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Fig. 9. Temperature differences for the Maunder Minimum (1670–1699, left, a, c, e) and the
Dalton Minimum (1800–1829, right, b, d, f) with respect to the common reference period (1770–
1799) for the ensemble average with medium solar amplitude (top, a, c), large solar amplitude
(middle, b, d) and the spatial reconstruction of Mann et al. (2009) (bottom, e, f). Stippling:
significant differences (Student’s t test, p ≤ 0.05).
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Fig. 10. (a) Global mean, annually averaged surface air temperature in the transient simulations and
different observation based data sets. All time series are filtered by an 11 year low pass filter. For 20CR
the ensemble spread (ensemble standard deviation) is indicated by the shaded area. All data sets are
given as anomalies w.r.t. the period 1951 – 1980. (b) Average global mean temperature increase for the
period 1970–1999 relative to 1890–1919 (highlighted by the grey regions in a). M1 and M2 refer to the
two transient simulations with medium solar forcing amplitude. Bars indicate the average temperature
difference between the two periods, gray boxes represent the 95% confidence intervals.
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Fig. 10. (a) Global mean, annually averaged surface air temperature in the transient simulations
and different observation based data sets. All time series are filtered by an 11 year low pass
filter. For 20CR the ensemble spread (ensemble standard deviation) is indicated by the shaded
area. All data sets are given as anomalies w.r.t. the period 1951–1980. (b) Average global
mean temperature increase for the period 1970–1999 relative to 1890–1919 (highlighted by
the grey regions in a). M1 and M2 refer to the two transient simulations with medium solar
forcing amplitude. Bars indicate the average temperature difference between the two periods,
gray boxes represent the 95 % confidence intervals.
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K

Fig. 11. Surface air temperature difference [K] between the two 30-yr periods 1890-1919 and 1970-1999
for different data sets and simulations. Top: observational data sets (a) GISSTEMP, (b) HadCRUT4, (c)
20CR. Middle and bottom: model experiments (d) medium solar - ensemble average (e) full forcing sen-
sitivity run, (f) GHG only, (g) solar only, (h) aerosols only, and (i) ozone only. Stippling: significant dif-
ferences using a Students t-test (p ≤ 0.05) and taking auto-correlation into account. For (a) GISSTEMP
and (b) HadCRUT4 missing values are indicated by the cross pattern.
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Fig. 11. Surface air temperature difference [K] between the two 30 yr periods 1890–1919 and
1970–1999 for different data sets and simulations. Top: observational data sets (a) GISSTEMP,
(b) HadCRUT4, (c) 20CR. Middle and bottom: model experiments (d) medium solar – ensem-
ble average (e) full forcing sensitivity run, (f) GHG only, (g) solar only, (h) aerosols only, and
(i) ozone only. Stippling: significant differences using a Students t test (p ≤ 0.05) and taking
auto-correlation into account. For (a) GISSTEMP and (b) HadCRUT4 missing values are indi-
cated by the cross pattern.
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