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Abstract

The 3DCLOUD algorithm for generating stochasticethdimensional (3D) cloud fields is
described in this paper. The generated output8@reptical depth {) for stratocumulus and
cumulus fields and 3D ice water content (IWC) forus clouds. This model is designed to
generate cloud fields that share some statisticgdgsties observed in real clouds such as the

inhomogeneity parametep (standard deviation normalized by the mean of shalied
quantity), the Fourier spectral slop8 close to -5/3 between the smallest scale of the

simulation to the outerL . (where the spectrum becomes flat). Firstly, 3DCLOUD

out
assimilates meteorological profiles (humidity, me®, temperature and wind velocity). The
cloud coverageC, defined by the user, can also be assimilatedpblyt for stratocumulus

and cumulus regime. 3DCLOUD solves drastically difieol basic atmospheric equations, in

order to simulate 3D cloud structures of liquidice water content. Secondly, the Fourier
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filtering method is used to constrain the intensityo, £, L, and the mean of or IWC

out
of these 3D cloud structures. 3DCLOUD model wasettgped to run on a personal computer
under Matlab environment with the Matlab statistio®lbox. It is used to study 3D

interactions between cloudy atmosphere and radiatio

1 Introduction

Clouds have a significant effect on the Earth raaiiabudget. They reflect the solar radiation
and reduce the warming of the Earth (albedo effdtgy also create a greenhouse effect by
trapping the thermal radiation emitted from thetEarsurface, reducing the radiative cooling
of the Earth (Collins and Satoh, 2009). Cloud femttbhas remained, however, the largest
uncertainty in the study of climate sensitivity fdmost twenty years (Bony et al., 2006). In
almost all climate models, clouds are assumed glanglel with homogeneous optical
properties (PPH), and radiation codes use a onerdilonal (1D) scheme. Therefore,
improving parameterisations of clouds in large-sgabdel, especially their interaction with
radiation, is a challenge in order to reduce umdgtry in model projections of the future
climate (lllingworth and Bony, 2009). Improved g&dbcharacterization of the three

dimensional (3D) spatial distribution of cloudsttss, necessary (Clothiaux et al., 2004).

Moreover, satellite passive sensors, such as sp#ittral and multi-angular radiometers, and
satellite active sensor, such as LIDAR and RADARh@ A-train mission, allow the retrieval
of cloud horizontal and vertical optical properti@#h an adequate spatial and temporal
coverage. For practical and computational costgaegp, interpretation of such measurements
generally also assumes 1D radiative algorithm aRH loud. This assumption can be far
from being realistic and leads to biases on theexetd properties from passive sensors
(Barker and Liu, 1995; Varnai and Marshak, 200Zphaand Guillemet, 2004; Cornet et al.,
2005; Varnai and Marshak, 2007; Cornet et al., 20481 active sensors (Battaglia and
Tanelli, 2011). These biases depend at least, ®rldud coverage and on the variability of
cloud optical depth or water content. This vari@piis quantified by an inhomogeneity
parameter, often defined as the standard deviataymalized by the mean of the studied
quantity (Szczap et al., 2000; Carlin et al., 20D&opoulos and Cahalan, 2005; Sassen et al.,
2007; Hill et al., 2012).
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Determining the significance of the 3D inhomogeneait clouds for climate and remote
sensing applications requires the measurementrenditulation of the full range of actual
cloud structure. Apart from the computational tinaecurate 3D cloudy radiative transfer
problem is not an issue, per se (Evans and Wiscog®i#l). Monte Carlo transfer models
can indeed accurately and efficiently compute tadiaproperties for arbitrary cloud fields
(Battaglia and Mantovani, 2005; Pincus and Evaf892 Mayer, 2009; Cornet et al., 2010;
Battaglia and Tanelli, 2011; Cornet et al., 2018ué¢hez et al., 2013). The difficulty is to

generate cloud property fields that are statidticgalpresentative of cloud fields in nature.

Cloud fields generated by dynamic cloud modelshsasthe cloud resolving model (CRM)
or the large-eddy simulation model (LES), are va&tyactive, as they contain the state of the
art of physical processes (resolution of atmospheguations, detailed microphysics,
radiation, .etc.). The goal of the LES approachtassimulate the three-dimensional
atmospheric turbulent flows. There are differerdless of turbulent eddies; large eddies (from
100 to 1000 m and more) that are produced dirdxtlyhe instability of the mean flow and
small eddies (from a few centimeters to 100 m) e & by the energy-cascade process from
the larger eddies (Moeng, 1984). LES seeks to capitcurately the larger eddies, while only
modeling the smaller ones. Instead of reproduclhtha scales of turbulence flow, they can
integrate a flow in which small scale details aeenoved from the solution. The spatial
filtered equations can, therefore, be integratetth \&vailable resources (Bryan et al., 2003).

Nevertheless, they are still very expensive toinua 3D domain.

Stochastic models have the capability to simulaiekdy realistic 2D and 3D cloud structures
with just a few parameters. Examples of these tgbetoud models are: the bounded cascade
model (Cahalan et al., 1994 ; Marshak et al., 1998 IAAFT algorithm (Venema et al.,
2006), the SITCOM model (Di Guiseppe and Thompkii)3), the tdMAP model (Benassi
et al., 2004), the model developed by Evans andcovibe (2004) for low liquid clouds
(stratocumulus and cumulus) or by Alexandrov e{2010) and the Cloudgen model (Hogan
and Kew, 2005) for high ice clouds (cirrus). Thesaechastic models are based on fractal or
Fourier framework. The scale invariant propertiesesved in real clouds can be controlled.
The power spectra of the logarithm of their optipabperties (optical depth, liquid water
content or liquid water path for low clouds and water content for high clouds) typically
exhibits a spectral slope of around -5/3 (Davialgtl994 ; Cahalan et al., 1994 ; Davis et al.,
1996 ; Davis et al., 1999 ; Davis et al., 1997en8ssi et al., 2004 ; Hogan and Kew, 2005 ;
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Hill et al., 2012, Fauchez et al., 2014) from dreehle (a few meters) to the "integral scale"
or the outer scale (few tenth to hundred kilométresnere the spectrum becomes flat (i.e.
decorrelation occurs). The disadvantage of suchefmsaarises from the fact that effects of
meteorological processes are not always considaneddominant scales of organization
related to turbulent eddy due, for example, to wshdar, convection, and entrainment are not
directly modeled. At the same time, it should b&eddhat Cloudgen does consider the effect

of wind shear on cirrus cloud.

The aim of the 3DCLOUD algorithm is to reconcileesle two approaches. In Sect. 2, we
describe the 3DCLOUD generator. In Sect 3, 3DCLObRputs are compared to LES
outputs to check the validity of the chosen badimospheric equations. In Sect 4,
stratocumulus, cumulus and cirrus examples provige8DCLOUD are presented.

2 The 3DCloud generator

3DCLOUD generates, in two distinct steps (see Hig. a 3D optical depth field for
stratocumulus and cumulus or a 3D ice water corfieftt for cirrus clouds. These cloud
fields were chosen as most of the papers dealirly sdgale invariant properties focus on
liquid water path and optical depth for stratocumsudnd cumulus and on ice water content
for cirrus. During the first step, meteorologicalrtical profiles (temperature, pressure, wind,
humidity), defined by the user, are assimilated basic atmospheric equations are resolved.
During the second step, cloud scale invariant ptagse are constrained in a Fourier
framework. At the same time, a gamma distributibfooal optical depth or IWC is mapped
onto the LWC/IWC generated during the first stepisTgamma distribution is iteratively
computed in such way that the mean optical depthM&@ and the inhomogeneity parameter

satisfy the values imposed by the user. Detaithede two steps are presented below.

2.1 Step 1. the 3D LWC/IWC generator

The essential basic quantities to generate claldsfiare the condensed water mixing ratio

0. =q +q where g, is the liquid water mixing ratio and, is the ice water mixing ratio, the

wind velocity vectoru, air pressurep , temperaturel , and vapour water mixing ratiq, .
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Mixing ratios are the mass of vapour or condensat&mper unit of dry air mass. We describe

in this section, the equations used to generatedslavith the associated simplifications used.

2.1.1 The simplification of basic atmospheric equations

The continuity and momentum equations of the atiesgpcan be written (Houze, 1993):

——=-plu

o
M S Op-fkOu-gk+F

Dt p

wheret is time, p the air density,f the Coriolis parameteg, the acceleration due to
gravity and F the acceleration due to other forces (frictionatederation for example).
D/Dt=0/0t+ull is the Lagrangian derivative operator followingacel of air,0/0tis the

Eulerian derivative operator ard is the three-dimensional gradient operatos ui + vj +
wk is the wind velocity vector with horizontal commmsu, v and vertical component/
projected in the Cartesian geometry system, whejeandk are the unit vectors in the 'y
and z directions. The continuity and momentum equatiofghe atmosphere under the
anelastic and Boussinesq approximation, assumiralogh motion, neglecting Coriolis
parameter, neglecting frictional forces, and ndgigcthe molecular viscosity can be written
(Holton, 2004, p. 117 ; Houze, 1993, p. 35 ; Emari@94, p. 11)

Ou=0
E:—imp* + Bk (2)
Dt Po

whereB is the buoyancy acceleratiop, is the constant mean value of air density ahds
the pressure perturbations. The above differeop@rators are valid only in the limit when
ét, 6x, 6y andédz approach O (Pielke, 2002, p. 41). Neverthelesbutant motions (shear
induced eddies, convection eddies) have spatial tantporal variations at scales much
smaller than those resolved by LES and 3DCLOUDwéf assume field variables can be
separated in slowly varying mean field and rapinflyying turbulent component, and if we
apply the Reynolds decomposition, we can rewrigeahove equation set as:

Hu=0
Bu__1ppip+a (3)
Dt Py



© 00 N O O A W N P

e
N B O

13
14

15

16
17

18

19
20

21

22
23

24
25
26
27
28

where & is the three dimensional convergence of the etidhydf moment (Houze, 1993, p.
42), the turbulent flux (Holton, 2002, p 119) oe thub-grid correlation term (Pielke, 2002, p.
44). The Reynolds decomposition is not used in LH& atmospheric equations are derived
by spatial filtering, where a special function Fhed. Thus, the filtering operation acts on
atmospheric quantities and separates them in tuegogaes: the resolved one (large eddy)
and unresolved one (subgrid-scale). An unknown tezmains in the filtered equations of
LES, often called the subgrid-scale stress, whexds to be parameterized or estimated with
the help of subgrid-scale modeling. This subgridlsstress for LES equations is analogous
to the & term for Reynolds decomposition. In 3DCLOUD, tl#e term is voluntarily
neglected. Indeed, the guiding idea of 3DCLOUD dssimulate, in the fastest way, 3D
fluctuations of LWC/IWC of a cloud showing turbuteproperties (or invariant scale

properties).

When water phase changes are only associated witdeasation and evaporation (or

sublimation), the first law of thermodynamics cawritten (Houze, 93):

D& L Dq,

Dt C, Dt )

where L = 2500 kJkg* and L = 2800 kJkg" are the usual latent heat of vaporization of water

and ice, respectivelyC, =1.004kJkg K™ is the usual specific heat of dry air at constant
pressure @ is the potential temperature affi= ( p/ pO)K :% is the Exner function where

p, =1000hPa andx =0.286. In addition to the equation of motion and the first law of

thermodynamics, air parcels follow the water continuity equation:

%: | =
Dt S, i=1..n (5)

where S are the sum of the sources and sinks for a particular category (amoategories)

of water indicated by (vapor, solid, liquid water category for example).

As the horizontal extension of the simulated cloud fields isiratoa few km, horizontal
pressure is assumed to be constant. Therefore, the current vérdBCbOUD does not
have a large enough domain to contain power in the mesoscalbegdl tonsiderations lead
to a dramatic simplification of the dynamic equations. The sfiegli equations of

3DCLOUD governing the formation of 3D cloud structures are:
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where the reference state is denoted by subscaptl the deviation from the reference state
by an asterisk@, :6’(1+ 0.61{) is the virtual potential temperature. For stratocumulus and

cumulus fieldsé is estimated as:

¢ =min(q, - q,,q,) At (7)
where At is the simulation time step angl, (T, p) is the saturation mixing ratio derived

0.62P,,
(p/100- 0.378,,)

from Thetens and Magnus formula: q,(T,p)= where

9.5T-273.1%

4028(T_273'1ﬂ for water, P, =6.107x 1(L265'5“(T_273‘14 for ice.

P, =6.107
= ex{ 234.84T - 38.3B

Computation ofé at each simulation step is based on the work of Asai (1965)cifas

clouds, condensation, evaporation and ice crystals sedimentabioespes are very complex
and still not well understood (Karcher and Spichtinger, 20090rdier to take into account
super-saturation and sub-saturation regions in cirrus clowaseny simple way, we used the

parameterisation of Starr and Cox (1985) to compute the value$ efrery 2.5 min.
Sedimentation processes are taken into account in Eq. (5.5) bgadd fall speedv,,,

taken from Starr and Cox (1985):
Vi, :1—'5Ioglo[ may{ IWC, ¥ 10) |+ 1. (8)
6

wherev,,, isin m/s and the ice water content IWC in g/m
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2.1.2 Assimilation of meteorological profiles and cloud coverage

In order to control the structure and nature of clouds and espevcdaligal position and
extension, it is necessary to impose a large-scale environmenic&hactorcing terms are
added to the 3DCLOUD equations to nudge the solutions tewasdervations. Our state
observations are the initial meteorological profiles (providechbyuser for example) and do
not change during the simulation. The technique used ellm@sthe initialization integration
method (Pielke, 2002). Consequently, 3DCLOUD equations become:

Om=0 (9)

where for variablesX , )z(z) is the mean ofX at heightz and quantitiesGX(z) are
adjusted during the simulation in such a way tator )_((Z) do not diverge far from the

initial conditionsX,; (z). In a general wayG is the inverse of timescale but, because the

contribution of G is artificial, it must not be a dominant term in the governingaéqns and
should be scaled by the slowest physical adjustment processies model (Cheng et al.,
2001). This timescale was first set to 1h but this value wasdféo be too large and must be
adjusted as a function of altitude, especially at height where lengieal gradients ofX

appear (e.g., at the top of a stratocumulus cloud, for example). Tieeref® developed a

very fast and simple numerical method to adjust the valuésxcéfz) ringdilne simulation.

At each level, we compute the relative differeacdz) = ALl (;) (_)X ) [100. G, (2) is
z
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assumed to  be  proportional to dy (z) and is  estimated as

i Crrax =G 1
GX(Z):mIn Gmin+%ax(z),6max where Gmin :ﬁ)s

! and G, -1
2At

X, max

Values of a were estimated during our numerous numerical experiments. For

X, max

stratocumulus and cumulusg,

X, max

values for horizontal wind, temperature and humidity are
20%, 2% and 20% respectively and for cirrus, ..,  values are 20%, 1@P01@Hb,

respectively.

The cloud coverag€ is defined as the fraction of the number of cloudy pixelthéototal
number of pixels in the 2D horizontal plan. The valueCofs chosen with the assimilation of

initial meteorological profiles. At each time step, the inipabfile of vapour mixing ratio
q,. (z) iIs modified between cloud base and top height # 50% or between ground and
cloud top height ifC <50% until C agrees with the desired value within few percents. The

new "initial" profile of vapour mixing ratidq;‘:”(z) is computed from the currently simulated
. .o . old new _ .old nz _nbase old 01
(old) profile of vapour mixing ratiodf" (z)as q'®(z) =g (z) £ —2—t2= g0 (z)x—=
ini ini ini ntop — nbase ini 100
where z is height, andh,, n,, andn,, are the levels indexes (in z direction) corresponding

to cloud top height and to cloud base height (or ground), resphcti

This method gives satisfactory results for stratocumulus andlaamloud fields (see Sect.
4.1.2), but not for cirrus fields. This is because condengatraporation and dynamic
processes are different for stratocumulus/cumulus and cirrus regirdesd|rfor liquid and
warm stratocumulus/cumulus regime, liquid super or sub-saturaimnseare not allowed in
3DCLOUD. Therefore, the distinction between cloudy and free clooxkels is sharp.
Moreover, as stratocumulus/cumulus fields are often driven by coomeptbcesses in a
well-mixed planetary boundary layer, vertical correlation occurs letwoudy voxels (free
cloud voxels) and updrafts (downdrafts). Thus, the fractional clowdrage is easily
controlled by adjusting the vertical profile of vapor mixing ratioring the simulation. By
contrast, in ice cirrus regimes, (large) ice crystals can survive evenrdlatere humidity is
less than 100%. Ice super or sub-saturation regions are offierved in cirrus and are taken
into account in the Starr and Cox parameterization used in 3DOCLO herefore, many

cloudy voxels still exist in our cirrus simulations, everhi ice water content is very small.

9
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The distinction between cloudy and free cloud voxels is, tery, tenuous. Moreover, cirrus
dynamics is often driven by wind shear: small fractional clowgtiage can exist at the top of
the cirrus field due to convection or radiative cooling coexgstiith large fractional cloud
coverage and can also exist at the bottom of cirrus field duent stiear. Finally, the total
cloud coverage could be large. If we adjust the vertical profile of vapang ratio during
the simulation in the same way as for the stratocumulus/cunfidles the total cloud
coverage will be difficult to control. Further investigatioase thus needed to perfectly

control the cloud coverage of cirrus simulated by 3DCLOUD.

2.1.3 Implementation of 3DCLOUD algorithm

To implement the previously described equations, space is dedivi in

(N, +2)x(N, +2)x(N, +2) cells or voxels wherld,, N, and N, are the voxel numbers in
each direction. A voxel is characterized by its spatial resolutiith Ax=Ay# Az.
Horizontal extensions aré, =L, and can be different from the vertical extension In

order to take into account the boundary conditions, one lafygoxel is added around the

simulation domain.

A semi-Lagrangian scheme was chosen to solve the equation:

%:a_x+u|:[|:|x =0 Oll
Dt ot

where X is a scalar advected by the wind velodity X can be the potential temperatuéfe
the condensed watey, or the vapor mixing ratiosy,, and also the three components of wind
velocity u, v andw. Two steps are needed in order to compute the vaIL)é(rXft+At) at
a fixed positionx and at timet +At . X (Xt) and u(xt) are known values andt is the
time step. First, we compute the previous posit'p(r?(,t—At) zx—u(x,t)At of X attime
t—At. In a second step, we compute the valué((éfp,t) at the positionp and at the timé

by an interpolation scheme. This interpolated vaXign,t) is the desired valuX (x,t +At).

The main advantage of this approach is that the time step iestacted by the Courant-

Friedrichs-Lewy stability limit, but by the less restrictive diion that parcels do not

10
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overtake each other during the time step (Riddaway, 2001). Therefoeach iteration, the

maximum value of time step At , ~can be roughly estimated as
At ::I/(ma><1Au/Ax|+ maxAv/Ay| + ma*AW/AzD. The accuracy of this approach depends

on the accuracy of the interpolation scheme. Due to CPU timechose a linear
interpolation, which, unfortunately, provides numerical dissypati However, this drawback
is overcome using the Fourier transform performed in the secondoktige 3DCLOUD
algorithm (see Section 2.2.2).

As the Fourier transform is easy to implement, this method wasenhto solve the equation

O =0. In the Fourier domain, the gradient operaioris equivalent to the multiplication
by ik, wherei =J/-1 and k is the wave number vector. Thus, the following equation

ik.G(k)=0, where U is the transform of wind velocity in the Fourier domain, has to be
solved. This implies that the Fourier transform of the velocity aivergent free field is

always perpendicular to its wave numbers. Therefore, the quatiticy(ki(k))k is

removed fromU. Keeping the real part of inverse transform (bfprovides the new wind

velocity u with the desired free divergent property.

Lateral periodic conditions and continuity conditions to butend top are applied. For wind
velocity, free slip boundary conditions are applied at theoboand top of the domain, which
are assumed to be a solid wall (ive=0). But, as the Fourier transform (which is needed to
solve the equatioril[i =0) requires periodic conditions, it provides spurious oscillation
during the simulations. In order to limit this effect, extra lsweith wind velocity set to zero
are added under and above the model domain.

The 3DCLOUD algorithm to simulate 3D structures of LWC or IN§(dn summary:

8

ini ?

V

1) Definition of initial meteorological profilesu i d, from idealized cloud

ini 7
conceptual models or from the user. The vertical pressure pro§enerally computed from

the hydrostatic law, but can be provided by the user.

2) Initial perturbationsu' are added to wind velocity. u' is free-divergent and turbulent

with a spectral slope of -5/3 (see more explanations in Sect) 2.2.2
3) Assimilation of initial meteorological profiles (optionagesEq. 9 and Sect. 2.1.2).
4) Constrain of divergent-free velocity (see Eg. 9).

11
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5) Computation of ice fall speed,, (only for cirrus cloud, see Eq. 8).
6) Advection ofu, v, w, &, gq,and g, by wind velocityu (see Eq. 10).
7) Modification of &, g,and g.due to evaporation/condensation processes (see Eq. 7).

8) Madification of the vertical velocity due to buoyancy (see ®.

9) Modification of g, in order to assimilate cloud coverage (optional, only for

stratocumulus and cumulus, see Sect. 2.1.2).
10) Return to 3) until maximum iteration number is reached.

11) Computation of LWC or IWC.

2.2 Step 2: statistical adjustment

Hereafter, we present the second step of the 3DCLOUD algorithris tthet methodology to
adjust, according to user requirements, the mean optical deptbr the mean ice water
contentm) and the inhomogeneity parameter of the optical dgpth(or the ice water
content g, ) from the LWC (or from the IWC) simulated at the step 1. The Higion of 7

or IWC is assumed to follow a gamma distribution. Indekstribution of r and IWC are
usually well represented by a lognormal or gamma distributiahd@n et al., 1994; Barker
et al., 1996; Carlin et al., 2002; Hogan and lllingworth020Hogan and Kew, 2005). The
scale invariant cloud properties, controlled at each level, are characteyidbé spectral

exponentf,, close to -5/3 (slopg of the one dimension wave number spectrum in log—log
axes of the Fourier space). This spectral slope is computedHouter scald., (defined

by the user) to the smaller scale (voxel horizontal size).

2.2.1 Control of the mean and of the inhomogeneity parameter

The relation betweeiocal optical depthr(x, A Z), liquid water path LWP and density of

waterp, in each voxel is given by (Liou, 2002):

12
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r(xy,2)= with LWP(x,y,2) = p,,q. (x,y,2) Az (11)

where x, y,z are the spatial positions inside the simulatiomaim, LWP(X,y,z) is the
local liquid water path andAz is the vertical resolutionLocal quantity means that the
quantity is estimated inside a voxel. The optiogbtth T(x, y) for each pixel is the sum of
local optical depths along the z-axis:
N,

(%) :;(x,y,z). (12)
The mean optical depthis then defined as:

1 NN

N,Ny %= =

Xy

T =

r(x,y). (13)

In the same way, for ice cloud, the mean IWC isawigd with

PR l N Ny Nz

W= NN &

B3

IWC(X,Y,2) 14)

X y z x=1 y=1 z=1
where N’ is the number of layers between cloud top andctlmattom.

To describe the amplitude of the optical depth¥brand 2D overcast cloud, Szczap et al.

(2000) defined the inhomogeneity parameter of epuepth p, . For 3D broken fields, this
parameter is defined according to

0'[2’>0 (%, y)}

15
T>O (X, y) ( )

pr =

where o] 77°(x,y) ]| andr*(x,y) are the standard deviation and the mean of thelgt
positive optical depth.

Due to the flexibility of the mathematical formutat of the gamma distribution and to its
ability to mimic the attributes of other positivedue distributions, such as lognormal and

exponential distributions, we choose to controbr IWC and p, or p,. by mapping

theoretical gamma-distributed properties onto theukated properties. This mapping
technique is analog to the "amplitude adaptatiechhique explained in Venema et al.

13
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(2006), where amplitudes are adjusted based on iieking. The gamma distribution is a
two-parameter family of continuous probability distition. It has a shape paramegerand
scale parameteb . The equation defining the probability densityaaginction of a gamma-
distributed random variablé¢ is:

Y="f(wab)= Lo P (16)

b (a)

where F() is the gamma function. We develop a simple iteeasilgorithm, where values of

a and b are adjusted until mean and inhomogeneity parasiegach the required user

values within few percents.

2.2.2 Control of invariant scale properties by adjustment of spectral exponent

in Fourier space

The spectral slope valug,, of the horizontally 2D field is adjusted accorditg the

following methodology. As proposed by Hogan and K@@®05), we choose to manipulate 2D

plan of Fourier amplitudes olfocal optical depthr,, (or IWC,;) with a 2D Fourier

transform performed at each height of cloudy laygrppose a 2D isotropic fielg(x, y)
characterized by a Gaussian probability densityction (PDF) and a 1D power spectrum

El(k) with a spectral slopg,, at all scales defined as:
E, (k) =Ek* (17)

where k is the wave number in any direction a@ is the spectral energy density lat-1
mL. Following Hogan and Kew (2005), for the idealizede whereg(x, y) is continuous at

small scales and infinite in extent, its 2D spdaemsity matrixE, (kx,ky) can be written as

E, (k) = KEK 5ot (18)

where k = [k’ +k? and x a constant. In general, a 2D cloud layer (or IWC,,) is
X y 2D

anisotropic and, in our case, the optical depth\(¢€) is gamma-distributed. Therefore, the
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1D power spectrurrEl(k) seldom has the required spectral slgfig. In this context, a

numerical method has to be developed to perfornobjactives.

Let set\?zg be the 2D Fourier transform of, , whereY,, can ber,, (or IWC,;) at a given

cloudy layer. This quantity, estimated with theghef a direct 2D Fast Fourier Transform

algorithm can be written as:

o~

Yoo (k) =Ep (k) exp(i¢2D (k)) (19)

e~

where E,; =|Y,,| is the magnitude or spectral energééo(k) are the phase angles and

k=,/ki +k; is the absolute wave number. The cloud field donimidefined to measurk,
and L, and they have spatial resolutions/of and Ay . The resulting wave number fd,,

ranges from-K, to +K_ with a resolution ofak, =1/L , whereK, =1/2Ax. It is similar for

ky direction.

Our objective is to modify spectral enerdy, (k) in such a way that the 1D spectral slope
value u,, estimated in one dimension froM, for k=k, (k. =1/L,,) satisfies the

desired valueB, required by the user. Practically,, is defined as:

s =(ﬁx +ﬁy)/2 (20)
where S, and B, are the 1D spectral slope valuesﬁng\D estimated in thex and y directions
respectively.

In order to conserve the spatial repartitionYgf , we keep¢2D(k) phase angles unchanged
for all values ofk . We also keep unchangdd, (k) for k <k, . Fork=k,,, two 2D matrix
E,5 (k) andE}, (k) can be computeds,;, (k) is based on Eq. (18) and is defined as:

k(_ﬂm )
Epp (K= ko) (21)

Exo (k) =

whereasE,; (k) is defined as:
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Exo (k) =

EZD (k) k(‘ﬂm‘l) . B
Exn (k) k(Ao Eoo (k - kO“t) (22)

where X is the mean of variabl . If the degree of anisotropy o, is small, such as for
stratocumulus and cumulus, we uBg, (k) and if not, such as for cirrus cloudg,; (K).
Nonetheless, the user can also choose one of tetbeds.

Finally, the new 20ocal optical depth (or the 2D new ice water cont¥ff") at the given

cloud layer is computed by keeping the real pathefinverse 2D Fast Fourier Transform of
the new quantity:

e~

Y32 (K) = Exp (K)expli () or V" (k) = Exy (K) exp(id (K)) (23)

But as a result, the distribution 5" is not the samé,, at the given cloud layer, and the

equality between the estimated spectral slppe of Y,5* and the required valugg, is not

always guaranteed. Therefore, we have to redo apliude adaptation”, as explained in
Venema et al. (2006), and to iterate the procegdaired in this section by changing the

value of B, in Eq. (21) or Eq. (22), until the estimated vajug reaches the required value

within a few percent.

2.2.3 Implementation

We describe here the part of the 3SDCLOUD algoritiiat establishes the cloud field mean

optical depthr (Wi), the inhomogeneity parametgy (or p,,) and the spectral exponent
Pio-

For stratocumulus and cumulus clouds, the algorighthe following:

1) Transformation oL WC(X, Y, ) to 7'y, (X,Y,2) with Eq. (10). Effective radius can be set
to 10 um for example.

2) Application of the algorithm explained in Se2t2.2 in order to constrai3,of each

cloudy layer of7 ' (X, ¥, 2) . We obtain? "y (X, Y,2).

16



10

11

12

13

14

15

16
17
18
19
20
21
22
23
24

3) Computation of optical depth'(x, y) from 7";; (x,y,z) (Eqg. (112)).

4) Transformation ofT'(X, y) to T"(X, y) with the help of the algorithm explained in Sect.

2.2.1in order to constrain and p, values.

5) Transformation of "(X,y) to 7"(X,y) with the algorithm explained in Sect 2.2.2 in arde

to controlg, value.

6) Normalization ofr™(X,y) to the requiredr value, in order to obtaily, (X, Y, z).
For cirrus clouds, the algorithm is as follows:

1) Transformation ofWC(X,Y,z) to IWC'(x,y,2) with the algorithm explained in Sect.

2.2.1 in order to constrailWC and p,,. values.

2) Application of the algorithm explained in Se22.2 in order to constraif, of each cloud

layer of IWC'(X,Y,Z). We obtainlWC"(X,y,2).

3) Transformation of WC"(X,y,z) to IWC,, (X, y,2) with the algorithm explained in Sect.

2.2.1in order to constrailWwWC and p,,. values.

2.3 Differences between 3DCLOUD, IAFFT method and Cloudgen models

Both IAAFT (Venema et al., 2006) and Cloudgen (Hogad Kew, 2005) models are purely
stochastic Fourier based approaches that are @lglenerate synthetic or surrogate cloud. On
the contrary, 3DCLOUD solves, in a first step, bagtmospheric equations, in order to
generate an intermediate cloud field. In its secetap, as for both IAFFT and Cloudgen
models, it uses Fourier tools (manipulation of ggeand phase in frequency space) and
amplitude adaptation (manipulation of distributipmsorder to generate the final cloud field.
IAAFT and Cloudgen are designed to simulate stratadus/cumulus fields for the first and
cirrus fields for the second, when 3DCLOUD is aalesimulate stratocumulus, cumulus and

cirrus field within the same framework.

17



© 00 N O 0o A W N P

e o i =
g h W N B O

16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

More specifically, the IAAFT method is designeddgenerate surrogate clouds having both
the amplitude distribution and power of the origidoud (2D LWC from 1D LWP
measurement, 3D LWC from 2D LWC fields or 3D LW®rr 3D fields generated by LES).
It needs LES inputs or measurements. As explainedenema et al. (2006), stratocumulus
often display beautiful cell structures, similar Bénard convection, and LES clouds show
such features. But their 3D IAFFT surrogates shbes¢ much less and do not show
fallstreak or a filamentous structure. Due to thec#fic manipulations of Fourier coefficients
presented in the paper, we show that 3DCLOUD i ablsimulate the cell structure of
stratocumulus (see Fig. 7c and Fig. 8), the filaimes structure of cirrus (see Fig. 13) and the
cirrus fallstreaks (see Fig. 14 and Fig. 15) re&dyi well. Moreover, the objective of
3DCLOUD is not to provide many surrogate cloudshviite same amplitude distribution and
power spectrum from an LES original cloud, but toyide 3D LWC (or optical depth) with
the required cloud coverage, the -5/3 spectrales(often observed in real clouds), the mean
value of the gamma distribution of the optical dephd the inhomogeneity parameter, all
these parameters being very pertinent for radiatesesfer.

Cloudgen is designed to simulate surrogate ciriitis thre cirrus specific structural properties:
fallstreak geometry and shear-induced mixing. tstfigenerates a 3D fractal field by
performing an inverse 3D Fourier transform on armadf simulated Fourier coefficients
with amplitude consistent with observed 1D speciitzen random phases are generated for
the coefficient allowing multiple cloud realizat®rwith the same statistical properties.
Horizontal slices from the domain are manipulatetlirn to simulate horizontal displacement
and to change the spectra with height. The firetlfis scaled to produce the observed mean
and fractional standard deviation of ice water eaht3DCLOUD does not use a 3D fractal
field, but a 3D IWC field simulated by the simpdifi atmospheric equation set. Therefore,
cloud structures due to wind shear are physicabyaioed by taking into account the
advection (a nonlinear term in momentum equatiathar than by a linear horizontal
displacement of phase. Afterwards, in the curresion of 3DCLOUD, for each level, 2D
horizontal slices of this 3D IWC are manipulate®d Fourier domain in such a way that the
Fourier coefficient amplitude is consistent witle D spectra of the simulated IWC, with the
constraint that the 1D spectral slope is equabi8 fthis value can be change easily in future
version of 3DCLOUD). At each level, the 2D phase tlee coefficient is kept unchanged.
Finally, the mean value of the 3D IWC and the inlbbgeneity parameter are adjusted. As

explained by Hogan and Kew (2005), it is difficuith Cloudgen to generated anisotropic
18
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cirrus structure such as roll-like structure ndaud top. 3DCLOUD, using physically based
equations, allows simulating such kinds of anigograas for example, 3DCLOUD Kelvin-
Helmholtz wave breaking (see Fig. 14).

3 Comparison between 3DCLOUD and large-eddy simulation (LES) outputs

The objective of this section is to check that thessic atmospheric equations used in
3DCLOUD (see Sect. 2.1.1) are solved correctly. édmpare 3DCLOUD and LES outputs

found in the scientific literature for marine statimulus, cumulus and cirrus regimes. Note
that assimilation techniques of meteorological feefand of cloud coverage (see Sect. 2.1.2)

are not used here, except in Sect 3.4.

The test cases come from the output LES numerilesl provided by the Global Water and
Energy Experiment (GEWEX) Cloud System Studies (SC®orking Group 1 (WG1) and

Working Group 2 (WG2), easily downloadable from tiweb. They are often used as a
benchmark. We choose the DYCOMS2-RF01 case (tke Research Flight of the second
Dynamics and Chemistry of Marine Stratocumulus) tloe marine stratocumulus regime
(Stevens et al.,, 2005), the BOMEX case (Barbadosafmgraphic and Meteorological
Experiment) for the shallow cumulus regime (Siebeshal., 2003), and the ICMCP case

(Idealized Cirrus Model Comparison Project) forus regimes (Starr, 2000).

3.1 DYCOMS2-RFO1 (GCSS-WG1) case

We remember briefly the conditions of simulatiomsl @onfigurations, explained in detail in
Stevens et al. (2005). A 4-h simulation on a hariabgrid of 96 by 96 points with 35-m
spacing between grid nodes was required. Vertgatiag was required to be 5 m or less. In
3DCLOUD, we thus setN, =N, =96 and N, =240, L, =L, =3.5km and L, =1200m, so

that Ax=Ay =36.5m and Az=5m. Initial profiles of the liquid water potentigmperature

g and of the total water mixing ratig, are § =289.0K and ¢, =9.0g/kg if z<z and

g =297.5+(z-z)"°K and q =1.5g/kg if z>z. Other required forcings include
geostrophic winds Y, =7m/s andV, =-5.5m/s), divergence of the large-scale winds (

D =3.75x 10°s™), surface sensible heat flux (15 Wjnand surface latent heat flux (115
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W/m?). The momentum surface fluxes where the total nmaome is specified by setting

u =0.25m/s and the radiation schemes is based on a simptiel of the net longwave
radiative flux (see Eq. (3) and Eqg. (4) in Stevenhal., 2005).

Figure 2 shows the evolution of the mean cloudhejght, the mean cloud base height, the
cloud coverage and the liquid water path from tlaster ensemble and for 3DCLOUD during
the 4-h simulations. Even though we can noticehslifiscrepancies between 3DCLOUD and
master ensemble results in the first 2 hours (tgpirperiod), 3DCLOUD results are quite
consistent with master ensemble results, espe@aliiye end of the simulation. Nevertheless,
3DCLOUD tends to generate a lower cloud height tfh@nmean results with a higher liquid

water path.

Figure 3 shows the mean profiles averaged ovefotlmeh hour of the longwave net flux, the
liquid water potential temperature, the total watexing ratio, the liquid water mixing ratio,
the horizontal velocity components, and the air sitgn Even though the 3DCLOUD
longwave net flux is smaller compared to masteeerde, again 3DCLOUD results are quite

consistent with other results for all the variables

3.2 BOMEX (GCSS-WG1) case
For the BOMEX case (Siebesma et al., 2003), a Brklation on a horizontal grid of 64 by

64 points with 100-m spacing between grid node regsiired. Vertical spacing was required

to be 40 m. In 3DCLOUD, we set thi =N =64 and N, =76 with L, =L =6.4km and
L, =2980m, so Ax =Ay =100m and Az=39.2m. Initial profiles of the liquid water potential

temperatured, and the total water mixing ratig, and the other requirement including

geostrophic winds, divergence due to the subsidenwéace sensible heat flux, surface latent
heat flux, momentum surface fluxes, moisture lasgale horizontal advection term and
longwave radiative cooling (radiative effects dadlte presence of clouds are neglected) are

presented in appendix B in Siebesma et al., 2003).

Figure 4 shows the evolution of the cloud coverage the liquid water path from the master
ensemble and for 3ADCLOUD during the 6-h simulatidfe can notice the small value of the

cloud coverage (less than 10%). 3DCLOUD results qurite consistent with the master
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ensemble results, even if the simulated 3DCLOURDitlgvater path (LWP) may be too low

at the end of the simulation.

Figure 5 shows mean profiles, averaged over thie fibur of the cloud coverage, potential
temperature, water vapour mixing ratio, liquid wataixing ratio, horizontal velocity
components, and air density. The 3DCLOUD results again quite consistent with the
master ensemble results. We note, however, tha8i&l. OUD cloud coverage and liquid
water mixing ratio are smaller at all heights. Wsoasee small differences (less than 1 m/s)
for the wind velocity below 500 m, and for the putal temperature (less than 1K) and water

vapour mixing ratio (less than 1g/kg) for altitudg800 m.

3.3 ICMCP (GCSS-WG2) case

For the cirrus case detailed in Starr et al. (200 baseline simulations include night-time
"warm" cirrus and "cold" cirrus cases where cloag tnitially occurs at -47°C and -66°C,
respectively. The cloud is generated in an ice isgpeirated layer with a geometric thickness
around 1 km (120% in 0.5 km layer) and with a rauice pseudo-adiabatic thermal
stratification. Cloud formation is forced via angosed diabatic cooling over a 4-h time span
followed by a 2-h dissipation stage without cooliddl models simulate radiative transfer,

contrary to 3DCLOUD. In 3DCLOUD, we setN, =N, =60 and N,=140 with

L, =L, =6.3km andL, =14km, so thatAx = Ay =105m andAz=100m.

Figure 6 shows the evolution of the ice water g&tfiP) from the master ensemble and for
3DCLOUD during the 6-h simulation. In a general wayost of the tested models and
3DCLOUD have similar behaviour: indeed, the IWPr@ases during the first 4-h simulation
(cirrus formation due to imposed cooling) and dases after (cirrus dissipation due to non-
imposed cooling). The IWP range of the tested neoelery large (factor of 10), but we can
notice that 3DCLOUD behaviour is closer to bulk romhysics models behaviours,

especially for "warm cirrus".

For "cold" cirrus, the 3DCLOUD IWP is smaller tharost participating models during all the
simulation duration. It is probably because 3DCLOWdBes not account for the radiative

transfer, as opposed to the participating modeldeed, neglecting cirrus top cooling due to
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radiative processes restricts the formation of thoid" cirrus. This radiative diabatic effect is

probably less important for the "warm" cirrus besmthe latent heat diabatic effect is larger.

3.4 Comparison between 3DCLOUD and BRAMS for the DYCOM2-RFO01 case

In order to underscore differences between 3DCLCAD LES for comparable scenes, we
choose again the well documented DYCOMS2-RF0O1 c&sapshots can be found, for
example, in Stevens et al. (2005) and in YamaganHtiFeingold (2012). We performed the
4h simulations of the DYCOMS2-RF01 case with 3DCUDW@nd with the Brazilian

Regional Atmospheric Modelling System (BRAMS v4)drb(Pielke at al., 1992 ; Cotton et
al., 2003). BRAMS simulations were provided by Gnkde (Penide et al., 2010). The
BRAMS model is constructed around the full set ohimydrostatic, compressible equations.
The cloud microphysics parameterization is base@ t&wo-moment scheme (Meyers et al.,
1997). Subgrid scale fluxes are modeled followingaBiroff (1980). The base calculations

are performed on 800 x 100 x 100 point mesh with a step time of 0.3 s.

Figure 7 shows the instantaneous cloud-field snapsdf the pseudo albedo (see definition in
Sect. 4) at four hours simulated by (a) the UCLAOdel (picture taken from Stevens et al.,
2005), (b) the BRAMS model, both configured follogithe DYCOMS2-RFO01 case (Stevens
et al., 2005) and (c) from 3DCLOUD with assimilatiof meteorological profiles based on
the DYCOMS-RFO1 case. Both BRAMS and 3DCLOUD camesdrawn from simulations
whereA,= A,= 40 m andA,= 12 m. These three snapshots of cloud fields are ctearaed

by closed cellular convection with large cloud agwes argued in Yamaguchi and Feingold
(2012), who did simulation of DYCOMS-RF01 case wille LES mode of the Advanced
Research WRF model. Figure 7 also shows the pgvesti® computed following the x and y
directions and then averaged, for BRAMS and 3DCLOUptical depth fields. The
3DCLOUD optical depth spectral slope is close td3-8n the [L,,:1/(2Ax)] m?
wavenumber range, as expected, because of th&tisttadjustment performed in the second
step of the 3DCLOUD algorithm. By contrast, the BR3 optical depth spectral slope is
close to -5/3 only in thg2 x 1073:5 x 1073 ~ 1/(5Ax)] m™* wavenumber range. Depending
on their degree of sophistication, LES do not akvagyuarantee cloud invariant scale
properties at the larger wavenumbers. Indeed, Bgtaal. (2003) have shown, that for the
finite-difference model, the vertical wind velocgpectral slope is steeper than -5/3 for scales
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shorter tharbAx. Table 1 shows the computation performance of 3DGD and BRAMS.
For this specific case, 3DCLOUD simulation is thititnes faster than BRAMS simulation.

4 Examples of 3DCLOUD possibilities

In this section, we present cloud fields generdigd3DCLOUD with the assimilation of
idealized meteorological profiles and fractionalud coverage defined by the user. We also

show the effect of the outer scalg, and the inhomogeneity parameter of optical depth
on the generated optical depth field. We also giwe example of cirrus clouds with
fallstreaks. In order to have a spatial represemtadf the clouds as seen from above, we
choose to show the so-called pseudo-albgdtefined as:

_ (A-g)r

_2+(1—g)r (23)

where the asymmetry parametgris set to 0.86 and is the optical depth.

4.1 Stratocumulus and cumulus fields with assimilation of meteorological
profiles based on DYCOMS2-RF01 and BOMEX cases.

We choose to simulate stratocumulus and cumulus likVi@e context of DYCOMS2-RFO1
and BOMEX cases. With this aim, we assimilate terafpee and humidity initial profiles for
stratocumulus and cumulus given by Stevens et28l0¥) and Siebesma et al. (2003),
respectively. However, in order to mimic the selesdnd latent heat, these profiles have to be
slightly modified. At sea surfacez&0), for stratocumulus (DYCOMS2-RF01 case), the
liquid potential temperature and total mixing ragi@ set to 290 K and 10 g/kg, respectively
(instead of 289 K and 9 g/kg, respectively). Famalus (BOMEX case), the liquid potential
temperature is set to 299.7 K instead of 298.7rKaddition, wind profiles assimilated by

3DCLOUD are those computed by the master ensenblthe &nd of simulation.

4.1.1 Effects of numerical spatial resolution

The effects of the numerical spatial resolution JDCLOUD simulations are presented
herein. Figure 8 shows pseudo-albedo and crosgseatf the vertical velocity and cloud
water at the end of the simulation for the stratoglus case based on the DYCOMS2-RF01
experiment. It also shows the mean profiles of e temperature, liquid water mixing
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ratio, horizontal velocity components, and vapoater mixing ratio for different numerical

spatial resolutiongix = Ay =200m, 100 m, 50 m and 25 m. Horizontal extensigns L, are

set to 10 km and vertical resolutiadke to 24 m for all simulations. Figure 9 is the saase
Fig. 8, but for the cumulus case with assimilatainmeteorological profiles based on the

BOMEX case. The vertical resolutiake is set to 38.5 m in this last case.

It is obvious that change in the horizontal mesd$eto a more pleasant and detailed flow
visualization but there is no significant impact tme mean statistics of the simulated
temperature vertical profile, water vapour mixiragio and wind velocity. The water mixing
ratio simulated by 3DCLOUD for the DYCOMS2-RFO01 eas very close to the mean profile
averaged over the fourth hour and provided by tleester ensemble, even if the vertical
resolution used in this section is oAM= 38.5m compared tadAz=5m in Sect. 3.1. For the
BOMEX case, the water mixing ratio simulated by 3[@MLD changes as a function of the
numerical spatial resolution. This behaviour istguinderstandable as results drawn on Fig. 8
and Fig. 9 are snapshots at the end of the 3DCLGidlation and not average results over
1 hour as done on Fig. 3 and Fig. 5. Moreover, BOMeteorological conditions cause time
dependent cumulus fields, contrary to DYCOMS2 metiegical conditions that cause more

stationary stratocumulus fields.

In addition, it is expected for the BOMEX case,ttbi@ud spacing converges at high spatial
resolution. In order to investigate it, we defired estimator of the cloud spacing called the
mean distanc®,,.,,. TO computeD,,... , the 3D LWC s vertically projected on the 2D x-
y plan in order to obtain the 2D binary image of tioud coverage with free cloud areas set
to 0 and cloudy areas set to 1. Then we computendan distance between the cloud cell for
the x and y directions to obtai,,.,,. Figure 10 shows time series @l,,.,, for different
horizontal spatial resolutiomf = Ay = 192, 100, 50, 25, 12.5 and 8.3 m) with a constant
vertical resolution £z = 38.5 m), for cumulus cloud fields simulated by 3DCLOUiiter
assimilation of the BOMEX case meteorological gesfi The main difference between these
simulations and the BOMEX case simulation is tinléer horizontal extensioh, = L, = 5

km instead of 10 km in order to access high nurakspatial resolutiodx = 8.3 m (N, =

N, =600, N; =70). Cumulus clouds appear 10 to 20 min after theirimégg of the
simulation. After 1 h of simulationD,,.., is relatively constant with time, meaning that
3DCLOUD has converged. The mean distance averaged the last half-hour of the 2h

simulation D,,..,, is also presented in Fig. 10 as a function of thenerical spatial
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resolutionAx. D,,..n IS relatively constant for a spatial resolutidm smaller than 20 m,
showing that BOMEX cloud spacing converges for ighaésolution close tdx = 10 m, a

value smaller thanx = 25 m used in Fig. 9d.

Table 1 shows the time step, process time for ame tstep and process time for 2h-
simulation with 3DCLOUD model, as a function of thamerical resolution. DYCOMS2-
RFO1 and BOMEX cases are presented. The process fom2h-simulation is indicated
because 3DCLOUD algorithm convergence is achievent 8 h (or less) of simulation for
stratocumulus, cumulus and cirrus regimes (seellidor cumulus case). For both cases, the
smaller the spatial resolution, the smaller the $tme and the larger the process time. A
comparison between 3DCLOUD and BRAMS LES computatione for a specific
DYCOMS2-RFO01 case is added (see Sect. 3.4). Forspecific case, 3DCLOUD simulation
is thirty times faster than BRAMS simulation. Netat 3DCLOUD (Matlab code) runs on a
personal computer with Intel Xeon E5520 (2.26 Ghizfl BRAMS (Fortran code) runs on a
PowerEdge R720 with Intel Xeon E5-2670 (2.60 GHmth of them having a single-

processor configuration.

4.1.2 Assimilation of the fractional cloud coverage C

Results shown in Fig. 11 are the same as Fig.t8vlih the addition of the cloud coverage
assimilationC =99%, C =80%, C=50% andC =20%. Horizontal extensiorls and L,

are set to 10 km and vertical resolutinis set to 24 m.

They show that 3DCLOUD is able to assimilate cdiyeéractional cloud coverage of
stratocumulus for very different values @&, even though the extreme example with
C=20% is a fair weather cumulus field rather than atettamulus. For each value &
assimilated, it is interesting to note that clowsd and cloud top heights are still localised
around 600 m and 800 m, respectively. Temperatargcal profiles are almost unchanged.

The water mixing ratio vertical profiles decreasthwhe assimilated value.

4.1.3 Effect of the outer scale L, and inhomogeneity parameter p on the

out

optical depth field

We saw that 3DCLOUD can, at the end of step 1, kitatstratocumulus and cumulus fields

with enough coherent statistics profiles. Howewvaptical depth (for stratocumulus and
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cumulus) or IWC (for cirrus) generated during stepf 3DCLOUD does not show scale
invariant properties observed in real cloud an@roftharacterised by the spectral exponent
B, close to -5/3. As described in Sect. 2.2, it sritain task of the step 2 of 3DCLOUD, in
addition to the adjustment of the mean and standeawiation of optical thickness or IWC.
We focus on the DYCOMS2-RFO01 case at the spatsdlugon Ax=50m (Fig. 8c). The

effective radiusR,, is set to 10um to compute optical depth from biguiater content. The

mean optical depth of this initial field is set® and we change the inhomogeneity parameter

p, and the outer scalk_, to 0.2 and 1 km, respectively, for case 1 to @4 hkm for case 2

out
and to 0.7 and 10 km for case 3. Figure 12 shovesidqsalbedo, mean power spectra,
probability density function of optical depth fisldmean vertical profiles of the horizontally

averaged optical depth for the three cases anduaneorendering of optical depth.

First, we notice that the pseudo-albedo of theaiibptical depth field (see Fig. 12a) is
smoother than the pseudo-albedo of case 1, 2, dBet®een cases 1 and 2, we clearly see an
increase in heterogeneity as case 1 is a quasidemoas stratocumulus with a small value of

p, =0.2 and case 2 is more inhomogeneous with a largeeafl o, =0.7. Between cases 2
and 3, we can see the effect of the outer scalactordance with smooth variations, the

spectral slope of the initial optical depth is ede -3 for the[lO‘3 :102] m™* wavenumber
range (Fig. 12e). Cases 1, 2 and 3 present thepspectral slope value of -5/3. For cases 1
and 2, this slope is obtained for tﬁ]aO‘3 :102] m* wavenumber range, which is coherent

with the imposed value of outer scale, =1 km. For case 3L, =10 km, so the spectral

slope should be -5/3 on t[ﬁ)“‘ :102] m* wavenumber range. However, we note that this

spectral slope value is achieved only for [t59< 10° :102] m* wavenumber range, because
we keep the phase angles unchanged in the 3DCLOg¢itam.

In Fig. 12f, we represent the optical depth disitions. The initial optical depth distribution
does not follow a common distribution, whereasdpgcal depth distribution for cases 1 and
2 are log-normal. Indeed, in the 3DCLOUD algoritremgamma distribution for the optical
depth is imposed. For case 2 and 3, optical depthlulitions are very close, even if the outer

scales are different. Thus, changing thg, value does not affect significantly the shape of
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optical depth distribution. In Fig. 12g, we can gbat the horizontal mean optical depth

profiles are quasi identical for all cases.

These results show undeniably the flexibility o 8BDCLOUD algorithm. Indeed, in step 2,
3DCLOUD is able, by mapping a theoretical gammarithisted optical depth onto the optical
depth field simulated at stepl, to adjust, quadependently, the optical depth mean value,

the inhomogenenity parameter value of optical depiti the spectral slope value of optical

depth for[¥/ Ly, :¥ 22| m* wavenumber range.

4.2 Cirrus fields examples

4.2.1 Cirrus fields with assimilation of idealized meteorological profiles

Including some modifications presented in Sect.12.3DCLOUD is also able to generate
cirrus cloud. We briefly present in this section eample of ice water content (IWC) of
cirrus with fallstreaks. For cirrus, we chose togmte IWC field instead of optical depth

field as for stratocumulus or cumulus.

Figure 13 shows idealized vertical profiles of eital temperature, relative humidity, and
horizontal velocity components assimilated by 3DCIIas well as the ice water path (IWP)
simulated at step 1 by 3DCLOUD. It also shows W& Isimulated by 3DCLOUD during

step 2, the initial and corrected mean power spgedhre initial and corrected probability

density functions and the IWC volume rendering. ittmmtal extensiond, =L, and vertical
extensionL,are set to 10 km and 12.5 km, respectively. HotloresolutionsAx = Ay and

vertical resolutionAz are set to 24 m and 83.3 m, respectivdlj/C is set to the value

obtained at the end of step 1 (0.54 my)/riThe inhomogeneity parametex,. is set to 1.0

and the outer scale . to 1 km.

out

Initial meteorological profiles assimilated by 3DOUD have been constructed in such a way
that thin cirrus is generated between 9.5 km an# &kt with fallstreaks. Vertical profiles of
potential temperature, and especially their vertgradients under and above the cirrus are
based on those proposed by Liu et al. (2003). dieroto generate instabilities due to radiative
cooling (not simulated by 3DCLOUD), we imposed dl mertical gradient of the potential
temperature near the cirrus top height. We imp@seatean relative humidity with respect to
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ice (RHI) of 104 % between 9.5 km and 10.5 km. &live the cloud, RHI is set to 50%
then 20% near 12 km in altitude. Under the cirRib] decreases with height to 85% near 8
km. To generate fallstreaks, we imposed larger véhear inside the cirrus than under the

cirrus.

In Fig. 13, we note that IWP obtained after step dmoother than IWP obtained after step 2,
and that the initial IWC spectral slope value afteap 1 is much smaller (around -5.5) than

the corrected IWC spectral slope after step 2 (aiotl.6) in the[10°:2x10° | m*

wavenumber range. For wavenumber smaller thdn, =10°m™, the power spectra are

constant. The corrected IWC probability distribatis exponential-like distribution after step

2. This is due to the larger value gf,. =1.0 used in this example, compared gp=0.7

used for stratocumulus in Sect 4.1.3.

4.2.2 Cirrus field and wind shear

We investigate briefly the aspect of cloud orgatidzadue to wind shear with 3DCLOUD
model and with other stochastic models. We focushenwork of Marsham and Dobbie
(2005) and of Hogan and Kew (2005). These two istudre very pertinent together. Indeed,
based on RADAR retrievals of IWC from the Chilbolté4 GHz RADAR on 27 December
1999, which shows a strongly sheared ice cloud @ubhereafter RC99 case), Marsham and
Dobbie (2005) investigated shear effects by sinmdathe RC99 case with the UK Met office
LES. In contrast, Hogan and Kew (2005) used thé&udgen model, a 3D stochastic cloud
model being able to simulate the structural propemf ice clouds. To configure 3DCLOUD
in order to simulate the RC99 case, we assimilagtearnological profiles (potential
temperature, horizontal wind velocity) based orséhdrawn in Fig 2 in Marsham and Dobbie
(2005). We run also the RC99a case with no windl @erefore no wind shear), and the
RC99b case where the potential temperature pr¢fitawn in Fig 15 in Marsham and
Dobbie, 2005) reduces atmospheric stability in ort® give more extensive Kelvin-

Helmholtz wave braking. All our simulations are dowith N, = N,, = 200 andN, = 66
and A,= A,= 250 m andA,= 120 m. Horizontal extensions arg, = L, = 50 km and
vertical extension i4, = 8 km between 4 km and 12 km. Note that 3DCLOUD, Mars
and Dobbie (2005) and Hogan and Kew (2005) numleresolution areA,= A, = 250 m,
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A,= 100m andA,~= 780 m, respectively. Note also that 3DCLOUD, Marshard &obbie
(2005) and Hogan and Kew (2005) horizontal extersi@reL, = L, = 50 km, L, = 50 km
andL, = L, = 200 km.

Figure 14 shows a 2D vertical slice of 3DCLOUD IVdCan angle parallel to the wind of the
RC99a case, the RC99 case and the RC99b casethdotthe 3DCLOUD fields are smooth
because they are obtained at the first step ohlberithm. These three snapshots are very
similar to those presented in Marsham and Dobbd®%p allowing us to confirm that our
basic atmospheric equations are correctly solve#id. 14a, we can see small structures (few
km) at above 7 km, due to radiative cooling at ¢heud top and latent heat release in the
updraughts. Below, we can observe fallstreaks adddgor not if there is no wind) relative to
their source in the convective layer by the shd@&e shear homogenizes the fallstreaks.
Figure 14b clearly shows that 3DCLOUD simulatioristlze first step of the algorithm
homogenize the fallstreaks a lot, certainly too mgompared to the RADAR retrievals of
IWC from the Chilbolton 94 GHz RADAR on 27 DecemHld&99 (see Fig. 1 in Hogan and
Kew, 2005). Figure 14c shows the RC99b case whB@L®UD model is able to simulate
Kelvin-Helmholtz wave breaking, a dynamic aspecffiailt to simulate with purely

stochastic models.

Figures 15a and 15b are the same as Fig. 14b HoLBDD fields are obtained at the second
step of the algorithm, with 1D spectral slope close5/3 from the outer scalg,,; = 15 km

to the numerical scalex = 250 m. In Fig. 15a, the mean value of 3D IMAUC = 0.07 gm®
and inhomogeneity parametey, . = 0.4 for cloudy voxels are those computed from the 3D
IWC field obtained at step one of the 3DCLOUD aitfon. In Fig. 15b, inhomogeneity
parametemp;, is a function of height. Its values are roughlyireated from the Fig. 2c in
Hogan and Kew (2005). Compared to Hogan and Kew)pG&Gimulations, 3DCLOUD
shapshots show more details in the convective lalgeve 7 km as it simulates relatively well
the convective cloud structures thanks to imposedarical spatial resolution. By contrast to
Fig. 15a, Hogan and Kew (2005) simulations showamdetails in the layer under 7 km,
where the shear-induce mixing is important. In otdeobtain such details in the layer under
7 km with 3DCLOUD, we have to constrain it with dlacy data: those provided by the
RADAR retrievals of IWC and shown on Fig. 2c in logand Kew (2005). Indeed, if we
force, in the second step of 3DCLOUD algorithm, #eetical inhomogeneity parameter to

match the one estimated crudely from the RADARIiee#ls, we obtain Fig. 15b. Details in
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the layer under 7 km of this snapshot are quitelaino those obtained by Hogan and Kew
(2005).

Finally, Fig. 16, which is similar to Fig. 2 in Hag and Kew (2005), shows vertical profiles
of the cloud fraction, the mean of logarithm of W@ the cloudy voxels and the standard
deviation of logarithm of IWC for cloudy voxels cpoited from two 3DCLOUD fields
obtained at the second step of the algorithm foB®R€ase. As for Fig. 15, inhomogeneity
parameter i®;, = 0.4 for the first cloud field and depends on heighd &ns derived from
RADAR retrievals for the second case. For both dlbelds, the cloud coverage is equal to 1
between 5 km and 10 km. RADAR retrievals of IWCwhdhat the cloud coverage is equal
to 1 only between 5.5 km and 7 km, and decreas@satiol0 km. However, as discussed in
Sect. 2.1.2, the current version of 3DCLOUD is ablke to readily simulate fractional cloud
coverage in the cirrus regime. For both cloud feldertical profiles of the mean IWC are
quite similar and consistent with those retrievexf RADAR. The inhomogeneity parameter
vertical profile simulated by the current versioh3DCLOUD is too small, leading to a
smoothing of the layer under 7 km that can be iwmgdoif the vertical profile of the

inhomogeneity parameter is known.

5 Conclusion

3DCLOUD is a flexible three-dimensional cloud geater developed to simulate with a
personal computer and under Matlab environmentthgyic but realistic stratocumulus,
cumulus and cirrus cloud fields. Simplified dynanaind thermodynamic laws allow the
generation of realistic liquid or ice water contéaim meteorological profiles. The stochastic
process with the Fourier framework allow us to jdevice water content or optical depth
sharing similar statistical properties to those embsd in real clouds such as the
inhomogeneity parameter (set by the user) andnveriant scale properties characterised by
a spectral slope close to -5/3 from the smalledes¢aet by spatial resolution of grid
computation) to the outer scale (set by the uder)order to simulate cloud structures,
3DCLOUD solves simplified basic atmospheric equatiand assimilates the cloud coverage
set by the user (only for the stratocumulus andudusiregimes) and meteorological profiles

(pressure, humidity, wind velocity) defined by tiser.
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The 3DCLOUD outputs were compared to LES onesHoeed classical test cases. We chose
the case of DYCOMS2-RFO01, the case of BOMEX , dr&ddase of ICMCP. For these cases,
results show that 3DCLOUD outputs are relativelpsistent with LES outputs, and confirm
that the chosen basic atmospheric equations of DI are solved correctly. We also show
that, under the condition that the user providdseoent meteorological profiles, 3SDCLOUD
algorithm is able to assimilate them and generdéstic cloud structures.

3DCLOUD is a very interesting research tool to éetinderstand 3D interactions between
cloudy atmosphere and atmospheric radiation, wischf primary importance in order to

make progress in the direct radiative problem (GGdatext) and in the inverse radiative
problem (remote sensing context, development of nle&t generation of atmospheric
sensors). For example, 3DCLOUD was used to quarthfy impact of stratocumulus

heterogeneities on polarized radiation measurempatformed by POLDER/PARASOL

(Cornet et al., 2013) as well as the influence ofus heterogeneities on brightness
temperature measured by IIR/CALIPSO (Fauchez g2@l3, 2014).

We still have to develop a stochastic process tegge 3D field of cloud effective radius. In
a longer term, investigations will focus on the getion of 3D mixed phase cloud and
eventually on the simulation of 3D rain rate. Arestliask will be to provide a FORTRAN
code of 3DCLOUD, assumed to be faster than theentivatlab code.
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Code availability

The source code of the 3DCLOUD algorithm is avadabnline at http://wwwobs.univ-

bpclermont.fr/atmos/fr/restricted

Please contact the authors for the password.
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Tables

Table 1. Time step, process time for one time si®g process time for 2h-simulation with
3DCLOUD model, as a function of the numerical raioh. DYCOMS2-RF01 and BOMEX
cases are presented. A comparison between 3DCLOIAIBRAMS LES computation time
for a specific DYCOMS2-RFO01 case is added. 3ADCLOWMatlab code) runs on a personal
computer with Intel Xeon E5520 (2.26 GHz) and BRAMBortran code) runs on a
PowerEdge R720 with Intel Xeon E5-2670 (2.60GH2Z)thbof them having a single-

processor configuration.

Study case Point mesh Horizontal Time step  Process time Process
Ny X Ny, X N, numerical [s] [s] time for 2h-
resolution simulation
Ax [m] [s]
DYCOMS2- 50 x 50 x 50 200 10 0.4 290
RFO1 100 x 100 x 50 100 7 1.3 1340
200 x 200 x 50 50 5 5 7200
400 x 400 x 50 25 3 18 43200
BOMEX 50 x 50 x 70 200 30 0.7 170
100 x 100 x 70 100 25 2.5 720
200 x 200 x 70 50 20 10 3600
400 x 400 x 70 25 14 40 20600
DYCOMS2-
RFO1 100 x 100 x 100 40 13 2.7 1500
3DCLOUD 100 x 100 x 100 40 0.3 2 48600
BRAMS
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Figure captions

Figure 1. General flow chart of the stratocumuleisnulus and cirrus generator 3DCloud.
Note that 3DCloud algorithm is divided in two dist steps.

Figure 2.Time series of (a) the mean cloud top height, lfe)rhean cloud base height, (c) the
cloud coverage, and (d) the liquid water path. TRMCOM2-RFO1 case is displayed.The
solid lines indicate 3DCLOUD results. The dotteteB indicate a mean over all LES results.
The light shading around this mean delimits the imaxn and minimum values within the

master ensemble at any given time.

Figure 3. Mean profiles averaged over the foudbriof (a) the longwave net flux, (b) the
liquid water potential temperature, (c) the totalte&r mixing ratio, (d) the liquid water mixing
ratio, (e) the horizontal velocity components, dfdthe air density. The DYCOM2-RF01
case is displayed. The solid lines indicate 3DCLOigBuIts. The dotted lines indicate a mean
over all LES results. The light shading around timsan delimits by the maximum and

minimum values within the master ensemble at aagrgheight.

Figure 4. Time series of (a) the cloud coverage @) the liquid water path. The BOMEX
case is displayed. The solid lines indicate 3DCLO#gBults. The light shading delimits the

maximum and minimum values within the master enserabany given time.

Figure 5. Mean profiles averaged over the fiftuthof (a) cloud coverage, (b) the potential
temperature, (c) the water vapour mixing ratio, fttg liquid water mixing ratio, (e) the
horizontal velocity components, and (f) the air silgnThe BOMEX case is displayed. The
solid lines indicate 3DCLOUD results. The light dimy delimits the maximum and

minimum values within the master ensemble at aagrgheight.

Figure 6. Time series of vertically-integrated water path (IWP) from different cirrus

models, which participated in the Idealized CirMedel Comparison Project and from the
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3DCLOUD model (thick blue lines). The upper panelfor the cold cirrus case and the
bottom one is for the warm cirrus case. Cyan legreésents models with bin microphysics,
red line models with bulk microphysics, green lgnegle column models, and thin black lines
models with heritage in the study of deep convectioboundary layer clouds. This figure is
made from the one taken from Starr et al. (200d)aang et al. (2012).

Figure 7. The instantaneous cloud-field snapshdtdhe pseudo albedo at four hours
simulated by (a) the UCLA-0 model (picture takeonfr Stevens et al., 2005), (b) the BRAMS
model, both configured following the DYCOMS2-RF0dse (Stevens et al., 2005) and (c)
from 3DCLOUD with assimilation of meteorologicalgfites based on the DYCOMS-RF01
case. The UCLA-O field is drawn from simulation w#eN, = N, = 192 andA,= A, = 20

m. Both BRAMS and 3DCLOUD are drawn from simulasonhereN, = N, = N, = 100,
A,=A,=40 mandA,= 12 m. Note that the 3DCLOUD field is obtained at #&gond step
of the algorithm, with the inhomogeneity parameter= 0.3, mean optical depth = 10 and
Loyt = 2 km. (d) is the optical depth power spectra computdlowing the x and the y
directions and then averaged, for BRAMS (points)) 8&DCLOUD (circles). A theoretical

power spectrum with spectral slofe= —5/3 is added (black line).

Figure 8. (a), (b), (c) and (d) pseudo albedo a)d (f), (g), and (h) cross sections of the
vertical velocity (shaded) and the cloud water foared), at the end of simulation, for the
stratocumulus simulated by 3DCLOUD with assimilatmf meteorological profiles based on
the DYCOMS2-RF0O1 case. Different numerical spati@bolutions are presented with
Ax=Ay: (a) and (e)Ax=200 m, (b) and ()Ax=100m, (c) and (g)Ax=50m and (d) and
(h) Ax=25 m. (i), (j), (k) and (I) mean profiles of the pot&l temperature, the liquid water
mixing ratio, the horizontal velocity componentsidathe vapour water mixing ratio. The
solid lines indicate meteorological profiles bagedDYCOMS2-RF01 case and assimilated
by 3DCLOUD. Points, dotted lines, dashed lines dagh-dot lines indicate 3DCLOUD
results at the end of simulation for the differentmerical spatial resolutiodx =200m,
Ax=100m, Ax=50m andAx = 25m, respectively. Number of iterations is 700.
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Figure 9. Same as Fig. 8, for cumulus cloud sinedldty 3DCLOUD with assimilation of
meteorological profiles based on the BOMEX case. {e3DCLOUD iterating until 2h-

simulation is done.

Figure 10. Time series of the mean distance betvobaud areas for different horizontal
numerical spatial resolutions (colored lines) wah constant vertical numerical spatial
resolution Az =38.5 m) and mean distance averaged over the last-raif lof a 2h
simulation as a function of numerical spatial rasoh (black line with circles). The cumulus
cloud is simulated by 3DCLOUD with assimilation mieteorological profiles based on the
BOMEX case. Horizontal extensions atg = L, =5 km and vertical extension ik, =

2700 m.

Figure 11. Same as Fig. 8&@X=50 m), for different assimilated values of the cloud
coverage: (a) and (&} =99%, (b) and (f) C =80%, (c) and (g)C =50% and (d) and (h)
C =20%.

Figure 12. (a) Pseudo albedo estimated from optiepth (initial field) simulated in the step
1 by 3DCLOUD for the DYCOMS2-RFO01 case (see Fig, 8t), (c) and (d) pseudo albedo
adjusted in the step 2 of 3DCLOUD for differentued of the inhomogeneity paramejgr

and of the outer scale,, . (¢) mean power spectra of optical depth alongdyadirections.

The power spectra are scaled for better visuatinat{f) probability density function of
optical depth, (g) mean vertical profiles of hontally averaged optical depth and (h) volume

rendering of optical depth for the case@@.and L, are 0.2 and 1 km for case 1, 0.7 and 1 km

out
for case 2 and 0.7 and 10 km for case 3, respécti8elid lines, dotted lines, dashed lines

and dash-dot lines indicate initial field, casedse 2 and case 3 fields, respectively.

Figure 13. Idealized vertical profiles assimilatddshed lines) and simulated (solid lines) by
3DCLOUD during step 1 of (a) the potential temperatand relative humidity and of (b) the
horizontal velocity components and the ice wateartent (IWC), (c) ice water path (IWP)

simulated by 3DCloud in step 1, (d) IWP simulatgd3DCloud in step 2, () mean power
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spectra of IWC along x and y directions after ttepsl and the step 2. (f) IWC probability

density functions after step 1 and step 2. (g) IWdme rendering after step 2, is set

to 1 andL_. is setto 1 km. Number of iterations is 1000.

out

Figure 14. 2D vertical slice of 3DCLOUD ice wateontent (IWC gn) through a 3D
simulation at an angle parallel to the wind (a) R&8ase, (b) RC99 case and (c) RC99b case.
Fields are obtained from simulations whevg = N,, = 200 andN, = 66 andA,= A, = 250

m andA,= 120 m. Horizontal extensions atg = L, = 50 km and vertical extension is
L, = 8 km between 4 km and 12 km. Note that the 3DCLOUuHII$ are smooth because

obtained at the first step of the algorithm.

Figure 15. Same as Fig. 14b but after the secasyl aft the algorithm, where 1D spectral
slope is close to -5/3 from outer scélg,; = 15 km to the numerical scalex = 250 m.(a)
mean of 3D IWC idWC = 0.07 gm* and inhomogeneity parametes, . = 0.4 for cloudy
voxels. (b) same as (a) but with inhomogeneity ipatar p;,,-, function of height and
derived from the 27 December 1999 RADAR measuresneetween 10 and 12 UTC crudely
estimated from the Fig. 2c in Hogan and Kew (2005).

Figure 16. Vertical profiles for the RC99 case a@f ¢loud fraction, (b) mean of In(IWC) for
the cloudy voxels and (c) standard deviation o) for cloudy voxels computed from
two 3DCLOUD fields obtained at the second stephef algorithm. The solid lines indicate
simulation where inhomogeneity parameterpig, = 0.4 and the dotted lines indicate
simulation where the parametey, ., function of height, is derived from the 27 Decemb
1999 RADAR measurements between 10 and 12 UTC arttkly estimated from the Fig 2c
in Hogan and Kew (2005).
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Userinputs Userinputs
- Vertical meteorological - Pip: Spectral slope
profiles (temperature, humidity, - Loy outer scale
wind, pressure) - Mean optical depth (for stratocumulus and cumulus)
- Cloud coverage G - Mean IWC (fOI’ Cil’rus)
- Domain extension : L,=L,. L, -Inhomogeneity parameter of optical depth or IWC
- Voxels number : Ny=N,, Nz (for stratocumulus and cumulus or cirrus respectively)
. 3DCloud
. Outputs
Step 1 A 4
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3
4
5 Figure 1. General flow chart of the stratocumultismulus and cirrus generator 3DCloud.
6 Note that 3DCloud algorithm is divided in two dhst steps.
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Figure 2.Time series of (a) the mean cloud top height, lfe)rhean cloud base height, (c) the
cloud coverage, and (d) the liquid water path. TRECOMZ2-RFO01 case is displayed.The
solid lines indicate 3DCLOUD results. The dottetel indicate a mean over all LES results.

The light shading around this mean delimits the imax and minimum values within the
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master ensemble at any given time.
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Figure 3. Mean profiles averaged over the foudbriof (a) the longwave net flux, (b) the

liquid water potential temperature, (c) the totalter mixing ratio, (d) the liquid water mixing
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ratio, (e) the horizontal velocity components, dfjdthe air density. The DYCOM2-RF01

case is displayed. The solid lines indicate 3DCLOgBuIts. The dotted lines indicate a mean
over all LES results. The light shading around timiean delimits by the maximum and

minimum values within the master ensemble at angrgheight.
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Figure 4. Time series of (a) the cloud coverage @) the liquid water path. The BOMEX

case is displayed. The solid lines indicate 3DCLOdBults. The light shading delimits the
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Figure 6. Time series of vertically-integrated water path (IWP) from different cirrus

models, which participated in the Idealized CirMedel Comparison Project and from the
3DCLOUD model (thick blue lines). The upper panelfor the cold cirrus case and the
bottom one is for the warm cirrus case. Cyan le@resents models with bin microphysics,

red line models with bulk microphysics, green lgnegle column models, and thin black lines
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models with heritage in the study of deep convectiboundary layer clouds. This figure is
10 made from the one taken from Starr et al. (200d)¥ang et al. (2012).
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Figure 7. The instantaneous cloud-field snapshdtshe pseudo albedo at four hours
simulated by (a) the UCLA-0 model (picture takeonfr Stevens et al., 2005), (b) the BRAMS
model, both configured following the DYCOMS2-RF0ase (Stevens et al., 2005) and (c)
from 3DCLOUD with assimilation of meteorologicalgfites based on the DYCOMS-RFO1
case. The UCLA-O field is drawn from simulation w@eN, = N, = 192 andA,= A, = 20

m. Both BRAMS and 3DCLOUD are drawn from simulasonhereN, = N,, = N, = 100,
Ay=A,=40 mandA,= 12 m. Note that the 3DCLOUD field is obtained at #egond step
of the algorithm, with the inhomogeneity parameter= 0.3, mean optical depth= 10 and
Loyt = 2 km. (d) is the optical depth power spectra comgpiftdlowing the x and the y
directions and then averaged, for BRAMS (points)) 8DCLOUD (circles). A theoretical

power spectrum with spectral slofe= — 5/3 is added (black line).
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Figure 8. (a), (b), (c) and (d) pseudo albedo a)d (f), (g), and (h) cross sections of the
vertical velocity (shaded) and the cloud water {oared), at the end of simulation, for the
stratocumulus simulated by 3DCLOUD with assimilatmf meteorological profiles based on
the DYCOMS2-RFO1 case. Different numerical spatiebolutions are presented with
Ax=Ay: (a) and (e)Ax =200 m, (b) and ()Ax=100m, (c) and (g)Ax=50m and (d) and
(h) Ax=25 m. (i), (j), (k) and (I) mean profiles of the pot&l temperature, the liquid water
mixing ratio, the horizontal velocity componentsidathe vapour water mixing ratio. The
solid lines indicate meteorological profiles basedDYCOMS2-RF01 case and assimilated
by 3DCLOUD. Points, dotted lines, dashed lines dagh-dot lines indicate 3DCLOUD
results at the end of simulation for the differemimerical spatial resolutiod\x =200m,

Ax=100m, Ax=50m andAx = 25m, respectively. Number of iterations is 700.
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Figure 9. Same as Fig. 8, for cumulus cloud sinedldty 3DCLOUD with assimilation of
meteorological profiles based on the BOMEX case. [e3DCLOUD iterating until 2h-

simulation is done.
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2700 m.
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Figure 12. (a) Pseudo albedo estimated from optiepth (initial field) simulated in the step
1 by 3DCLOUD for the DYCOMS2-RF01 case (see Fig, 8ug), (c) and (d) pseudo albedo

adjusted in the step 2 of 3DCLOUD for differentued of the inhomogeneity paramejer
and of the outer scalke_, . (e) mean power spectra of optical depth alongdyadirections.

The power spectra are scaled for better visuatinat{f) probability density function of
optical depth, (g) mean vertical profiles of hontally averaged optical depth and (h) volume

rendering of optical depth for the case@and L, are 0.2 and 1 km for case 1, 0.7 and 1 km

out

for case 2 and 0.7 and 10 km for case 3, respégtielid lines, dotted lines, dashed lines

and dash-dot lines indicate initial field, casedse 2 and case 3 fields, respectively.
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Figure 13. Idealized vertical profiles assimilatddshed lines) and simulated (solid lines) by
3DCLOUD during step 1 of (a) the potential tempearatand relative humidity and of (b) the
horizontal velocity components and the ice watarteot (IWC), (c) ice water path (IWP)
simulated by 3DCloud in step 1, (d) IWP simulatgd3DCloud in step 2, (e) mean power
spectra of IWC along x and y directions after ttepsl and the step 2. (f) IWC probability

density functions after step 1 and step 2. (g) IWdlime rendering after step 2, IS set

to 1 andL_. is setto 1 km. Number of iterations is 1000.
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Figure 14. 2D vertical slice of 3DCLOUD ice wateontent (IWC gmi) through a 3D
simulation at an angle parallel to the wind (a) R&€8ase, (b) RC99 case and (c) RC99b case.

Fields are obtained from simulations whevg = N,, = 200 andN, = 66 andA,= A, = 250
m andA,= 120 m. Horizontal extensions aig = L, = 50 km and vertical extension is

L, = 8 km between 4 km and 12 km. Note that the 3DCLOUWH$ are smooth because

obtained at the first step of the algorithm.
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Figure 15. Same as Fig. 14b but after the secceyl it the algorithm, where 1D spectral
slope is close to -5/3 from outer scélg,; = 15 km to the numerical scalex = 250 m.(a)
mean of 3D IWC idWC = 0.07 gm® and inhomogeneity parametes, . = 0.4 for cloudy
voxels. (b) same as (a) but with inhomogeneity patar p;,,-, function of height and
derived from the 27 December 1999 RADAR measuresieetween 10 and 12 UTC crudely
estimated from the Fig. 2c in Hogan and Kew (2005).
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Figure 16. Vertical profiles for the RC99 case &f ¢loud fraction, (b) mean of In(IWC) for
the cloudy voxels and (c) standard deviation o) for cloudy voxels computed from
two 3DCLOUD fields obtained at the second stephef algorithm. The solid lines indicate
simulation where inhomogeneity parameterpig, = 0.4 and the dotted lines indicate
simulation where the parametey, ., function of height, is derived from the 27 Dece&mb
1999 RADAR measurements between 10 and 12 UTC amttky estimated from the Fig 2c
in Hogan and Kew (2005).
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