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Abstract

Modelers compute ocean carbonate chemistry often with code from the Ocean Carbon Cy-
cle Model Intercomparison Project (OCMIP), last revised in 2005. Here we offer improved
publicly available Fortran 95 routines to model the ocean carbonate system (mocsy 2.0).
Both codes take as input dissolved inorganic carbon CT and total alkalinity AT, tracers5

that are conservative with respect to mixing and changes in temperature and salinity. Both
packages use the same thermodynamic equilibria to compute surface-ocean pCO2 and sim-
ulate air–sea CO2 fluxes, but mocsy 2.0 solves the alkalinity-pH equation with the fastest
and safest algorithm available (SolveSAPHE), applicable even under extreme conditions.
The OCMIP code computes only surface pCO2, while mocsy computes all other carbonate10

system variables throughout the water column. It also avoids three common model approx-
imations: that density is constant, that modeled potential temperature is equal to in situ
temperature, and that depth is equal to pressure. Errors from these approximations grow
with depth, e.g., reaching 3% or more for pCO2, H+, and ΩA at 5000 m. The mocsy package
uses the equilibrium constants recommended for best practices. It also offers an option to15

use the recently reassessed total boron concentration BT that is a 4% larger and a second
option to use new K1 and K2 formulations designed to include low-salinity waters. Each
of these options matters, e.g., enhancing surface pCO2 by 4 to 8 µatm. Yet they should
not be used before (1) best-practice equations for K1 and K2 are reevaluated with the new
BT and (2) the low-salinity formulations of K1 and K2 are tuned to be consistent among20

pH scales. Substantial errors are found when neglecting contributions from inorganic P and
Si to total alkalinity, a common practice in ocean biogeochemical modeling that should be
abandoned. The mocsy code with the standard options for best practices and none of the 3
approximations agrees with results from the CO2SYS package within 0.005% for the three
inorganic carbon species (concentrations differ by less than 0.01 µmol kg−1); conversely25

mocsy’s subsurface fCO2 and pCO2 can be many times larger than those from CO2SYS,
because mocsy includes pressure corrections for K0 and the fugacity coefficient, unlike
other packages which calculate only potential fCO2 and pCO2.
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1 Introduction

To compute air–sea CO2 fluxes, ocean carbon cycle models compute the partial pressure
of carbon dioxide (pCO2) from two passive, tracers, namely dissolved inorganic carbon CT

and total alkalinity AT. In many models, that thermodynamic calculation is based on docu-
mented code from the Ocean Carbon Cycle Model Intercomparison Project (OCMIP), which5

is publicly available at http://ocmip5.ipsl.jussieu.fr/OCMIP/. Although modified versions of
that code are used widely (e.g., Müller et al., 2008; ?; Aumont and Bopp, 2006), it has
not been updated since 2005. Meanwhile, there have been developments in recommended
community standards for equilibrium constants (Dickson et al., 2007; Dickson, 2010).

Models require computationally efficient routines that are compatible with other model10

components, typically written in Fortran. Hence, model simulations are not made with widely
used publicly available software packages that are designed to compute other carbonate
system variables from any pair, given corresponding in situ temperature, salinity, pressure,
as well as concentrations of total dissolved inorganic phosphorus PT and total dissolved
inorganic silicon SiT (Dickson et al., 2007). Models also differ because they typically carry15

potential temperature θ, use concentration units of mol m−3, and are referenced to depth
(m); conversely, equations for carbonate system thermodynamics require in situ tempera-
ture T , concentrations in mol kg−3, and in situ pressure. Unit conversion is straightforward,
but for simplicity modelers often make three approximations: (1) that θ is equivalent to T ,
(2) that ocean density is constant (e.g., 1028 kg m−3), and (3) that depth (m) is equivalent20

to in situ pressure (dbar).
Errors associated with these simplifications are considered to be negligible, while the rea-

sons behind them are largely historical. Most studies with ocean carbon cycle models have
focused on large-scale patterns of air–sea CO2 fluxes and related near-surface changes
in the open ocean. More recently, with growing concern for ocean acidification (Caldeira25

and Wickett, 2003; Orr et al., 2005), attention has also turned to the deep ocean, the high
latitudes, and local impacts in the coastal zone. Errors associated with the three approxi-
mations will be larger at depth, where θ diverges from T , where densities are greater than

3
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average surface values, and where there are larger absolute differences between pressure
and depth. One may also question use of the constant density approximation in waters
affected by excess evaporation (e.g., in the equatorial Pacific, Arabian Sea, and Mediter-
ranean Sea) or large freshwater input (e.g., in the Arctic and coastal zones with heavy river
influence).5

To fill these gaps, we provide here an improved set of routines to model the ocean car-
bonate system (mocsy 2.0). This new package uses the classic approach, taking simulated
AT and CT and computing all other carbonate system variables, while adding refinements.
Relative to its precursor (OCMIP model code), mocsy offers several ameliorations: (1) it
no longer makes the three approximations mentioned above, (2) it computes all carbonate10

system variables, not only pCO2 and pH, (3) it provides these variables at all model levels,
not only at the surface, and (4) it uses, as a default, the constants and the pH scale recom-
mended for best practices (Dickson et al., 2007). All constants except K0 (the CO2 solubil-
ity) are corrected for pressure effects (Millero, 1995) with modified coefficients adopted from
CO2SYS (Lewis and Wallace, 1998); both K0 and the fugacity coefficient are corrected for15

pressure effects following Weiss (1974). Options are also provided to replace formulations
for K1 and K2 and for total boron that are recommended for best practices (Dickson et al.,
2007) with more recent formulations, choices that will be shown to affect results significantly.

2 Methods

2.1 Code description20

2.1.1 Basics

The ocean carbonate system is well constrained. Any pair of carbonate system variables
can be used to compute all others. Because only two carbonate system variables, CT and
AT, are carried as passive tracers by all ocean carbon models, mocsy offers only that input
pair. Thus it is unlike other public packages designed largely for observationalists. To calcu-25
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late the remaining carbonate system variables, one only needs to provide additional input
for temperature, salinity, PT, and SiT as well as pressure or depth. A precursor to mocsy was
developed in 2004 and used to project future ocean acidification from simulated CT and AT

in the OCMIP2 models (Orr et al., 2005). That precursor code was never released publicly
and should not be confused with the preexisting OCMIP2 or OCMIP3 code, which only com-5

putes surface pCO2. Its development began by combining the Fortran code for equilibrium
constants from OCMIP2 and an iterative algorithm to solve for pH (Maier-Reimer, 1993;
Aumont and Bopp, 2006). The precursor code was then modified to compute all carbon-
ate system variables throughout the water column. Thus it included pressure corrections
for equilibrium constants (Millero, 1995) with pressure-correction coefficients (some now10

known to be erroneous) taken from version 0.95 of seacarb (Proye and Gattuso, 2003; Lav-
igne and Gattuso, 2011), which itself adopted code from csys (Zeebe and Wolf-Gladrow,
2001). From the seacarb code, the precursor code also included the analytical formula for
the Revelle factor from Frankignoulle (1994). Our feedback from this early development led
to bug corrections that were later implemented in seacarb.15

Since 2005, this precursor code has continued to be improved. The first public version
was denoted as mocsy 1.0 (Orr and Epitalon, 2014). Here along with a revised version of
that Discussion paper, we provide an improved version of the code, mocsy 2.0. The equi-
librium constants and pH scale adopted in mocsy are those recommended by the Guide to
Best Practices for Ocean CO2 Measurements (Dickson et al., 2007). The equilibrium con-20

stants are generally on the total pH scale. There are four exceptions: the CO2 solubility K0,
KS, the solubility product for aragonite KA, and the analogous solubility product for calcite
KC (Mucci, 1983). By definition, K0, KA, and KC are independent of the pH scale: they
do not involve [H+]. Although KS includes [H+], it is maintained on the the free scale, as
needed to convert between the free and total scales. Conversely, the equilibrium constant25

that is used to convert between total and seawater scales, KF, is maintained on the total
scale along with all other constants.

For its basic calculations, mocsy adopts the recommendations of Dickson et al. (2007).
These include (1) the Weiss (1974) formulation describing the solubility of CO2 in seawater

5
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(K0); (2) the Lueker et al. (2000) formulations for first and second dissociation constants
of carbonic acid (K1 and K2), refits of measurements from Mehrbach et al. (1973) on the
NBS scale to the total pH scale; (3) the Millero (1995) formulations for equilibrium constants
of boric acid (KB), phosphoric acid (K1P, K2P, K3P), silicic acid (KSi), and water (KW),
which mocsy converts from the seawater scale to the total scale; (4) the Dickson (1990)5

formulation for the equilibrium constant for the dissociation of bisulfate (KS) on the free
scale (see above); (5) the Perez and Fraga (1987) formulation for the equilibirum constant
for hydrogen fluoride HF (KF) on the total scale; and (6) the Mucci (1983) formulations for
the CaCO3 solubility products for aragonite and calcite (KA and KC). These equilibrium
constants use concentrations, not activities. All of them except for K0 are further adjusted10

for pressure using the approach of Millero (1995), with corrected coefficients from Lewis
and Wallace (1998) (see Orr et al., 2014, Table 7). Constant ratios relative to salinity are
used to compute concentrations of total inorganic boron (Uppström, 1974), fluoride (Riley,
1965), sulfur (Morris and Riley, 1966), and calcium (Riley and Tongudai, 1967). The product
of the Ca2+ and CO2−

3 concentrations divided by the apparent solubility product (either KA15

or KC) yields the saturation state (i.e., for aragonite ΩA or for calcite ΩC, respectively).

2.1.2 Solver of the total alkalinity-pH equation

In mocsy 2.0, to solve the total alkalinity-pH equation, we have replaced the classic fixed-
point iterative carbonate alkalinity scheme (ICAC) in mocsy 1.0 with a new, universally
convergent algorithm from Munhoven (2013). We now call the cubic initialization routine20

followed by the standard safe-guarded solver routine solve_at_general, both from
Munhoven’s SolveSAPHE package v1.0.1. Our tests using typical open-ocean conditions
indicate that results from both are identical to at least the sixth digit after the decimal in
terms of pH, but that SolveSAPHE is about 5 times faster than our former ICAC routine.

Moreover, the SolveSAPHE routines allow mocsy 2.0 to avoid any convergence prob-25

lem under extreme conditions. The ICAC methods do not always converge, for example
under low CT when AT/CT > 1 (Munhoven, 2013, Figure 3c). Our experience is that non-
convergence may occur in high-resolution, global biogeochemical models under present-
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day conditions, because local effects from freshwater river input are heightened. An exam-
ple comes from recent test simulations with the ICAC scheme imbedded in 2◦, 0.5◦, and
0.25◦ versions of the NEMO-PISCES model at our laboratory. At the highest resolution, the
ICAC scheme generates negative [H+] in the model’s Ob estuary where simulated AT and
CT are both very low as are salinities. We expect that these negative [H+] will disappear5

once the SolveSAPHE algorithms are implemented in the model.
For use with mocsy 2.0, we made minor modification to the SolveSAPHE routines (1) to

use mocsy’s equilibrium constants and (2) to remove arguments and equations for NH+
4

and H2S acid systems.

2.1.3 From aqueous CO2 to pCO210

In mocsy, we use K0 from Weiss (1974) to compute fCO2 from CO∗
2 and the fugacity

coefficient Cf (Weiss, 1974; Dickson and Goyet, 1994; Dickson et al., 2007) to compute
pCO2 from fCO2:

[CO∗
2] =K0fCO2 =K0CfpCO2. (1)

For this calculation of oceanic pCO2, mocsy does not use the combined coefficient F from15

Weiss and Price (1980), where

F =K0Cf (1− pH2O) , (2)

because it includes a wet-to-dry air conversion (term in parentheses), which is inappropriate
for the conversions in Eq. 1. Rather, that combined term is commonly used when convert-
ing between atmopsheric pCO2 and xCO2. Although those atmospheric conversions are20

now also offered with new functions in mocsy 2.0, we still do not use F in order to make
calculations in a stepwise fashion and to avoid potential confusion.

The mocsy 2.0 package also differs substantially from other packages because it adjusts
for effects of subsurface pressure on K0 as well as Cf . All packages compared by Orr et al.
(2014) compute K0 with the same standard equation (Weiss, 1974, Eq. 12), but none of25
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them make the exponential pressure correction (Weiss, 1974, Eq. 5):

[CO∗
2] =K0 fCO2 exp[(1−P )v̄CO2/RT ] , (3)

where P is the total pressure (atmospheric + hydrostatic, both in units of atm),
v̄CO2 is the partial molal volume of CO2 (32.3 cm3 mol−1), R is the gas constant
(82.05736 cm3 atm mol−1 K−1), and T is the absolute temperature (K). Thus the computed5

fCO2 refers only to potential values considering the total pressure as that at the surface.
Weiss (1974) indicated that that simplification is adequate down to about 100 m, below
which the pressure correction is not negligible and should be included. In mocsy 2.0, we
account for the pressure correction term.

Likewise the effects of subsurface pressure on the fugacity coefficient Cf were not con-10

sidered in the public packages compared by Orr et al. (2014), including mocsy 1.0 (Orr
and Epitalon, 2014). All packages considered that total pressure was the same as atmo-
spheric pressure, always equal to 1 atmosphere. Conversely, mocsy 2.0 also accounts for
subsurface pressure effects on Cf (Weiss, 1974, Eq. 9):

fCO2 = pCO2Cf = pCO2 exp
[(
B+ 2x22 δ12

)
P/RT

]
, (4)15

where B is the virial coefficient of CO2 (Weiss, 1974, Eq. 6), x2 is the sum of the mole
fractions of all remaining gases (1−xCO2, when xCO2 << 1), and δ12 = 57.7− 0.118T .
Once again, P is the total pressure (atmospheric + hydrostatic) in atm and R and T are as
described for Eq. 3.

Other public packages have used only atmospheric pressure for P, tpically fixed at 1 atm,20

in Eqs. 3 and 4. In that case, computed subsurface fCO2 and pCO2 may be considered
as potential values that a water parcel would have if brought back to the surface. Yet that
second approach misses the correction of the effect of pressure on temperature. Hence we
propose a third approach to compute the true potential fCO2 and pCO2 by also using θ in
place of T in Eqs. 3 and 4. This true potential fCO2 and pCO2 consider that subsurface25

water is brought adiabatically back to the surface. In mocsy 2.0, all three approaches are

8
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available, but the default is to compute fCO2 and pCO2 with the first approach, at in situ
temperature and total pressure.

The effects of these pressure corrections on K0 and Cf are shown in terms of their
multiplicative effect on fCO2 and pCO2. For K0, the effect is shown as components of
the exponential term in Eq. 3 (Fig. 1, left). For Cf , it is shown as the ratio between the5

exponential term in Eq. 4 where P is total pressure over the same term with P equal to
atmospheric pressure (Fig. 1, right). At 100 m, factors already reach 1.014 for fCO2 and
1.05 for pCO2. At 5000 m, the total multiplicative effect reaches more than a factor of 2
for fCO2 and 20 for pCO2. The effect of pressure on temperature (T ) is a small effect
compared with the total correction (T +P ). Hence the second and third approaches above10

provide similar results. Because mocsy 2.0’s default is to include these large subsurface
pressure corrections, its subsurface fCO2 and pCO2 will be much larger than those from
other packages (Orr et al., 2014). Conversely, calculations of other variables will not be
affected by pressure adjustments of K0 and Cf .

2.1.4 Revelle factor15

Another new feature in mocsy 2.0 is that it accounts for the effects of PT and SiT on the
Revelle factor Rf .

Rf =
∂pCO2/pCO2

∂CT/CT

=
∂pCO2

∂CT

(
CT

pCO2

) (5)

To do so, mocsy 2.0 replaces the analytical formula for Rf from Frankignoulle (1994) that
was used in mocsy 1.0 with a numerical centered-finite-difference solution to compute the20

derivative. This second-order accurate numerical approach is like that used in CO2SYS,
with two differences. The most significant is that CO2SYS uses fCO2 in place of pCO2.
Secondly, in CO2SYS the step size h for the numerical approximation of the derivative
(df/dx= (f(x0 +h)− f(x0−h))/2h, where x is CT and f(x) is pCO2) is ten times larger

9
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than ours (h= 0.1 µmol kg−1), an optimal value that produced the minimum difference be-
tween the numerical and analytical solutions, when nutrient concentrations are set to zero.
However, both step sizes yield identical computed R values up to the fourth decimal place.

2.2 Options

Since the publication of the last best practices guide (Dickson et al., 2007), there have been5

developments that merit close attention given their potential impacts on computed carbon-
ate chemistry variables. First, Lee et al. (2010) estimate that the total boron concentration
in the ocean, i.e., its linear relationship with salinity, is 4 % greater than estimated previously
(Uppström, 1974). Lee et al. (2010) used a more precise measurement technique on more
samples (n= 139) collected from a wider geographic distribution than did Uppström (1974)10

whose total boron : salinity ratio is based on 20 samples from the deep Pacific.
Second for K1 and K2, Millero (2010) combined the same set of measurements used by

Lueker et al. (2000) from Mehrbach et al. (1973) along with his own (Millero et al., 2006)
to fit new formulations that are applicable over larger ranges of salinity (1 to 50) and tem-
perature (0 to 50 ◦C) than are those recommended for best practices (Lueker et al., 2000).15

The latter are intended to be used only when 19< S < 43 and 2< T < 35◦C. Salinities and
temperatures below these thresholds do occur even in coarse-resolution global models in
areas such as the Arctic, which routinely experiences subzero temperatures and intense
freshwater input from rivers as well as land- and sea-ice melt. Generally low salinities near
rivers are also common in regional models and will become more prevalent in global mod-20

els as resolution increases. To model such conditions properly, we may need to go beyond
the best-practices recommendation (Dickson et al., 2007). Thus in mocsy, we have imple-
mented options for the user to choose to use the newer formulations mentioned above for
K1, K2, and total boron in place of those recommended for best practices. Likewise for KF,
we allow the user to choose either the Dickson and Riley (1979) formulation recommended25

by Dickson and Goyet (1994) or the Perez and Fraga (1987) formulation recommended
by Dickson et al. (2007), but which is intended to be limited to waters where 10< S < 40
(practical salinity scale) and 9< T < 33 ◦C.

10
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2.3 Exceptions to best practices

The best-practice formulations for KW, K1P, K2P, and K3P proposed by Dickson et al.
(2007) are those from Millero (1995) with 0.015 subtracted from the constant term as a sim-
ple means to convert from the seawater to the total hydrogen ion scale (Dickson and Goyet,
1994; Dickson et al., 2007, Chap. 5, footnote 5). In mocsy, we do not impose this constant5

correction, preferring instead to use the classic approach to convert equiilibrium constants
between the two pH scales (e.g., Millero, 2010, Eq. 6). That results in a pH-scale correction
that varies with [HF[. The same variable correction is used in CO2SYS.

Dickson et al. (2007) do not discuss pressure corrections of equilibrium constants. Unlike
in other public packages, mocsy 2.0 makes pressure adjustments for K0 and the related Cf10

(Eqs. 3 and4), thus affecting computed fCO2 and pCO2 (see Sect. 2.1.3). For the remain-
ing equilibrium constants, mocsy follows the lead of CO2SYS using Millero’s equations,
quadratic functions of pressure and temperature (Millero, 1995, Eqs. 90–92) with correc-
tions to associated coefficients from Lewis and Wallace (1998) as detailed elsewhere (Orr
et al., 2014, Table 7).15

To compute the Ca2+ concentration from salinity, mocsy 2.0 uses a Ca-to-chlorinity ratio
of 0.02128 from Riley and Tongudai (1967) instead of the slightly different value of 0.02127
that appears in the best-practices guide (Dickson et al., 2007, chap.5, Table 2). The latter
states it uses the ratio from the former reference.

2.4 Evaluation20

There is no absolute reference for computed carbonate system variables. To validate mocsy,
its computed variables were compared to those from CO2SYS-MATLAB (van Heuven et al.,
2011) run with identical input data. Although both packages could in principle be wrong even
if both agree, we compare mocsy to CO2SYS because the latter is the first public package
made available to compute these variables, it is used widely, and it was developed with great25

care (Lewis and Wallace, 1998). Moreover, it has served as a base for other public packages
to build on. A companion manuscript further details the reasons for our arbitrarily choice of

11



D
iscussion

P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|

CO2SYS as the reference (Orr et al., 2014). The input data with which we compared the
two packages includes AT and CT from the three-dimensional, global gridded data product
on a 1◦× 1◦ grid known as GLODAP (Key et al., 2004). Other necessary input data on the
same grid were taken from the 2009 World Ocean Atlas (WOA2009) gridded data product,
which includes in situ temperature (Locarnini et al., 2010) and salinity (Antonov et al., 2010)5

as well as concentrations of PT and SiT (Garcia et al., 2010).

3 Results

As a baseline reference for later evaluation and sensitivity tests, we present carbonate sys-
tem variables computed with mocsy 2.0 from the gridded GLODAP-WOA2009 data. Magni-
tudes and patterns of the surface zonal-mean distributions (Fig. 2) are as expected based10

on previous studies Orr et al. (2005); Orr (2011). Corresponding global mean vertical pro-
files (Fig. 3) have not been detailed previously. Both fCO2 and pCO2 continue to increase
with depth, particularly the latter, because of pressure corrections to K0 and Cf , respec-
tively. Conversely, the CO∗

2 concentration increases from the surface to about 1000 m, where
it reaches three times the surface level. Below, it declines slowly to values at 5000 m that15

are just over twice those at the surface. The CO2−
3 profile mirrors that for CO∗

2, as expected
from the zonal mean distributions. Vertical distributions of the saturation states ΩA and ΩC

generally follow the CO2−
3 profile but are influenced by pressure effects on KA and KC. The

shape of the H+ concentration profile is similar to that for CO∗
2 but shows two maxima at

1000 and 5000 m, both at about twice the surface concentration. The Revelle factor also20

reaches a maximum at 1000 m, but it declines only slightly below, with values remaining at
nearly double the surface level.

3.1 Evaluation

Our evaluation reveals the extent to which mocsy’s variables computed from the GLODAP-
WOA2009 data differ from those computed when the same data is used with the CO2SYS-25

MATLAB package. Relative differences remain within ±0.005% for computed concentra-
12
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tions of CO∗
2, HCO−

3 , CO2−
3 , and H+, both for surface zonal means (Fig. 4) and global aver-

age vertical profiles (Fig. 5). Corresponding absolute differences are within 0.01 µmol kg−1

for each of the three inorganic carbon species, and within 0.0002 nmolkg−1 for H+. The lat-
ter translates into pH differences of less than 0.00002 between the two packages. Tighter
agreement cannot be expected because CO2SYS computes pH with a Newton method that5

stops iterating once the change in pH from the previous iteration is less than 0.0001. The
slight difference in H+ between packages explains the slight offsets in the three inorganic
carbon species, because both packages yield identical results for the computed K1 and K2

equilibrium constants (Orr et al., 2014).
Relative differences between packages are slightly larger for ΩA and ΩC , with a constant10

offset of 0.018% throughout the water column. Comparison of the source code of the two
packages revealed that the offset is due to differences in the atomic weight of calcium:
CO2SYS’s uses 40.087, whereas mocsy uses 40.078, the recommended value (Dickson
et al., 2007, chap. 5, Table 1). Nonetheless, these relative differences remain small. They
correspond with differences in computed saturation states of less than 0.001 unit between15

the two packages. Of similar magnitude are the relative differences for the Revelle factor Rf

of about 0.02% at the surface. Relative differences in Rf grow to 0.2% at 5000 m, but the
corresponding absolute differences remains less than 0.03 units. With the new numerical
solution of Rf in mocsy, differences relative to CO2sys are six times smaller than with the
analytical formula used in mocsy 1.0.20

Concerning the two remaining computed variables, at the surface fCO2 and pCO2 both
track CO∗

2 in both packages. Hence differences between packages for both variables are
similarly small (0.005%) at the surface. Yet discrepances grow to extraordinary levels at
greater depths. At 5000 m, mocsy’s fCO2 is twice as large as that in CO2SYS, while its
pCO2 reaches more than twenty times more. The cause of these large differences are the25

pressure corrections to KF and Cf in mocsy 2.0 (Eqs. 3 and 4) as shown in Fig. 1, which
are not accounted for in CO2SYS.

13
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3.2 Model approximations

Errors from all three model approximations increase with depth (Figs. 6). Maximum to-
tal errors reach 3% or more for pCO2, H+, and ΩA at 5000 m. Yet the causes differ. For
pCO2, the largest error comes from the pressure approximation, while errors from the other
two approximations are smaller and nearly compensate one another. For ΩA there is little5

compensation, while the error from the constant density approximation dominates; it alone
reaches 3% at 5000 m. For H+, there is no compensation and errors from the temperature
approximation dominate. The total relative error for computed fCO2 in the deep ocean is
about half that for pCO2 because the error associated with the pressure approximation is
more than four times smaller while errors from the other two approximations are similar.10

Total errors from the three approximations remain less than 1% even in the deep ocean for
the three inorganic carbon species as well as for the Revelle factor.

Errors in ΩA have somewhat similar patterns to those of CO2−
3 . Yet at 5000 m, the magni-

tude of the total relative error of ΩA reaches 4%, more than five times greater than for CO2−
3 .

That relative enhancement of the former over the latter is partly due to the sharp decline15

in ΩA, e.g., below 1000 m, whereas CO2−
3 concentrations remain relatively stable (Fig. 3).

The dominance of the pressure induced increase in KA largely outweighs its sensitivity to
temperature, unlike for CO2−

3 .
None of the three approximations is without error, but it is the constant density approxi-

mation which leads to the largest errors in most computed variables (except for pCO2, H+,20

and fCO2). Yet total absolute errors generally remain small, even at 5000 m, e.g., less than
0.6 µmol kg−1 for the three inorganic carbon species, less than 0.02 for ΩA, and less than
0.07 for Rf (Figs. 7). Conversely, at the same depth the absolute error in pH reaches 0.015
while for pCO2 it reaches 350 µatm.

3.3 Options25

The effects of the three options on computed variables differ by region and depth. The
choice for the KF option has virtually no effect on computed quantities and can be ne-
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glected. That is, KF appears in the total alkalinity equation as detailed later, but its relative
importance may be thought of simply in terms of pH, as it is used to convert between the
seawater and total pH scales. The difference between the two scales is small (∼0.01 units
of pH), and the two formulations alter that very slightly. Practically then, computed carbon-
ate system variables are insensitive to different formulations of KF . More details about5

the sensitivity of computed variables to each of the constants can be found elsewhere (Orr
et al., 2014, Table 9). Larger differences result from the choice of the two other new options,
for total boron and for formulations for K1 and K2.

The 4% increase in total boron with the new formulation from Lee et al. (2010) increases
borate alkalinity AB, e.g., by about 3% in typical surface waters. The latter increases less10

because AB =BT/(1 + [H+]/KB) and [H+] also increases by 1%. Yet modeled total alka-
linity AT is unaffected, being an input variable (along with CT). Because AT is unchanged
and AB is higher, then modeled carbonate alkalinity AC must be lower. This decline in
AC reduces surface CO2−

3 everywhere, from −1.5 µmol kg−1 in the Southern Ocean to
−3 µmol kg−1 in the tropics (Fig. 8). The corresponding decline in surface ΩA is between15

0.02 to 0.04. Simultaneously, computed surface pCO2 increases by 4 to 6 µatm and surface
pH declines by 0.006 units. Yet the Revelle factor declines by 0.04, i.e., the buffer capacity
increases. That decline can be understood by studying Eq. (5). The partial derivative on
the right hand side increases by roughly 1% when the new boron formulation (Lee et al.,
2010) is used in place of the standard (Uppström, 1974). However the adjacent concentra-20

tion ratio (in parentheses) decreases by relatively more, about 1.4%. Hence Rf decreases
because pCO2 increases (CT remains constant). In the deep ocean, the new total boron
formulation leads to nearly uniform changes in pH of −0.005± 0.001 units, and in CO2−

3 of
−1±0.1µmol kg−1. There is also an exponential increase in pCO2 up to 110 µatm at 5000 m
(Fig. 9). The latter represents a 1% increase in the baseline pCO2 (Fig. 3).25

The new option where the formulations ofK1 andK2 from Millero (2010) are used instead
of those from Lueker et al. (2000) yields changes that are less uniform and in some places
larger than those from using the new option forBT. Changes from the new option forK1 and
K2 are larger in the Southern Ocean, i.e., pCO2 increases by up to +7 µatm, corresponding
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to a 2% increase in CO∗
2, while pH declines by up to 0.006. In contrast, in the lowest latitudes

corresponding changes in pCO2 and CO∗
2 are negligible. In the Southern Ocean, changes

in pCO2, CO∗
2, and pH from using the new K1 and K2 option reinforce those from the

new BT option. But in the same region, changes from the two options partly compensate
one another for CO2−

3 and ΩA, while they reinforce one another in the lower latitudes. Due5

to these regional differences in compensation, total absolute changes are largest in the
Southern Ocean for pCO2 (+12 µatm), CO∗

2 (+4%), pH (−0.012), and Rf (-0.30), whereas
they are largest in the lower latitudes for CO2−

3 (-3.5 µmol kg−1) and ΩA (−0.06). With depth,
mean absolute changes due to both options grow for pCO2 and CO∗

2, change little for pH
and Rf , and decline for CO2−

3 and ΩA. These differences appear greatly affected by the10

structure of the baseline profiles (Fig. 3).

4 Discussion

Our focus has been on quantifying errors in computed variables from the three model ap-
proximations and in assessing how variables are affected by the three user options. A more
general concern is how computed variables are affected by the frequent practice of neglect-15

ing nutrient concentrations in carbonate system calculations. In high-nutrient regions, the
changes in computed variables due to phosphate and silicate alkalinity (Figs. 10 and 11)
are similar in magnitude and have the same sign as do those from changing to the new
formulation for total boron (Figs. 8 and 9). All three contribute to non-carbonate alkalinity
and hence total alkalinity,20

AT =AC +AB +AW +AP +ASi +AO, (6)
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where

AC =
[
HCO−

3

]
+ 2

[
CO2−

3

]
, (7)

AB =
[
B(OH)−4

]
, (8)

AW = [OH−]− [H+]F−
[
HSO−

4

]
− [HF], (9)

AP =
[
HPO2−

4

]
+ 2

[
PO3−

4

]
− [H3PO4], (10)5

ASi =
[
SiO(OH)−3

]
, and (11)

AO = [NH3] + [HS−] + . . . (12)

In brief, contributions on the right side of Eq. (6) come from components of carbonic acid,
boric acid, water, phosphoric acid, silicic acid, and other species, respectively. The sum of
last three terms in Eq. (9) are often represented simply as [H+], namely the hydrogen ion10

concentration on the seawater scale. Hence, water alkalinity AW provides an indicator of
how a given seawater sample differs from acid-base neutrality.

As an input variable, AT is not affected by using a more simplified alkalinity equation,
by neglecting nutrient concentrations, or by choosing a different formulation for total boron.
Indeed, measured AT is unaffected by any of our calculations. Yet AC is affected, being15

computed by difference. As any of AB, AP, or ASi increase, computed AC must decrease.
In the surface ocean, nutrient alkalinity (AP +ASi) substantially alters computed carbonate
system variables where nutrient concentrations are largest, e.g., in the equatorial Pacific
and in the high latitudes (poleward of 40◦). The largest surface effects occur in the South-
ern Ocean where computed pCO2 changes by +6 µatm, once nutrients are accounted for,20

which is six times more than estimated by Follows et al. (2006). At the same time, CO2−
3

changes by −1.6 µmol kg−1 and pH by −0.007 (Fig. 10). Sometimes differences between
some models may be larger in some regions, but this is far from a general rule. In the
Southern Ocean, simulated air-sea fluxes of natural CO2 often differ between models by
only a tenth of a Pg C yr−1, equivalent to less than 1 µatm in the air-sea difference in pCO225

(Dufour et al., 2013, Table 1). The shift mentioned above would be more than enough to
switch some of them from net sinks to net sources of natural CO2.
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These biases concern models that neglect contributions of phosphoric and silicic acids
to alkalinity (by assuming AT =AC +AB +AW). Equivalent biases occur when nutrient
concentrations are assumed to be zero in offline calculations with output from models
that include these nutrients in the alkalinity equation. Without other compensating biases,
this simplification would lead to a simulated aragonite saturation horizon that is too deep5

(Fig. 12), a simulated onset of aragonite undersaturation in polar surface waters (ΩA < 1)
that is too late, and a simulated interhemispheric north-to-south oceanic transport of car-
bon (Sarmiento et al., 2000) that is too weak. Our results illustrate where and by how much
models err when they neglect nutrient alkalinity, either because of a simplified alkalinity
equation or equivalently by assuming null nutrient concentrations (e.g., in offline calcula-10

tions). Remedying these errors requires little extra coding and does not add significantly to
a model’s computation time. For models that do not carry PT and SiT as tracers, the bias in
computed carbonate system variables would be reduced by calculating the alkalinity from
those absent tracers as that from observed nutrient climatologies (e.g., Garcia et al., 2010).
Alternatively, models that carry inorganic N but not inorganic P as a tracer could approxi-15

mate the latter by mutiplying the former by a fixed Redfield ratio. Yet alkalinity associated
with SiT would still be missing.

The combined effect from nutrient alkalinity and the new BT formulation are often greater
than the individual effects in the surface ocean (Fig. 8 + Fig. 10). In the deep ocean, the
average combined effect shifts CO2−

3 by −3 µmol kg−1, pH by −0.018, and pCO2 by 18 µatm20

(Fig. 9 + Fig. 11). The combined effect also shallows the computed modern ASH by about
100 m in the North Atlantic and up to 300 m in the Southern Ocean (Fig. 12).

Unfortunately, neither the new option forBT nor that forK1 andK2 can be recommended
at present. The new boron option leads to substantial changes in computed variables, but
those results rely on best-practice formulations of K1 and K2 that predate the Lee et al.25

(2010) study and depend themselves on BT (Mehrbach et al., 1973, Eq. 8). Likewise, the
option to use new formulations of K1 and K2 from Millero (2010) leads to large differences
in computed variables, but those constants are not consistent when calculated from sets of
coefficients made available on different pH scales (Orr et al., 2014).
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5 Conclusions

Although fCO2 and pCO2 are typically measured or calculated at the surface, e.g., to esti-
mate air-sea CO2 fluxes, a limited number of studies are also concerned with those quan-
tities below the surface (e.g., Brewer and Peltzer, 2009; Cocco et al., 2013; Bates et al.,
2013). Here we recommend that future studies concerned with subsurface values should5

choose one of two options: (1) compute in situ fCO2 and pCO2 after making pressure cor-
rections toK0 and the fugacity coefficient following Weiss (1974) using total in situ pressure
and in situ temperature or (2) calculate potential fCO2 and pCO2 at 1 atm pressure while
using potential instead of in situ temperature. Results should then be clearly labeled as ei-
ther in situ or potential fCO2 and pCO2. We make this recommendation to avoid ambiguiity,10

especially because pressure effects are large, e.g., multiplying fCO2 by 2 and pCO2 by 20
when at 5000 m. The mocsy 2.0 package offers the first choice as a default and the second
as an option. Other public packages currently offer neither option, computing fCO2 and
pCO2 at 1 atm total pressure with in situ temperature.

For simplicity, modelers typically make ocean carbonate chemistry calculations assuming15

(1) that model density is constant, (2) that simulated potential temperature is equivalent to
in situ temperature, and (3) that model depth is equivalent to pressure. None of the three
approximations produces significant errors at the surface. Yet errors in computed variables
grow with depth. At 5000 m, the sum of the relative errors from the three approximations
reach more than 3% for pCO2, ΩA, and H+ (pH shift of up to 0.015). Yet they remain at20

less than 1% for the three inorganic carbon species (<1 µmol kg−1). The mocsy modeling
routines avoid these errors with little additional coding and trivial increases in computational
time.

The same code also offers two new options to survey effects of developments since the
publication of the best practices guide (Dickson et al., 2007). Those options concern an as-25

sessment that seawater contains 4% more total boron than thought previously (Lee et al.,
2010) and new formulations for K1 and K2 designed to include low salinity waters (Millero,
2010). The new boron option leads to substantial shifts in computed surface variables, e.g.,

19



D
iscussion

P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|

+4 to +6 µatm in pCO2, −1.2 to −2.5 µmol kg−1 in CO2−
3 , and −0.006 in pH. Comparable

shifts at depth lead to a shallower computed ASH by 50 m in the North Atlantic and by 90 m
in the Southern Ocean. The new option for K1 and K2 leads to a shift of +7 µatm in sur-
face pCO2 in the Southern Ocean. When both options are combined, the Southern Ocean’s
surface pCO2 becomes 3 µatm higher than in the high northern latitudes and 6 µatm higher5

than in the tropics. Yet despite their large effects, we cannot yet recommend either new op-
tion. Before using the new BT formulation, the community needs an assessment of how K1

and K2 will change because those measurements depend on BT. And before the comm-
munity uses the new formulations for K1 and K2 (for low-salinity waters), the provided sets
of coefficients from which users calculate them must be refined to give consistent results.10

For simplicity, models often neglect contributions of total phosphorus and silicon to total
alkalinity. Doing so biases computed variables, e.g., shifting Southern Ocean surface pCO2

by +6 µatm and the ASH below by up to +200 m. Because biases are not uniform, they
also affect lateral and vertical gradients. For greater consistency, we invite all modelers to
account for nutrient alkalinity in carbonate system calculations and to avoid the three com-15

mon model approximations for subsurface calculations. The mocsy 2.0 is package removes
these limitations while following best practices. It also adopts the fastest and safest method
to solve the total alkalinity-pH equation (Munhoven, 2013). That solver always converges,
even under extreme conditions, e.g., in estuaries subject to intense freshwater fluxes where
other solvers may fail.20

Code availability

The mocsy package is distributed under the MIT license and is available from github. It can
be retrieved in the conventional manner with git, namely by issuing the following command

git clone git://github.com/jamesorr/mocsy.git25

in an X terminal on Linux, Mac or PC operating systems. If that fails, install git and try again,
or go to the main web page on github https://github.com/jamesorr/mocsy and click on the

20
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link “Download ZIP”. Once downloaded, mocsy can be compiled by typing

make

More details on the code, its compilation, and examples of its use in Fortran and when5

called from python can be found in the mocsy manual at http://ocmip5.ipsl.jussieu.fr/mocsy/.
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Figure 1. Effect of pressure on K0 and Cf given as factors that would need to be multiplied by (left)
fCO2 and (right) pCO2 computed without pressure corrections. These global-mean vertical profiles
were computed with mocsy 2.0 and the GLODAP-WOA2009 gridded input data.
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Figure 2. Surface zonal means of carbonate system variables computed with mocsy 2.0 from the
gridded GLODAP data forAT andCT combined with corresponding data from the 2009 World Ocean
Atlas for in situ temperature, salinity, PT, and SiT.
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Figure 3. Global-mean vertical profiles of carbonate system variables computed with mocsy 2.0
from the data described in Fig. 2.

28



D
iscussion

P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|
D

iscussion
P
aper

|

Figure 4. Differences in surface zonal means between mocsy and CO2SYS for computed variables
shown as (top) percent relative differences (100(Vmocsy −Vco2sys)/Vco2sys) and as (bottom) absolute
differences (Vmocsy −Vco2sys). The absolute differences are given in µmol kg−1 for the 3 inorganic
carbon species, in nmol kg−1 for H+, and in µatm for fCO2 and pCO2; other computed variables are
unitless.
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Figure 5. Differences in global-mean profiles between mocsy and CO2SYS for computed variable,
as in Fig. 4. The large differences in fCO2 and pCO2 are shown as ratios (mocsy/CO2SYS) (top
right).
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Figure 6. Relative changes in global-mean profiles that would result by avoiding each of the three
ocean-model approximations: (1) that density is constant (blue ρ), (2) that potential temperature
is equivalent to in situ temperature (red T ), and (3) that depth (m) is equivalent to pressure (dbar)
(green Z). Also shown is the sum of all three effects (black). Associated errors are equal but opposite
in sign to the changes shown.
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Figure 7. Absolute changes in global-mean profiles of computed variables when each of the three
ocean-model approximations is avoided, with line colors and patterns as in in Fig. 6.
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Figure 8. Changes in zonal means of computed variables due to replacing best-practice recom-
mendations with other options: (1) the Lee et al. (2010) formulation for the total boron-to-salinity
ratio (blue B), (2) the Millero (2010) formulations for K1 and K2 (red, K1K2), and (3) the Dickson
and Riley (1979) formulation for KF (green KF). Absolute differences are shown relative to (1) Upp-
ström (1974), (2) Lueker et al. (2000), and (3) Perez and Fraga (1987). Also indicated is the sum of
the first two changes (black).
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Figure 9. Absolute changes in global-mean vertical profiles of computed variables due to replacing
best-practice recommendations with the three options mentioned in Fig. 8.
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Figure 10. Absolute changes in zonal means of computed variables due to alkalinity contributions
from phosphate (blue solid), silicate (red dashed), and their sum (black dotted) relative to the case
where alkalinity from phosphoric and silicic acids is neglected.
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Figure 11. Absolute changes in global-mean profiles of computed variables attributable to nutrient
alkalinity, i.e., for the same components shown in Fig. 10.
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Figure 12. Changes in the aragonite saturation horizon (ASH) due to (top) using the new formulation
of total boron (Lee et al. minus Uppström), (middle) accounting for nutrient alkalinity (relative to the
common simplification where it is neglected), and (bottom) summing both corrections. Changes in
ASH (m) are smoothed over 5◦ bands of latitude and shown for as zonal means over the Atlantic,
Pacific, and Indian Oceans. The peaks at 30◦ S and 12◦ S in the Atlantic are caused by subtle shifts
in horizontal gradients of ΩA.
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