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Abstract. A bi-directional air-surface exchange scheme for atmospheric ammonia was incorpo-

rated into the Stochastic Time-Inverted Lagrangian Transport air quality model (STILT-Chem v0.8).

STILT-Chem v0.8 was then applied to simulate atmospheric ammonia concentrations at 53 mea-

surement sites in the province of Ontario, Canada for a six-month period from 1 June to 30 Novem-

ber 2006. In addition to the bi-directional scheme, two uni-directional dry deposition schemes were5

tested. Comparisons of modeled ammonia concentrations against observations show that all three

schemes can reasonably predict observations. For sites with low observed ammonia concentra-

tions, the bi-directional scheme clearly overestimated ammonia concentrations during crop-growing

season. Although all three schemes tended to underestimate ammonia concentrations after mid-

October and for sites with elevated observed concentrations, mainly due to underestimated NH310

emission inventory after mid-October and/or underestimated emission potentials for those sites, the

bi-directional scheme performed better because of its introduction of compensation points into the

flux calculation parameterization. In addition to uncertainties in the emission inventory, the results

of additional sensitivity tests suggest that uncertainties in the input values of emission potentials in

the bi-directional scheme greatly affect the accuracy of modeled ammonia concentrations. The use15

of much larger emission potentials in the bi-directional scheme and larger anthropogenic NH3 emis-

sion after mid-October than provided in the model emissions files is needed for accurate prediction

of elevated ammonia concentrations at intensive agricultural locations.
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1 Introduction

As the primary basic gas in the atmosphere, atmospheric ammonia (NH3) plays an important role20

in several biogeochemical processes (Seinfeld and Pandis, 2006). It acts as a major agent in neu-

tralizing acids in the atmosphere and substantially contributes to fine particulate matter (PM2.5)

concentrations, which have impacts on air quality, acid deposition, atmospheric visibility, and cli-

mate. For example, human morbidity has been shown to increase linearly with PM2.5 concentrations

(Pope et al., 2009), and excessive deposition of atmospheric NH3 and ammonium may lead to soil25

acidification and damage to sensitive species and ecosystem health (Morris, 1991; Van Bremen et al.,

1982).

Unlike most gas-phase atmospheric species, which are predominantly either deposited to or emit-

ted from the surface, NH3 is a semi-volatile species and exhibits bi-directional exchange between

the atmosphere and the Earth’s surface. However, dry deposition and emission of NH3 are simu-30

lated entirely separately in most atmospheric NH3 modeling studies (Simpson et al., 2012; Vieno

et al., 2010; Geels et al., 2012). Such a decoupled treatment of these two processes is less realistic

than a combined, bi-directional, gradient-driven flux model. Simulations with separate representa-

tions of emission and dry deposition likely underestimate ambient NH3 concentrations. Thus, the

development of bi-directional modeling of NH3 is important since the bi-directional approach is35

responsive to combined changes of these two processes and allows for more accurate estimation of

surface fluxes. Significant efforts have been made in the past two decades to develop bi-directional

NH3 flux models (Sutton et al., 1998; Nemitz et al., 2001; Wu et al., 2009; Cooter et al., 2010;

Wichink Kruit et al., 2010, 2012; Zhang et al., 2010).

Most existing bi-directional flux models for NH3 were parameterized for applications at canopy40

scales (Flechard et al., 2013). Only a few models were developed for implementation in regional-

scale air quality models due to the lack of required input parameters over a large number of different

land-use categories (Wichink Kruit et al., 2010, 2012; Cooter et al., 2010, 2012; Bash et al., 2013;

Pleim et al., 2013). For example, required inputs of ground and stomatal emission potentials are

generally not measured at regional scales or not explicitly calculated in regional-scale models. Zhang45

et al. (2010) developed a bi-directional exchange model for NH3 that can be easily implemented in

any regional-scale air quality model: the required inputs of stomatal and ground emission potentials

were empirically derived for different land-use categories based on an extensive literature review.

Although bi-directional exchange models of NH3 are more mechanistically realistic in principle,

few studies have examined their actual performances against uni-directional dry deposition models50

at multiple measurement sites with a variety of different levels of NH3 (Wichink Kruit et al., 2012).

In this study, the bi-directional exchange scheme of Zhang et al. (2010) was implemented in the

Stochastic Time-Inverted Lagrangian Transport air quality model (STILT-Chem v0.8). The model

was then used to simulate NH3 concentrations at 53 measurement sites in southern Ontario, Canada,

first with the bi-directional scheme and then with two uni-directional dry deposition schemes that had55
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already been included in the model. The main objective of this study was to assess the performances

of these three dry deposition schemes in atmospheric NH3 modeling using a detailed data set of

NH3 measurements. The uncertainties associated with using predefined emission potentials in the

bi-directional scheme were also examined.

2 Model description60

2.1 STILT-Chem for NH3

STILT-Chem v0.8 was employed in this study to simulate emissions, transport, transformation, and

deposition of atmospheric NH3 as well as other key atmospheric species. STILT-Chem (Wen et al.,

2012, 2013) is a stochastic Lagrangian air quality model developed from the Stochastic Time-

Inverted Lagrangian Transport model (STILT; see http://www.stilt-model.org) (Lin et al., 2003).65

A STILT-Chem simulation begins with a stochastic back-trajectory simulation, followed by forward

calculations that determine tracer concentrations along the generated back trajectories. In the back-

trajectory simulation, numerous virtual particles, each representing an air parcel, are released from

a receptor and transported backward in time for a specific period. Each particle is transported by

both interpolated mean wind fields as well as stochastic velocities representing turbulent eddies. Af-70

ter back trajectories have been calculated, the concentrations of modeled species are initialized at

the endpoint of each back trajectory using values output from a global chemical transport model.

The initial parcel concentrations are then evolved forward in time along each trajectory to take into

consideration the influences of emissions, deposition, and chemical transformation. STILT-Chem

uses the Carbon Bond IV (CB4) gas-phase chemical mechanism (Gery et al., 1989) to simulate the75

time evolution of the concentrations of a variety of gas-phase species in the atmosphere while using

an additional chemistry module to simulate the multiphase species involved in the key atmospheric

reactions of atmospheric NH3 and ammonium. A comprehensive description of the treatment of

emission, transport, transformation, and deposition of atmospheric NH3 and ammonium in STILT-

Chem can be found in Wen et al. (2013).80

2.2 Two uni-directional dry deposition schemes

2.2.1 Wesely dry deposition scheme

A dry deposition scheme based on the work of Wesely (1989) (hereafter referred to as “WDD”) was

used as the default in STILT-Chem to compute dry deposition velocities of the modeled gaseous and

aerosol species (Draxler and Hess, 1997). The WDD scheme estimates the dry deposition velocity

by utilizing the resistance analogy method (Fig. 1), in which each species-specific dry deposition
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velocity (vd in ms−1) is calculated as (Draxler and Hess, 1997)

vd = (Ra +Rb +Rc +RaRbvg)−1 +vg (1)

where Ra (sm−1) is the aerodynamic resistance between a specified height and the surface, Rb

(sm−1) is the quasi-laminar sublayer resistance, andRc (sm−1) is the bulk canopy surface resistance

and is zero for particles. Ra (sm−1) is computed using the friction velocity and the Businger stability

functions for the surface layer; Rb (sm−1) is computed in different ways over land and sea: over

the land, it is parameterized through the friction velocity and the diffusivity characteristics of the gas

and over the sea it is assumed to be small and only limited by the atmospheric resistance (Slinn and

Slinn, 1980; Wesely, 1989; Draxler and Hess, 1997). vg (ms−1), gravitational settling velocity for

particles, is calculated as (Van der Hoven, 1968),

vg = d2pg(ρg−ρ)(18µ)−1 (2)

where dp (m) is the particle diameter, g is the gravity of Earth (9.801 ms−2), ρ (gm−3) is air density,

ρg (gm−3) is particle density, and µ is the dynamic viscosity of air (0.01789 gm−1s−1). Note that

vg is zero for gases.85

Rc depends primarily upon a number of plant physiological and ground surface characteristics

and is parameterized as (Wesely, 1989)

Rc = [1/(Rst +Rm)+1/Rcut +1/(Rdc +Rcl)+1/(Rac +Rg)]−1 (3)

where Rst (sm−1) is the stomatal resistance, Rm (sm−1) is the mesophyll resistance, Rcut (sm−1) is

the upper-canopy leaf cuticle (lu) resistance,Rdc is the resistance to gas-phase transfer by convection,

Rcl (sm−1) is the lower canopy resistance, Rac (sm−1) is the canopy height and density factor

resistance, and Rg (sm−1) is the ground surface resistance. Rst is parameterized as

Rst =RiDhx[1+(200/(G+0.1))2][400/(Ts(40−Ts))] (4)

where Ri (sm−1) is the minimum resistance for water vapor, which depends upon season and land-

cover, Dhx is the ratio of the diffusivity of water vapor to that of the pollutant, G (Wm−2) is the

solar radiation reaching at the canopy, and Ts (◦C) is the surface air temperature in the canopy. For

temperatures outside the 0–40 ◦C temperature range, Rst is set to a very large value. The other resis-

tances (Rm, Rcut, Rdc, Rcl, Rac, Rg) depend primarily upon the effective (relative to SO2) Henry’s90

constant and the specific reactivity of the pollutant. The parameterization of those resistances can be

found in Draxler and Hess (1997).
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2.2.2 Zhang dry deposition scheme

Another dry deposition scheme, based on the work of Zhang et al. (2001, 2003) (hereafter referred

to as “ZDD”), has been added to STILT-Chem from version 0.7 as another option to calculate dry95

deposition of modeled gaseous and aerosol species (Wen et al., 2013). The ZDD scheme (Fig. 1)

employs a methodology similar to the WDD scheme; however, it includes an improved represen-

tation of a number of non-stomatal resistances, including in-canopy aerodynamic (Rac), soil (Rg),

and cuticle resistances (Rcut). Instead of using a constant non-stomatal resistance for a particular

season and land type, ZDD calculates non-stomatal resistance for two archetypal gas-phase species,100

SO2 and O3, as a function of friction velocity, relative humidity, and canopy wetness, as well as

biological factors, such as canopy type, leaf area index (LAI), and growing period. Non-stomatal

resistances for other species are scaled as a weighted average to those of SO2 and O3 based on sim-

ilarities or differences between their chemical and physical characteristics. Other improvements of

the ZDD scheme include a more realistic treatment of cuticle and ground resistances in winter and105

the specification of seasonally-dependent input parameters, including LAI, roughness length, and

resistance components (Zhang et al., 2003). The ZDD scheme, which is formulated for 26 land-use

categories, can calculate dry deposition velocities for more than 30 gaseous species and 14 particu-

late species that are usually considered in regional air quality models. It has been widely used in air

quality models (e.g., Zhang et al., 2002; Alexander et al., 2005; Nopmongcol et al., 2012).110

2.3 Bi-directional NH3 air-surface exchange scheme

In order to simulate bi-directional exchange of NH3 between the atmosphere and the Earth’s surface,

a bi-directional air-surface exchange scheme developed by Zhang et al. (2010) (hereafter referred to

as “ZBE”) was implemented into STILT-Chem v0.8 in this study. The ZBE scheme (see Fig. 1) was

developed for application in region-scale air quality models, in which stomatal and soil emission115

potentials are specified according to land-use category and season based on an extensive review of

measurement and model studies.

In this scheme, the overall vertical flux Ft (µgm−2s−1) at a reference height above the canopy

can be calculated as

Ft =− (χa−χc)

(Ra +Rb)
(5)

where χa (µgm−3) is the NH3 air concentration at the reference height, and χc (µgm−3) is the NH3
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air concentration at the canopy top and can be calculated as

χc =

(
χa

Ra +Rb
+

χst

Rst +Rm
+

χg

Rac +Rg

)
·(

1

Ra +Rb
+

1

Rst +Rm
+

1

Rac +Rg
+

1

Rcut

)−1 (6)

where χst (µgm−3) is the stomatal compensation point and χg (µgm−3) is the soil compensation

point. The same formulas used in the ZDD scheme are used in the ZBE scheme to calculate all of

the resistances in Eq. (6). All of those formulas can be found in the work of Zhang et al. (2003).120

χst is defined chemically as the concentration at which there is both a thermodynamic equilibrium

between NH3 in the liquid and gas phases and an acid-base equilibrium between NH+
4 and NH3 in

the liquid phase. χst can be either measured or calculated according to the formula (Nemitz et al.,

2004)

χst = 1.703×1010
(

161500

Tst

)
exp

(
−10378

Tst

)
Γst (7)

where Tst (K) is the temperature of the leaf stomata, and Γst is the stomatal emission potential at 1

atmosphere and is given by the expression (Nemitz et al., 2000)

Γst =
[NH+

4 ]st

[H+]st
(8)

where [NH+
4 ]st is the concentration of NH+

4 (molL−1) in the apoplastic fluid (fluid in a tissue-level

compartment formed by the continuum of cell walls of adjacent cells as well as the extracellular

spaces). [H+]st=10−pH is the stomatal concentration of H+ (molL−1) with the pH of the intercellu-

lar fluid at 1 atmosphere.

Similarly, χg is calculated (Nemitz et al., 2004) using the formulas

χg = 1.703×1010
(

161500

Tg

)
exp

(
−10378

Tg

)
Γg (9)

Γg =
[NH+

4 ]g
[H+]g

(10)

where Tg (K) is the temperature of the ground surface, Γst is the stomatal emission potential, and125

[NH+
4 ]g and [H+]g are the concentrations of NH+

4 and H+ (molL−1) in the ground cover.

In the ZBE scheme, a set of stomatal (Γst) and ground (Γg) emission potentials are specified

(Table 1) as inputs for each land-use category using empirically-derived values to generate χst and χg

using Eqs. (7) and (9), respectively. This approach is especially useful for regional-scale air quality

models because emission-potential values are generally not measured at regional scales and are not

explicitly calculated in regional-scale models. These values are based on an extensive review of
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model and measurement studies. As a result, they are generally representative of emission potentials

for each land-use category and season. For forests and grasslands, two sets of Γst and Γg values

are provided for the same land-use category to reflect different nitrogen contents – one for high-N

canopies and the other for low-N canopies. For the atmospheric NH3 modeling studies in which

anthropogenic NH3 emissions are used as an external input, following Eq. (6) the air concentration

of NH3 at the canopy top χc can be calculated as (Trebs et al., 2006)

χc =

(
χa

Ra +Rb
+

χst

Rst +Rm
+

χg

Rac +Rg
+Fe

)
·(

1

Ra +Rb
+

1

Rst +Rm
+

1

Rac +Rg
+

1

Rcut

)−1 (11)

where Fe (µgm−2s−1) is the NH3 anthropogenic emission flux from external inputs.

3 Model simulations

3.1 Measurements used for simulation and comparison

Detailed measurements of surface NH3 concentrations were carried out during the Southern Ontario130

Ammonia Passive Sampler Survey (SOAPSS), which ran from 4 April 2006 to 27 March 2007 (Vet

et al., 2008). The objective of SOAPSS was to measure ambient concentrations of NH3 at approx-

imately 79 sites, mainly located in southern Ontario but also at a small number of Canadian sites

outside of Ontario and US sites bordering the Great Lakes. The survey provided highly spatially-

resolved atmospheric NH3 concentration data, with distances between sites in southern Ontario of135

approximately 20 km. The NH3 measurements were made using passive samplers and represent an

integrated average of the near-surface NH3 concentration over a one-week (before December 2006)

or two-week (after November 2006) period. Out of all sites, 53 were selected as receptors and

test sites in this study (Fig. 2), consisting of 39 agricultural sites and 14 forest sites. The other 26

sites, which were very close to transitions from one land-use type to another, were not used in this140

study because their land-use types cannot be assigned with certainty at the model grid scale due to

insufficient resolution of the meteorological input.

3.2 Simulation setup

STILT-Chem v0.8 was used to simulate hourly NH3 concentrations at the 53 sites (Fig. 2) for a pe-

riod from 1 June to 30 November 2006. The model was driven by Eta Data Assimilation System145

(EDAS) data that were obtained from NOAA’s Air Resources Laboratory (ARL) meteorological

data archives. The EDAS data cover most of North America using 185×129 grid cells with a hor-

izontal spacing of 40 km. The EDAS data consists of 26 vertical layers with a model top of 25 mb

and are available at 3 hourly intervals. In the model simulations, ensembles of 500 particles were
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released every hour from each receptor site location at a height of 5 m above ground. A particle150

ensemble size of 500 was shown in a previous study (Wen et al., 2013), using the same model and

similar inputs, to be sufficient to achieve adequate accuracy while not considerably increasing the

computational cost. The paths of the particles were followed backward in time for six days, which

usually allowed them to travel far away from any sources near the receptors. The calculated back-

trajectories were 3-dimensional and their vertical motions were calculated directly using vertical155

velocity fields provided in the input meteorological data. The size of the integration time steps for

the back-trajectory calculations varied with time and location from 1 min to 1 h and was computed

based on the requirement that the advection distance per time-step should be less than the grid spac-

ing (Courant–Friedrichs–Lewy condition). The same time steps were then also used in the forward

simulation for deposition and chemistry calculations.160

Identical emissions and initial/boundary conditions to those described in Wen et al. (2013) were

employed in this study. A detailed description of the emissions and initial/boundary conditions can

be found in Wen et al. (2013), but a brief summary is provided here. Concentrations of modeled

species were initialized at the endpoints of trajectories using output from the Model for OZone And

Related chemical Tracers, version 4 (MOZART-4) (Emmons et al., 2010), which was obtained from165

the WRF-Chem website (http://www.acd.ucar.edu/wrf-chem/mozart.shtml). The gridded MOZART-

4 output fields have a 2.8◦×2.8◦ horizontal grid spacing with 28 vertical levels from the surface to

approximately 2 hPa in six-hourly intervals. No interpolation of the output was performed for the

particle concentration initialization. MOZART-4 chemical species were mapped onto CB4 species

according to the matching table given by Emmons et al. (2010). The initial concentrations of par-170

ticles at trajectory endpoints were then evolved forward in time to account for the influences of

emissions, chemical reactions and deposition along each trajectory for each time step in the forward

trajectory integrations.

The 2006 Canadian Criteria Air Contaminants emission inventory (version 2) from Environment

Canada (EC) was employed as the Canadian emission inventory in the simulations, which incorpo-175

rates facility-level emissions from the EC National Pollutant Release Inventory (i.e., point sources)

plus province-level estimates of on-road mobile emissions, off-road mobile emissions, and area

emissions (http://www.ec.gc.ca/inrp-npri/). A special inventory of 2006 Canadian agricultural NH3

emissions that was developed under the Canadian National Agri-Environmental Standards Initiative

(NAESI) was also included (Makar et al., 2009) to represent regional differences in farming prac-180

tices and climatic conditions for each livestock category, and temporal variation due to seasonally

varying agricultural practices or temperatures. The corresponding US and Mexican emissions in-

ventories that were used were the 2005 US National Emissions Inventory (version 4) and the 1999

Mexican emissions inventory. Both were obtained from the US Environmental Protection Agency

(http://www.epa.gov/ttn/chief/eiinformation.html). These three national anthropogenic inventories185

all included emissions of oxides of nitrogen (NOx), volatile organic compounds (VOC), NH3, car-
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bon monoxide (CO), oxides of sulphur (SOx), and primary particulate matter (PM) with an aero-

dynamic diameter less than or equal to 10 µm and 2.5 µm (PM10 and PM2.5). Each of the three

national emissions inventories was processed with the Sparse Matrix Operator Kernel Emission

(SMOKE) (v2.4) (UNC, 2009) emissions processing system for a domain (Fig. 2) that consisted190

of 150× 106 grid cells with a horizontal grid spacing of 42 km on a secant-polar-stereographic

map projection true at 60◦ N. The SMOKE-processed output emissions consisted of hourly gridded

emissions fields that accounted for geographic variations and diurnal, weekly and monthly varia-

tions. For simplicity all point sources were treated as surface sources, which is reasonable for NH3

emissions because all point sources together account for only a small fraction of total NH3 emission195

(http://www.ec.gc.ca/inrp-npri/default.asp?lang=en&n=0EC58C98-1#Emission Summaries).

Three dry deposition schemes, including two uni-directional schemes – ZDD and WDD – and

the bi-directional scheme ZBE, were used in different STILT-Chem simulations for the 1 June to

30 November 2006 period to investigate their impacts on model predictions of NH3 ambient con-

centrations. In the ZBE scheme, as mentioned above (Sect. 2.3), two sets of Γst and Γg values are200

available for the same land-use category for forests and grasslands according to canopy nitrogen

content. Zhang et al. (2010) suggested that the higher values should be chosen for high-N canopies

and the lower values should be chosen for low-N canopies. The classification of high-N and low-N

canopy for each model grid cell can be determined according to a total nitrogen deposition map for

the model domain obtained either from measurements or previous mode runs. In this study, due to205

a lack of such N deposition maps, we assumed low-N canopies for all forests and grasslands. This

assumption appears to be reasonable because forest areas near the southern Ontario test sites have

low NH3 emission strengths and concentrations (cf. Figs. 2 and 3); thus N deposition in those forest

areas should be low because NH3 tends to be a local pollutant. Accordingly, in the STILT-Chem

simulation with the ZBE scheme, the minimum emission potential values listed in Table 1 were210

used and the simulation was treated as a base-case simulation. However, the difference in the mod-

eled NH3 concentrations between simulations by assuming low-N canopies and by assuming high-N

canopies for all forests and grasslands was examined. Some sensitivity simulations were also per-

formed in which larger emission potential values were used for agricultural land-use categories in

the ZBE scheme (see Sect. 4.3).215

4 Results

4.1 Measured and modeled NH3 concentrations using different dry deposition schemes

Figure 3 shows a site-by-site comparison of average NH3 concentrations between simulations and

observations, in which hourly modeled and weekly observed NH3 concentrations were averaged

over the entire simulation period from 1 June to 30 November 2006 for each receptor site for the220

three simulations that used each of the three deposition schemes. Based on the good agreement
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obtained between simulated and observed values for a similar simulation (Wen et al., 2013), we

assumed that the NH3 emission inventory used in this study is reasonable and that the modeled

physical and chemical processes (other than dry deposition schemes) do not bias NH3 concentration

systematically over the regional scale, so that differences in the modeled NH3 concentration from225

using the three dry deposition schemes can be compared. Note again that the minimum values

of stomatal emission potentials and ground emission potentials given in Table 1 were used in the

simulation using the ZBE scheme. We can see from Fig. 3 that the STILT-Chem model using all

three schemes generally performed adequately in predicting the average levels of observations for

most sites, and also performed well in capturing the general transitional trend in the observations230

going from forested regions to agricultural regions (see Fig. 2). This is a positive result considering

the fact that NH3 is generally difficult for air quality models to simulate due to its strong spatial

variability. Although STILT-Chem is based on a Lagrangian reference framework and is capable

of capturing sub-grid-scale variability (Wen et al., 2011), some processes such as emissions are

associated with Eulerian grids in the simulation, and thus the model’s performance is still affected235

by the spatial resolution of input fields. Overall, out of the three schemes, NH3 concentrations

predicted using the ZDD scheme were smallest mainly because this scheme generally gives higher

NH3 dry deposition velocities (see Sect. 4.2). The highest NH3 concentrations were predicted by

the ZBE scheme due mainly to the inclusion of additional NH3 emissions from ground and canopy

vegetation.240

Figure 4a shows correlations between observed and modeled mean NH3 concentrations that are

presented in Fig. 3 for the three schemes. The ZBE scheme generally predicted higher NH3 con-

centration averages over the entire simulation period than the ZDD and WDD schemes. However,

all three schemes produced almost equivalent correlation patterns with the observations. They un-

derestimated NH3 concentrations at sites with high observed concentrations, while overestimating245

NH3 concentrations at sites with low observed concentrations. This phenomenon is more evident

in the scatter plots (Figs. 4b, c and d) in which weekly measured and modeled concentrations were

used. Similar results have been reported by a European study that used the LOTOS-EUROS model

(Wichink Kruit et al., 2012), in which NH3 concentrations in natural areas were slightly overes-

timated, whereas NH3 concentrations in agricultural regions were underestimated, with more pro-250

nounced underestimations as observed NH3 levels increased. In terms of statistical values of the

Ratio Of the Means (ROM) and the Mean Fractional Bias (MFB) (Tables 2 and 3), modeled NH3

concentrations at agricultural sites were overall underestimated by WDD and ZDD in this study,

and slightly overestimated by ZBE, but all three schemes significantly underestimated NH3 concen-

trations for sites with observed levels greater than 6.0 µg m−3, with a tendency to underestimate255

more with increasing observed concentrations (Fig. 4). The performances of the three schemes at

agricultural sites were not obviously different according to their correlations with observations but

differed significantly from the perspective of bias (Fig. 4 and Table 3). All three schemes performed
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poorly in reproducing observed concentrations at the forest sites, with considerable overestimation

and ineffective representation of the pattern of observations, probably due to much lower emissions260

strengths and concentration levels at those sites. The same uncertainty in the simulations may lead to

more pronounced error/bias at low concentrations than high concentrations. According to the values

of ROM, MFB and Mean Fractional Error (MFE) in Table 3, the ZBE scheme performed the best for

agricultural sites and for all sites, whereas the ZDD scheme had the best performance in simulating

NH3 concentrations for the forested sites.265

Figure 5 shows time series of observed and simulated NH3 concentrations, in which modeled

hourly NH3 concentrations were averaged according to corresponding weekly sampling periods,

and then observed and modeled weekly concentrations were averaged over receptor sites for three

groups: forest sites, agricultural sites, and all sites. All three schemes generally performed well

in capturing the timing of peaks in the observations, albeit the exact predicted concentration levels270

were different. From statistics calculated using values of the mean time series displayed in Fig. 5,

the ZDD scheme performed best in capturing average levels of observation for forest sites, with a

ROM of 0.95, compared with 1.27 for WDD and 1.68 for ZBE, respectively. The ZBE scheme, on

the other hand, performed best in capturing average levels for both agricultural sites and all sites.

For agricultural sites ZBE had a ROM of 1.04, compared 0.73 for ZDD and 0.83 for WDD, and275

for all sites the ZBE scheme had a ROM of 1.07, compared with 0.74 for ZDD and 0.85 for WDD.

All three schemes had relatively poor correlations with observations for all three groups of sites,

with a maximum value of 0.48. The ZBE scheme substantially overestimated NH3 concentrations

over forest sites and the ZDD scheme obviously underestimated NH3 concentrations over agricul-

tural sites. Their performances also differed for different simulation periods. Before mid-October,280

both WDD and ZDD can predict NH3 concentrations well, indicating that the anthropogenic NH3

emissions used for this period of time were reasonable. After mid-October, however, there was a

universal sharp decrease in modeled NH3 concentrations (especially at agricultural sites), mainly in

response to a reduction of the estimated NH3 emissions as a result of lower emissions of NH3 from

livestock production and fertilizer application in southern Ontario in the winter months (Lillyman285

et al., 2010), as well as by the presence of snow cover, which typically begins in November in south-

ern Ontario and which can substantially reduce NH3 soil emissions. However, the big difference

between modeled and observed NH3 concentrations for all three schemes after mid-October may

suggest a significant underestimation of anthropogenic NH3 emissions after mid-October, presum-

ably as a result of neglecting likely fertilizer application from October to November in preparation290

for the next year’s agricultural activity. As for the period before mid-August, the two uni-direction

schemes predicted NH3 well whereas ZBE obviously overestimated. The overestimation of ZBE

was probably due to the use of constant stomatal emission potentials for the entire modeling period,

which are likely too high for this period of time. By contrast the modeled results by ZBE agree

well with the observations at the forest sites after mid-October and at the agricultural sites from295
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mid-August to mid-October. Since temperature generally decreases after mid-August and NH3 con-

centrations overall were overestimated before mid-August, the good agreement later on could be a

result of lower temperatures because stomatal and ground compensation points decrease exponen-

tially with decreasing temperature (Eqs. 7 and 9).

4.2 Modeled dry deposition velocity and flux using different schemes300

Hourly modeled results for the entire simulation period were used to calculate average diurnal vari-

ations of NH3 concentration, dry deposition velocity and air/surface exchange flux. The resulting

average diurnal variations in these three quantities for the three schemes are presented in Fig. 6 for

the forest sites and the agricultural sites. Figure 6 shows that the dry deposition velocities of NH3

modeled by the WDD scheme were smaller than those modeled by the ZDD scheme for both the305

agricultural and especially for the forest sites. The underestimation of dry deposition velocities by

the WDD scheme has been reported by other studies (Wu et al., 2012) and was attributed to the use

of a prescribed minimum non-stomatal resistance without consideration of key biological factors

(e.g., LAI). In contrast, the non-stomatal resistance parameterizations adopted in the ZDD scheme

vary with biological (LAI), meteorological (friction velocity, relative humidity), and surface (canopy310

wetness) conditions, and therefore are better able to capture the variations of dry deposition velocity

than the simple non-stomatal resistance parameterization in the WDD scheme. The NH3 dry deposi-

tion velocity estimated by WDD for forest sites was even smaller than that for the agricultural sites,

mainly due to the exclusion of stomatal uptake (through the use of a very large value of 1025 s m−1

for minimum canopy stomatal resistance) for the deciduous forest category in the “autumn” season.315

In WDD, September–October is treated as autumn and foliage loss is thus assumed. The underpre-

diction of dry deposition velocities of O3 by the WDD scheme for September – October has also

been reported (Wu et al., 2011). The ZBE scheme, on the other hand, calculated NH3 flux directly

and no NH3 dry deposition velocity was estimated in the ZBE scheme. In order to compare with the

other schemes, we divided NH3 fluxes by corresponding NH3 concentrations to obtain an “effec-320

tive” dry deposition velocity for the ZBE scheme. Hence diurnal patterns of effective dry deposition

for the ZBE scheme are presented in Fig. 6 as well. The effective dry deposition velocities from the

ZBE scheme clearly show strong NH3 emission (negative values) from surface to the atmosphere

during the daytime for both forest and agricultural sites. During the nighttime, ZBE effective depo-

sition velocities are close to the dry deposition velocities estimated by ZDD for forest sites, but they325

are small and negative for agricultural sites.

Modeled NH3 fluxes using ZDD and WDD show evident diurnal patterns in which magnitude

of fluxes were smaller at night and larger during daytime hours. All fluxes were negative (down-

ward out of the atmosphere) due to consideration solely of dry deposition in those uni-directional

schemes. Although modeled NH3 dry deposition velocities by ZDD were larger for forest sites than330

for agricultural sites, NH3 fluxes modeled by both WDD and ZDD were higher for agricultural sites

12



than for forest sites. The main reason is that dry deposition flux is determined not only by dry de-

position velocity but also by ambient concentration, and NH3 concentrations at the agricultural sites

were much higher than those at the forest sites as shown in the top panel of Fig. 6. Downward fluxes

predicted by ZDD were greater than those predicted by WDD for both forest and agricultural sites:335

as a consequence, modeled NH3 concentrations based on ZDD were generally smaller than those

based on WDD (see also Figs. 3 and 5).

Unlike the diurnal patterns of NH3 surface fluxes predicted by the uni-directional schemes, in

which all fluxes were downward (negative), the NH3 surface fluxes predicted by the ZBE scheme

were mostly upward (positive), especially for the agricultural sites where almost all fluxes were340

positive and had a much higher peak. Estimated fluxes over the forest sites were negative at night

(Fig. 6) but reached maximum (positive) values in the afternoon. Flux peaks for both the agricultural

sites and the forest sites are coincident with the ambient concentration minima as expected from

Eq. (5). The mean flux of the diurnal pattern was about −1.2 ngm−2s−1 for the forest sites, and

19.2 ngm−2s−1 for the agricultural sites, indicating that NH3 air/surface exchange at the agricultural345

sites acted as an important source of NH3 to the atmosphere during the study period, based on the

ZBE results.

4.3 Uncertainty associated with emission potentials in the ZBE scheme

As discussed in Sect. 2.3, two parameters are required to determine air/surface exchange of NH3:

stomatal emission potential (Γst) and soil emission potential (Γg). Although these parameters can350

be measured at selected locations, they are not available at regional scales nor are they calculated

in regional-scale air quality models. For regional-scale air quality modeling applications, the ZBE

scheme employs Γst and Γg values that have been derived empirically for each land-use category.

Two empirical sets of Γst and Γg values were provided (Table 1) to reflect different nitrogen contents

for the same land-use category that forests and grasslands might have. Thus the use of different355

empirical emission potential values could lead to different simulation results.

In order to bracket uncertainties in modeled NH3 concentrations associated with the use of the dif-

ferent emission-potential values, we ran the model twice – once using the minimum and again using

the maximum emission potentials given in Table 1 – with the ZBE scheme for every location in the

simulation domain. Note that for some land-use categories (e.g., crops) the same emission potential360

was used for both runs due to only one value being available. Modeled NH3 concentrations were

then averaged over the entire simulation period for each test site, and the average concentrations for

the two runs are presented in Fig. 7 for comparison. Figure 7 shows that differences in modeled NH3

concentrations from using the maximum and minimum emission potentials were marked, especially

for most forest sites. Using maximum emission potentials not only greatly overestimated NH3 con-365

centrations, but also significantly reduced the correlation between simulation and observations. The

mean NH3 concentration for the forest sites was 2.25 µgm−3 when maximum emission potentials
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were used, about four times the mean value of 0.54 µgm−3 obtained when the minimum emission

potentials were used. This result indicates the importance of using appropriate emission potentials in

NH3 bi-directional modeling. Although the same emission potential values were used for both runs370

for agricultural locations (agriculture related land-use categories only had one emission-potential

value: see Table 1), differences in modeled concentrations for those locations were still evident. The

mean NH3 concentration for agricultural sites was 3.81 µgm−3 when maximum emission potentials

were used, approximately 1.5 times the mean concentration of 2.42 µgm−3 obtained using minimum

emission potentials. This difference resulted from the transport of higher NH3 concentrations from375

forest areas when maximum emission potentials were used.

Figure 8 shows relationships between deviations of modeled NH3 concentrations from observa-

tions and corresponding local mean anthropogenic NH3 emissions for each site (see Fig. 2). All data

points in Fig. 8 are means over the entire simulation period for the 53 sites for all three schemes.

Those for the ZBE scheme were the outcome of using minimum emission potentials. The deviations380

of modeled NH3 concentrations from observed values obviously show a negative correlation with

anthropogenic NH3 emissions, which is more obvious for ZBE than for the other schemes. When

anthropogenic emissions strength was greater than 6.0 mole s−1gridcell−1, all three schemes un-

derestimated NH3 concentrations. Even for the ZBE scheme which generally predicts the highest

concentrations among the schemes, the underestimation can still be significant. The underestima-385

tion of NH3 concentrations indicates that emission potentials specified in the ZBE scheme (Table 1)

might be not large enough for those highly polluted sites.

In order to quantify how much emission potentials might potentially be underestimated, we con-

ducted several sensitivity tests using different emission potentials for all locations where mean an-

thropogenic NH3 emissions exceeded 6.0 mole s−1gridcell−1. Out of 53 sites, there were five agri-390

cultural sites that satisfied this condition. Those five sites were selected as test sites in this sensitivity

study. The values of emission potentials tested were 2, 3, 4, and 6 times the magnitudes of the pre-

defined values in Table 1 for land-use categories related to agriculture (categories 15 to 20 in Table 1).

Note that those categories only have one emission-potential value for each category. Modeled mean

NH3 concentrations over the entire simulation period were compared for these tests with observa-395

tions and results are summarized in Table 4. Examination of Table 4 suggests that there is a strong

sensitivity to the choice of emission potential value. It further suggests that the pre-defined values of

the emission potentials used in the ZBE scheme might be substantially underestimated for sites with

strong anthropogenic NH3 emissions. According to these tests, values of emission potentials at least

three times larger than those specified in Table 1 are required in order to reasonably predict NH3400

concentrations at sites with anthropogenic emission strengths greater than 6.0 mole s−1gridcell−1.
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5 Summary and conclusions

An air/surface bi-directional exchange scheme developed for regional NH3 modeling was incorpo-

rated in the STILT-Chem v0.8 air quality model for this study. STILT-Chem v0.8 was then applied

to simulate NH3 concentration at 53 measurement sites in southern Ontario for a simulation period405

from 1 June to 30 November 2006, using the bi-directional scheme (ZBE) and two uni-directional

dry deposition schemes (WDD and ZDD). Modeled NH3 concentrations obtained using these three

schemes were compared against weekly passive-sampler NH3 measurements for each site. The

comparisons indicate that in general all three schemes can reproduce the observed NH3 concentra-

tions reasonably well. However, the three schemes performed differently at locations with different410

NH3 concentration levels. Modeled results show that the bi-directional scheme performed best at

locations with high observed NH3 concentrations but overestimated NH3 levels for locations with

low observed NH3 concentrations. The two uni-directional dry deposition schemes, on the other

hand, generally performed better than the bi-directional scheme at sites with low observed NH3

concentrations.415

The absolute or relative errors in the modeled NH3 concentrations obtained using the three dif-

ferent dry deposition schemes were examined and interpreted based on the assumption that other

processes did not cause any systematic biases. One possible systematic bias, however, could be

caused by the underestimation of NH3 emissions, as emissions data for biogeochemical sources like

biogenic N fixation in agricultural systems and/or atmospheric deposition of NOy followed by soil420

N cycling processes (e.g., Beusen et al., 2008; Galloway et al., 2008) are generally not available

and hence are not included in available NH3 emissions inventories. The omission of such emissions

could lead to underestimation of atmospheric NH3 concentrations. Although the appropriateness

of this assumption could not be verified directly in this study, the good agreement between model

simulations and observations suggests that systematic biases in the simulations are small. Moreover,425

the absolute or relative errors caused by those systematic biases might be shifted to one direction

only because the same model and input data were used for all three dry deposition schemes.

If stomatal and ground emission potentials were set to zero in the ZBE scheme, the ZBE scheme

and the ZDD scheme would yield the same NH3 flux. The reason is that the ZBE scheme was devel-

oped from the ZDD scheme and both schemes uses the same formulas to compute the dry deposition430

component (Zhang et al., 2010). In other words, the ZDD scheme acts as a special case of the ZBE

scheme in NH3 bi-directional exchange modeling. Since the ZDD scheme more accurately pre-

dicted NH3 concentrations at locations with low NH3 concentrations than the ZBE scheme (Fig. 4),

the appropriateness of the application of the current version of the bi-directional scheme to low NH3

concentration locations needs reconsideration and further investigation. Uncertainties in the magni-435

tudes of the emission-potential values used for both low- NH3 and high-NH3 concentration locations

also require more research.
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6 Code availability

STILT-Chem v0.8 is written in Fortran. Model runs are controlled by a shell script. A brief manual

is included in the model package. The STILT-Chem v0.8 model code will be available online for440

free access in the near future. For the time being, the model can be obtained by contacting John C.

Lin (john.lin@utah.edu).
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Table 1. Stomatal and ground emission potential inputs (dimensionless) by land-use category in the ZBE
scheme (Zhang et al., 2010). Note that pairs of values correspond to low-N canopies and high-N canopies,
respectively.

Land-use category Stomatal emission potential Ground emission potential
Γst Γg

1 Water 0 0
2 Ice 0 0
3 Inland lake 0 0
4 Evergreen needleleaf trees 300, 3000 20, 1000
5 Evergreen broadleaf trees 300, 3000 20, 1000
6 Deciduous needleleaf trees 300 200, 2000
7 Deciduous broadleaf trees 300, 3000 200, 2000
8 Tropical broadleaf trees 300, 3000 20, 1000
9 Drought deciduous trees 300, 3000 500, 2000
10 Evergreen broadleaf shrubs 300, 3000 20, 1000
11 Deciduous shrubs 300, 3000 200, 1000
12 Thorn shrubs 300, 3000 20, 1000
13 Short grass and forbs 300, 3000 2000, 200 000
14 Long grass 300, 3000 2000, 100 000
15 Crops 800 5000
16 Rice 800 5000
17 Sugar 800 5000
18 Maize 800 5000
19 Cotton 800 5000
20 Irrigated crops 800 5000
21 Urban 0 0
22 Tundra 20 20
23 Swamp 100 20
24 Desert 0 0
25 Mixed wood forest 300, 3000 20, 3000
26 Transitional forest 300, 3000 20, 3000

Table 2. Definition of statistical metrics.
Parameter Definition

Ratio of the Means (ROM)
(

1
N

N∑
i=1

Pi

)/(
1
N

N∑
i=1

Oi

)
Mean Fractional Bias (MFB) 1

N

N∑
i=1

Pi−Oi

(Pi+Oi)/2
×100%

Mean Fractional Error (MFE) 1
N

N∑
i=1

|Pi−Oi|
(Pi+Oi)/2

×100%

Pi: prediction at time i; Oi: observation at time i; N : total number of observations or predictions.

Table 3. Values of three statistical metrics for comparison of weekly modeled NH3 concentrations against
observations for the 1 June to 30 November 2006 period for three groups of sites: (1) all sites (53); (2) forested
sites (14); (3) agricultural sites (39).

Metrics All sites Agricultural sites Forested sites
WDD ZDD ZBE WDD ZDD ZBE WDD ZDD ZBE

ROM 0.85 0.74 1.07 0.83 0.73 1.04 1.27 0.95 1.68
MFB (%) −2.40 −24.18 23.40 −14.15 −26.48 12.72 32.77 −17.30 55.32
MFE (%) 56.65 52.25 57.73 48.04 50.10 49.38 82.37 58.66 82.72
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Table 4. Selected statistics for emission-potential sensitivity tests with the ZBE scheme for five measurement
sites with strong anthropogenic NH3 emissions. PEP is the pre-defined emission-potential values in Table 1 for
land-use categories related to agriculture.

Tested emission potentials ROM MFB (%) MFE (%)

1×PEP 0.79 −22.59 22.59
2×PEP 0.88 −13.56 14.43
3×PEP 0.99 −2.13 11.11
4×PEP 1.09 8.15 11.31
6×PEP 1.31 25.87 25.87
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Fig. 1. Diagrammatic representation of the WDD, ZDD, and ZBE schemes. Resistances include the aerody-
namic resistance (Ra), the quasi-laminar sublayer resistance above the canopy (Rb), and the overall canopy
resistance (Rc). Rc can be decomposed into stomatal resistance (Rst), mesophyll resistance (Rm), in-canopy
aerodynamic resistance (Rac), soil resistance (Rg), cuticle resistance (Rcut), lower canopy resistance (Rcl), and
resistance for the gas transfer affected by buoyant convection in the canopy (Rdc). Ft is overall flux at a refer-
ence height above the canopy. Fst and Fg are bi-directional fluxes through stomata and above the soil surface,
respectively. χa is the ambient concentration at the reference height. χc is the concentration at the top of
canopy. χst and χg are the stomatal and soil compensation points, respectively.
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Fig. 2. Locations and IDs of 53 measurement sites and spatial distribution of gridded NH3 emissions fluxes
(mols−1gridcell−1) over the simulation domain (top panel) and their local NH3 emission fluxes (bottom panel
is a magnification of the area enclosed by red lines in the top panel). Measurement sites include 14 forest sites
(green triangles) and 39 agricultural sites (yellow dots). Note that the emission fluxes are averages over the
entire simulation period.
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Fig. 3. Observed (black) and modeled NH3 concentration averages with the WDD scheme (orange), the ZDD
scheme (green), and the ZBE scheme (blue) for 53 measurement sites for the 1 June to 30 November 2006
period. Sites 1 to 14 are forest sites.
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Fig. 4. Correlations between measured and modeled NH3 concentrations for the WDD (orange), ZDD (green),
and ZDD (blue) schemes, respectively, including: (a) for all 53 sites using mean concentrations over the entire
simulation period; (b) for forest sites (+) using weekly concentrations; (c) for agricultural sites (L) using weekly
concentrations; (d) for all 53 sites using weekly concentrations. Solid black lines represents 1:1 lines.
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Fig. 5. Observed NH3 concentration time series (black continuous line) vs. modeled time series using the
WDD scheme (orange), the ZDD scheme (green), and the ZBE scheme (blue), respectively. Those time series
are averages over forest sites (top), agricultural sites (middle), and all 53 sites (bottom).
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Fig. 6. Diurnal variations of modeled dry deposition velocity (bottom), surface exchange flux (middle), and
NH3 concentration (top) using WDD (orange), ZDD (green), and ZBE (blue) schemes, respectively, averaged
over the entire simulation period for forest sites (solid lines) and agricultural sites (dashed lines). Negative
fluxes represent downward movement out of the atmosphere whereas positive fluxes represent emission from
the Earth’s surface to the atmosphere. Dry deposition velocities for ZBE represent its effective dry deposition
velocities, where negative values indicate emissions from surface.
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Fig. 7. Modeled average NH3 concentration using the set of a) minimum emission potentials (red) and using
the set of b) maximum emission potentials (blue) for 53 measurement sites (c) and their correlations with the
observations (a and b). The use of minimum emission potentials is the default.
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Fig. 8. Scatterplot for deviations of modeled NH3 concentrations from observed values vs. corresponding mean
anthropogenic emission strengths for the three schemes for each test sites. All data points are means for the
entire simulation period.
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