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Abstract

In this paper we use MEDSLIK-II, a Lagrangian marine oil spill model described in
Part 1 of this paper (De Dominicis et al., 2013), to simulate oil slick transport and trans-
formation processes for realistic oceanic cases where satellite or drifting buoys data
are available for verification. The model is coupled with operational oceanographic cur-
rents, atmospheric analyses winds and remote-sensing data for initialization. The sen-
sitivity of the oil spill simulations to several model parameterizations is analyzed and the
results are validated using surface drifters and SAR (Synthetic Aperture Radar) images
in different regions of the Mediterranean Sea. It is found that the forecast skill of La-
grangian trajectories largely depends on the accuracy of the Eulerian ocean currents:
the operational models give useful estimates of currents, but high-frequency (hourly)
and high spatial resolution is required, and the Stokes drift velocity has to be often
added, especially in coastal areas. From a numerical point of view, it is found that a
realistic oil concentration reconstruction is obtained using an oil tracer grid resolution
of about 100 m, with at least 100 000 Lagrangian particles. Moreover, sensitivity exper-
iments to uncertain model parameters show that the knowledge of oil type and slick
thickness are, among all the others, key model parameters affecting the simulation re-
sults. Considering acceptable for the simulated trajectories a maximum spatial error
of the order of three times the horizontal resolution of the Eulerian ocean currents, the
predictability skill for particle trajectories is from 1 to 2.5 days depending on the specific
current regime. This suggests that re-initialization of the simulations is required every
day.

1 Introduction

MEDSLIK-II has been designed to provide timely information on oil spill advection-
diffusion and weathering after a surface oil spill release. This model has the potential
to become part of an operational detection-prediction system using observed oil slicks
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as initial conditions and prediction of their movement and transformation to guide oil
spill response activities.

The MEDSLIK-Il model described in Part 1 of this paper (De Dominicis et al., 2013) is
capable of predicting physical and chemical changes of a surface oil spill and uses a La-
grangian particle representation for the transport and diffusion processes. MEDSLIK-II
has been coupled to operational Ocean General Circulation Model (OGCM) outputs
that provide analyses and forecasts for the deterministic components of the particle
trajectory equations (Tonani et al., 2008; Coppini et al., 2011). Moreover, atmospheric
forecast models provide surface winds for the transformation process, the surface cur-
rent corrections and the computation of wind waves affecting the transport. Additionally
the model can be initialized using the slick position and slick shape provided by satellite
systems, both SAR (Synthetic Aperture Radar) and optical images.

Validation of oil spill models is usually carried out comparing surface buoy drifter tra-
jectories with modeled trajectories: starting from the papers of Reed et al. (1994) and
Al-Rabeh et al. (2000) with a qualitative comparison between drifting buoy trajectories
and modeled trajectories, a quantitative oil spill model skill assessment is presented in
more recent papers (Price et al., 2006; Caballero et al., 2008; Sotillo et al., 2008; Cucco
etal., 2012). QOil spill models forecasting accuracy can be also evaluated comparing the
model results to remote sensing observations (Carracedo et al., 2006; Coppini et al.,
2011; Berry et al., 2012; Mariano et al., 2011), although it is difficult to have oil slick
time series for long periods after the first observation, due to the long revisit time for
satellites. Between those studies, the pioneering study of Reed et al. (1994) is, in our
knowledge, the only one combining field observations and drifters observations. How-
ever no study has been done up to now that systematically evaluates the predictability
time of the oil spill evolution and the model sensitivity to many of the uncertain model
parameters, such as oil type and type of current information given for the transport of
the oil.

In this paper we illustrate three groups of experiments in order to understand the sen-
sitivity of oil slick simulations to different model assumptions and validate the results
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with in situ and satellite data. First we focus on the model skill in simulating single drifter
trajectories as a function of the space and time scales of the Eulerian current field, the
impact of local wind and the wave-induced velocity correction terms. Secondly we show
the sensitivity of the simulated oil slick, initialized from satellite observations, to uncer-
tain oil input properties, such as oil type, slick thickness and age. Thirdly, sensitivity
tests to the number of Lagrangian particles and tracer grid resolution is presented.

All these experiments are compared to observed data and the degree of predictability
of the trajectories is evaluated in terms of root mean square errors between observed
and simulated particle trajectories as a function of model parameters. This will allow to
set the limit of predictability of oil spill evolution as a function of the eulerian input fields
horizontal resolution.

The manuscript is organized as follows: Sect. 2 overviews the model equations and
parameters already presented in Part 1 of this paper (De Dominicis et al., 2013), the
coupling with OGCM and atmospheric fields, the oil spill model parameters and the
initialization procedures; Sect. 3 presents the drifter data and satellite images used to
validate the model; Sect. 4 presents the results of the validation experiments; Sect. 5
offers the conclusions.

2 MEDSLIK-Il model setup

This section describes the main equations of MEDSLIK-II model and the oil spill pa-
rameter values chosen in our simulations, the description of the ancillary environmen-
tal fields needed as input to the oil spill model and the algorithms for initialization of
MEDSLIK-II from observed satellite images.

2.1 MEDSLIK-Il model equations

The MEDSLIK-II model equations, presented in Part 1, are overviewed in this section.
The oil spill model state variables are reproduced in Table 1 from Part 1 of this paper
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(De Dominicis et al., 2013). Three kinds of state variables are defined in the model: the
concentrations called structural state variables, the oil slick and particle state variables
that are used to simulate weathering and transport-diffusion processes respectively
and to reconstruct the concentrations.

MEDSLIK-II only allows to simulate the evolution of a surface oil volume release,
indicated by V4. Using Mackay’s approach (Mackay et al., 1979, 1980), the oil slick is
subdivided into thin (sheen) and thick parts, described by the oil slick state variables:
the volumes of the thick and thin parts of the slick, V™ and ™ respectively, the thick
and thin slick areas, A™ and A™ and the thick and thin thicknesses, 7™ and 7T™. The
oil slick variables are then written as:

Vo=V 4V« (1)
VTN — ATNTTN (2)
VTK — ATKTTK (3)

The thin and thick area initial values are taken from the known initial surface amount
of oil released, V5(x¢,ty), using the F parameter which is the area ratio of the two slick

parts, A™ and ATN, and assuming the initial values for the thicknesses:

ANt ) = FA™(¢,) (4)

Vs(xc,to)

A™(to) = TK ™
T™(xc,to) + FT™(x¢, 1)
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where t, is the initial time and x; is the slick’s central geographical position. Three
transformation processes contribute to the time rate of change of the oil slick volumes

VAL SIPTVALS VAL VAL
at ~ dt | " at | Tt ©
(E) (D) (8)
= + + (7)
df df dt dt
(E) (D) ()

where the suffixes indicate evaporation (E), dispersion (D) and spreading (S), and all
the slick variables related to volume are defined at the slick centre.

The initial surface oil volume is broken into N constituent particles characterized by
particle variables, which are the position vector

X (t) = (Xx (), i (£), 2, (1))

and the particle volumes v(n,,t), where n, is the particle identification number. Each
particle is characterized by a status index (see Table 1 in Part 1) which indicates if the
particle is at the surface, in the subsurface, sedimented or on the coast. The variation
of the oil particle volumes, v(n,,t), are linked to the weathered oil slick volumes of
Egs. (6) and (7) using empirical relationships described in detail in Part 1.

The advection-diffusion processes are solved using the N Lagrangian particles and
the prognostic equations for their displacements are:

k=1,N (8)

c=0 dxy(t) = [Uc(xy, ¥k, 0, 1)+
+Uw(Xp, Vo ) + Us (X, Y, )] dt + V2K dt Z) 9)
G=1 ka(t)=Uc(Xk,yk,Zk,t)dt+V2Kdtzk

where o = 0,1 is the particle index that describes if the particle is respectively at the

surface or dispersed, U is the current velocity term, U,y is the local wind velocity

correction term, Ug is the wave-induced current term (Stokes drift velocity), K is the
2004
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turbulent diffusion coefficient and Z, is a random number used to model the Brown-
ian random walk processes chosen for the parametrization of turbulent diffusion. The
transformation of the particles from the surface to the subsurface status is only due to
the dispersion processes as described in Part 1. Once the particle is in the subsurface,
at a particular depth z,, it is horizontally dispersed by the correspondent horizontal
velocity field at that depth (Eq. 9 for o = 1).

If U is the output of a baroclinic, wind driven oceanographic model, the currents
will contain a satisfactory representation of surface ageostrophic currents in the sur-
face and deep layers of the water column. For surface currents in particular, the U,y
term can be neglected. The surface wind term in fact is necessary when U is es-
timated from climatological data using the geostrophic assumption (Al-Rabeh et al.,
2000) or when the oceanographic models do not resolve accurately the upper ocean
dynamics. In these cases U,y can be considered as a correction term accounting for
uncertainty and unresolved processes in U at the surface. Furthermore, Ug accounts
for the presence of surface wave current drift: in MEDSLIK-II it is introduced using an
analytical formulation that depends on wind amplitude, as explained in Appendix C of
Part 1. In the future, swell and other wave processes should be considered using the
Stokes drift coming from a numerical wave model.

Finally, the surface (Cg) dispersed (Cp) and on-coast oil concentrations (C) are re-
constructed using an oil tracer 2-D coordinate system (x7, y7) with an uniform horizontal
resolution (6x76yy) as:

Cs(x7,1) = 55555 Zngels Ok )
CD(XTvt) = ﬁane/D U(nk’t) (10)
CC(L,',t) = Lﬂ,zm(elc U(nk,t)
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where p is the oil density, Cq and Cp are expressed in units of kg m~2 and Cc(L;,1)
askgm™, Is and /Iy are the particles on the surface and dispersed and /; is the set of
particles beached on the coastal segment L;, discussed in details in Part 1.

The minimum/maximum number of particles used to represent the
miminum/maximum concentrations (Cs™" and Cg™®) for any given initial release Vg
can be calculated as:

NSVS(XC,tO)

0 Nmin_ NSVS(XC7TO)
Cs™6xr6yr

T ™6 X6y

Nmax -

(11)

where Ng is the number of sub-spills in which the oil volume is subdivided for a contin-
uous time spill (see Part 1).

2.2 Oil spill model parameters

As described in Part 1 of this paper, many empirical model parameters and
parametrizations are considered in MEDSLIK-II and they have been listed in Table 2 of
Part 1, together with their nominal values from published literature.

In this paper we left all parameters equal to their nominal values except for the num-
ber of initial particles (N), the tracer grid cell size (6x7,8yr), the thickness of the thin
slick (Eqg. 5) and the diffusivity coefficient K of Eq. (9). In the simulation experiments
of single drifter trajectories, see Sect. 4.1, the diffusivity coefficient K of Eq. (9) is set
to zero, while simulating an oil slick from satellite, see Sect. 4.2, K has been set to
2m?s~"in the range 1 - 100 m?s™" indicated by ASCE (1996) and De Dominicis et al.
(2012).

2.3 Ancillary ocean and atmospheric fields

MEDSLIK-II requires data on wind forcing, sea-surface temperature and sea currents in

order to compute the transport (Eq. 9) and transformation processes (Egs. 6-7). Wind

forcing, i.e., the wind velocity components at 10 m above the sea surface, is provided by
2006
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meteorological models, while currents and temperature are provided by oceanographic
models. In our study, the atmospheric forcing is provided by the European Centre for
Medium-Range Weather Forecasts (ECMWF), with 0.25° space, and six-hour temporal
resolution.

The current velocities are provided by the Mediterranean Forecasting System (MFS,
Pinardi et al., 2003; Pinardi and Coppini, 2010), the Adriatic Forecasting System (AFS,
Guarnieri et al., 2013) and the IRENOM relocatable model, explained below.

The MFS system is composed of an OGCM (Tonani et al., 2008) at 6.5 km horizon-
tal resolution and 72 vertical levels and an assimilation scheme (Dobricic et al., 2007)
which corrects the model’s initial guess with all the available in-situ and satellite obser-
vations, producing analyses that are initial conditions for ten days ocean current fore-
casts. In this paper we will use daily and hourly mean analyses for U in (9) choosing
to eliminate the additional uncertainty connected with forecasts for both atmospheric
and oceanographic input data.

The MFS basin-scale output provides initial and lateral boundary conditions for high-
resolution models, thereby resolving the coastal dynamics better. AFS is one of the
nested models with a horizontal grid resolution of 1/45° (approximately 2.2 km) and
31 vertical sigma levels, and it also considers tidal motion (Guarnieri et al., 2013). AFS
produces simulations and forecasts, which are provided as daily and hourly mean out-
puts.

The IRENOM relocatable model has been designed in order to provide high/very high
time and space resolution forecasts starting from operational large-scale circulation
models, such as MFS (Fabbroni, 2009). The hydrodynamics model core is based on
the Harvard Ocean Prediction System (Robinson, 1999) and in this work IRENOM has
been implemented with 3km horizontal resolution, starting from approximately 6.5 km
resolution MFS fields, and 40 vertical sigma layers. Initial and lateral boundary condi-
tions are obtained from MFS. The atmospheric forcing is interactively computed using
the ECMWEF operational products. The model outputs are daily and hourly simulations
fields.
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2.4 Oil slick initialization from satellite images

The data required to define the oil slick initial condition are the total surface volume
released and: geographic location, time, oil type, area covered by the slick and its
thickness, as well as the age of the oil slick from the initial release into the sea.

Most of this information can be estimated from satellite sensors. Synthetic Aperture
Radar (SAR) and optical images can provide, as satellite image post-processing prod-
ucts, the area covered by the slick and the slick contour coordinates (Trivero et al.,
2001; Nirchio et al., 2007, 2010). The total oil slick area at the initial time ¢, is the sum
of the thick and thin parts, A(ty) = ATN(z‘o) +ATK(tO). Thus, by combining Egs. (4)—(5),
the initial surface oil volume release can be calculated as

_ Alto) 1k ™
Vs(xc.to) = 7 — (T +FT) (12)

The information on the area ratio £ and thicknesses are normally unknown and
have to be hypothesized. In our study, F and T are fixed and they are taken from
the standard values listed in Table 2 of Part 1 while 7™ will be varied between 1—
10pum. The N Lagrangian particles initial positions, x,(f,) within the slick contour, is
determined using the method described in the Appendix A.

A novel feature of MEDSLIK-II is its ability to initialize, within the satellite image slick
area, the slick and particle state variables, such as the volume of the thick and thin
slicks, VTK(tO) and VTN(tO), and oil particle volume v(n,, ). In order to calculate these
variables, the age of the slick has to be hypothesized. A simulation with weathering
processes only is performed for a time period equal to the assumed slick age (see
Fig. 1). During this phase the particles do not change their initial position but the slick
and particle state variables are evolved using Eqgs. (7)—(8), starting at a time equal to
the time at which the spill has been observed by satellites minus the assumed slick
age.
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3 Verification drifters and satellite data

Verification of oil spill forecasting is both a crucial issue and a difficult task to perform.
The main reason for this is the lack of oil slick time series for long periods after the first
observation, due to the long revisit time for satellites and the scarcity of in-situ data. In
this paper we will use both in-situ data for trajectories and satellite imagery to validate
MEDSLIK-II simulations.

Drifters are commonly used to validate Lagrangian oil spill transport models ((Reed
et al., 1994; Al-Rabeh et al., 2000; Price et al., 2006; Caballero et al., 2008; Brostrom
et al., 2008; Sotillo et al., 2008; Abascal et al., 2009; Zodiatis et al., 2010)). In this
work three different type of drifters will be used: modified CODE drifters (Davis, 1985),
IESM-PTR drifters (CEDRE, 2004) and OSDs (Archetti, 2009).

The CODE drifters used in this paper were released in the Ligurian Sea in 2007
(Poulain et al., 2011) and will be used here to study the impact of U horizontal reso-
lution and depth.

The IESM-PTR buoys are independent floating ARGOS buoys and are paral-
lelepipeds measuring 30 cm in height (30 x 10 x 10 cm) and they are designed as oil-
spill-following surface drifters. The IESM-PTR drifters were deployed south of Nice in
autumn 2007 (Brostrom et al., 2008) and were used to show the effects of wind correc-
tions and Stokes drift, U\, and Ug respectively, in Eq. (9).

The newest drifters are the OSDs (Oil Spill Drifters), which are 32 cm diameter cylin-
ders with a low degree of submergence, designed to follow oil spills and surface pol-
lution. OSDs were deployed in the coastal waters of the Northern Adriatic Sea in July
2009 and were used to study the Stokes drift terms, Us.

The comparison between observed and simulated drifter trajectories will be evalu-
ated by the Root Mean Square Error (RMSE), calculated from the distance between
the observed and the simulated trajectories as a function of the simulation time:

S 2
RMSE(¢) = V 2ot d(XSS(t)’X"(t)) (13)
2009
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where d is the distance at selected times between the simulated drifter position, x,
and the observed positions, x,, and S the total number of simulations using the same
model parameters.

Finally, the model has also been validated using remote-sensing data from satellite
images obtained using both Synthetic-Aperture Radar (SAR) (Trivero et al., 1998; Fis-
cella et al., 2000; Trivero et al., 2001; Nirchio et al., 2005, 2007, 2010) and MODIS
optical sensors (Hu et al., 2003, 2009). The satellite data allowed to study the impor-
tance of shape initialization, the sensitivity to oil slick input properties (thickness, oil
type and age) and to the number of constituent particles.

4 Oil spill simulation and validation experiments

4.1 Sensitivity to the current horizontal resolution, local wind correction and
wave correction terms

In this first part of the validation study, MEDSLIK-II is used to simulate CODE and
IESM-PTR drifters trajectories. CODE drifters were released in the Ligurian Sea (north-
western Mediterranean Sea) in order to understand the importance of spatial and tem-
poral current resolution in the U term in Eq. (9), the local wind correction term U,y and
the Stokes drift Ug, which are written as (see Part 1):

Uy = a(W,cos g + W, sinp)

V= a(-W,sin§ + W, cos3) (14)
Ug = Dgcosy
VS = DS Sind (15)
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where (W,,W,) are the wind velocity components at 10m, ¢ = arctg (%) is the wind
y

direction and Dg is the Stokes drift velocity intensity in the direction of the wave propa-

gation at the surface, defined as:

Dg(z=0)=2 / ok(®)S(@)d®»
0

where @ is angular frequency, k is wave-number, and S(®) is wave spectrum. The
turbulent diffusion coefficient K of Eq. (9) was set to zero in all the experiments that are
described in this section.

The oceanographic fields (hourly and daily currents) are obtained from the oper-
ational MFS OGCM and the nested high-resolution IRENOM. The winds are from
ECMWF analyses at six hours time resolution. The total length of the simulation is
3days, and all simulated and real drifters were launched at the same time on the
14 May 2007 at 3p.m.

Figure 2 shows the real drifter tracks (black lines) for three days and the simulated
MEDSLIK-II trajectories for the five experiments of Table 1. The trajectories obtained
using the daily MFS surface fields are not capable of reproducing the correct drifter
direction. When high time frequency MFS fields (CURR-EXP2, Table 1) are used, the
simulated drifters have the correct direction but are much too slow than in reality. When
higher horizontal resolution IRENOM hourly fields are used (CURR-EXP3, Table 1), the
trajectories are in better agreement with the observations. We therefore conclude that
hourly and relatively high resolution currents are needed to reproduce the trajectories
of observed drifters.

This is confirmed by the RMSE curves shown in Fig. 3. Indeed, using daily cur-
rents (CURR-EXP1) the distance error is always higher than the one of CURR-EXP2
and CURR-EXP3. The best results are shown by CURR- EXP3: for the first 24 h of
simulation the distance error calculated using Eq. (15) is of the order of the hydro-
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dynamic model resolution (IRENOM, 3km), after 48 h the error remains within two
times the model resolution and after 60 h the error is three times the model resolution.
The RMSE of CURR-EXP2 (MFS, 6.5 km) confirms the same behaviour observed for
CURR-EXP3, although it is slightly worse at all times, making evident the fact that in-
creasing horizontal model resolution we can improve the predictability time for particle
trajectories. Considering acceptable a spatial error of the simulated trajectories of the
order of three times the horizontal resolution of the Eulerian ocean currents, the pre-
dictability time for this case is 2.5 days. A restart of the simulation should be required
every day to maintain the distance error of the same order of the model resolution (not
shown).

In the CURR-EXP4 and CURR-EXP5 simulations (see Table 1), we test the impact
of using the surface currents provided by the MFS OGCM versus the 30 m currents,
assumed to be the geostrophic components, with the addition of a 3 % wind velocity
Ekman current correction estimate (see Eq. 14), using a wind angle equal to 0° and
25° (the wind angle range indicated by Al-Rabeh, 1994). This is to correct for OGCM
inaccuracies in the simulation of the Ekman dynamics. In Fig. 2 we can observe that
this correction and composition of the surface currents does not give as accurate a
representation as the direct MFS surface fields, as confirmed by the RMSE trends
shown in Fig. 3. A similar result was found by Al-Rabeh et al. (2000) but it is difficult to
generalize since we argue that this depends on the specific Ekman process occurring
at the surface and the vertical resolution of the OGCM.

Other model sensitivity experiments were carried out for the IESM-PTR drifters tak-
ing the currents from MFS hourly analyses and winds from ECMWF six-hourly anal-
yses. The simulations were carried out applying different wind and Stokes drift cor-
rections as described in Tables 2 and 3. In Fig. 4 the observed drifters were released
on the 10 October 2007, while the numerical numerical drifters were launched on the
14 October 2007 at 1 a.m. and followed up to 22 October 2007. We want to show first
this case because we have an interesting positive impact of the wind correction here
even if for a particular case. Figure 4 shows that the observed drifters move parallel to
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the coasts between 5 and 7° E and between 4 and 5° E they translate offshore, proba-
bly under the influence of winds. We note that using the wind correction (WIND-EXP4)
we reproduce the observed drifter movement offshore and southward, which is not re-
producible using only the MFS currents. The distance error (see Fig. 6a) is of the order
of three times the model resolution (MFS, 6.5 km) after 24 h. Thus we argue that the
predictability skill for the particle trajectories in this current regime is 1 day. In Fig. 5 the
simulation is then re-inizialized every day, showing the capability of the model to repro-
duce the entire drifters trajectories (8 days) mantaining the error within three times the
model resolution (see Fig. 6b).

In order to understand what the wind correction means in the experiments of Ta-
ble 2 we carried out another set of experiments, SD-EXP1 and SD-EXP2, listed in
Table 3. We note that, from Eqgs. (13) and (14), the wind correction with an angle of 0°
is analogous to the Stokes drift correction parameterization except for the fact that the
correction amplitude is determined by a fixed parametrization for the Stokes drift while
it is arbitrary in the wind case. In Fig. 4 we show that the Stokes drift correction (SD-
EXP2) is less effective than the wind correction to reproduce the observed trajectory.
We therefore argue that in this case the wind correction has parameterized the direct
effect of wind drag on the IESM-PTR buoy rather than accounting for missing wave
induced surface drift.

The effect of Stokes drift correction was also studied using the OSD drifter in the
coastal area near Cesenatico (Northern Adriatic Sea). The drifter was launched on
the 21 July 2009 at 9.40a.m. and was at sea for nearly a week. The simulations were
carried out using the hourly current fields provided by the AFS model and the ECMWF
six-hourly wind fields. The different experiments are described in Table 3 and the results
are shown in Fig. 7.

The simulated drifters were deployed daily and simulations lasted 24 h, starting from
a simulation on 21 July 2009 at 09:40 and lasting 15h. As shown in Fig. 7 the model
once again appears to underestimate the current intensity in the northward direction,
with the result that the inertial oscillation loops are tighter than they are in the observa-
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tions. The predictability skill is now only 18 h, as shown in Fig. 8 if we consider again as
maximum acceptable error three times the AFS model resolution (2.2 km). From Fig. 8
we argue that the simulated trajectories obtained by adding 1 % of the wind intensity of
the current velocities, or considering the Stokes drift, are in better agreement with the
observations than without the corrections. In this case, adding 1 % of the wind intensity
and considering the Stokes drift gives almost identical results indicating that the wind-
correction can be interpreted as a parameterizaytion of the wind-wave-induced current
effects.

In order to validate the Stokes drift formulation described in Part 1 of this paper
and the significant wave height calculations using the JONSWAP wave spectrum pa-
rameterization, the wave simulated by MEDSLIK-II has been compared with the data
measured by a wave buoy during the period 21-27 July 2009. The buoy is located
about 5.5 km off Cesenatico, over a depth of 10 m. Assuming that wave conditions off-
shore Ravenna are comparable to those measured offshore Cesenatico by the wave
buoy, the comparison between measured and simulated waves by MEDSLIK-II is pre-
sented in Fig. 9. The waves simulated compare quite satisfactorily with observations,
supporting the simplified calculation of the Stokes drift described in Part 1 of this paper.

4.2 Sensitivity of oil concentration to uncertain input parameters, number of
particles and oil tracer grid resolution.

In this section we validate the MEDSLIK-II simulation with SAR and optical satellite
images. In Fig. 10 two slicks are shown: the first is observed by ASAR sensor (Trivero
et al., 1998; Fiscella et al., 2000; Trivero et al., 2001; Nirchio et al., 2005, 2007, 2010)
for the 6th of August 2008 and the other is observed by the optical sensor MODIS (Hu
et al., 2003, 2009) 25 h later. We consider that the two images represent the evolution
of the same oil slick, so we have both an initialization image and a verification one for
the successive 25 h. The time of observation, the slick shape and area from the ASAR
image are taken as initial surface slick variables for the simulation.
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In Table 4 the parameters of the central simulation experiment are listed. Here no
wind or Stokes drift corrections are used and two sets of sensitivity experiments were
conducted: (1) to uncertain initial oil slick state variables such as oil age, oil type and
thickness; (2) to number of constituent particles and tracer grid resolution.

The first set of experiments is described in Table 5. The oil slick age is taken to be
varying between 0 and 24 h. We hypothesized an oil with an API of 22, which corre-
sponds to an oil density of 0.92 tons m~2 and of 45, which corresponds to a lighter oil
(density 0.804 tons m‘3). The thin oil slick thickness, TTN, was changed between 1 pm
and 10 um. We assume an area factor, F, equal to 1000 and we consider the thickness
of the thick part of the slick, T, equal to 0.1 mm (see nominal values in Part 1). We
did not perform sensitivity experiments to T™and F. Using equation (12), we obtained
an initial surface oil volume, Vs(t,), equal to 764 m? when T™ = 10um and to 83.2 m?
when T™N=1 pm (A(t,) is listed in Table 4).

Figure 11 shows the simulated oil slick location and concentration 25 hours after
the initial detection of the oil. The modified shape of the slick is well captured by the
model but the movement toward the north is probably too slow. No sensitivity to the
age parametrization was observed in this case and in the following we will discuss only
the experiments with age equal to 24 h. In Fig. 11 we compare the thinner slick and
lighter oil simulation (ALGERIA-EXP3, Fig. 11a), with the thicker slick and heavier oil
simulation (ALGERIA-EXP8, Fig. 11b). We can observe that after 25h of simulation
time, the oil concentration is almost zero for APl 45 and 7TIN= 4 um, whereas for API
22 and TTN=1Oum the oil concentration is still high. Since the satellite optical image
confirms the presence of the oil slick, we argue that ALGERIA-EXP8 is more realis-
tic than ALGERIA-EXP3. Moreover, the model seems to maintain the oil slick’s initial
length and thickness over the two days of simulation, whereas the ocean-colour satel-
lite image shows a smaller slick. We have insufficient information to understand this
aspect, even if we know that the MODIS sensor may have problems detecting thin oil
slicks (Brekke and Solberg, 2005; Hu et al., 2009) and we can think that the model
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subsurface dispersion parametrizations are not fast enough to submerge part of the
initial slick.

The last set of sensitivity experiments consisted in fixing the thickness, APl and age
as in the ALGERIA-EXP8 (Table 4) and varying the number of Lagrangian particles
and the oil tracer grid resolution. The latter, as discussed in Sect. 5 of Part 1, should
be less than 180m, using a Lagrangian model time step of 1800s, and larger than
60 m. We performed two simulations with a fixed number of particles equal to 90 000
and tracer grid resolution of 1000 m and 50 m. The number of Lagrangian particles was
determined using Eq. (11): we fixed the spatial resolution to 150 m and the minimum
detectable concentration limit to 0.1 tons km™ and 30 tons km ™, obtaining a maximum
number of Lagrangian particles to be 300000 and 1000 respectively.

Figure 12a shows that using a coarse oil tracer grid the concentration gradients are
not correctly represented and the slick area is too large. Using a grid resolution of 50 m
(Fig. 12b), we obtain a realistic estimate of the slick shape and area comparable to
ALGERIA-EXPS8 of Fig. 11b. However, the oil seems to be too uniformly distributed in
the slick area. A smaller number of particles for the 150 m grid (Fig. 12¢) generates
a slick appearing as a large number of isolated and equal concentration oil slick sub-
areas, while using a larger number of particles again a reasonable concentration is
obtained (Fig. 12d). In conclusion we argue that an oil tracer grid of about 100 m and a
number of particles around 100 000 gives the best results in terms of smoothness and
consistency of the simulation with the area of a satellite detected oil slick.

5 Conclusions

In this paper we have shown an extensive calibration and validation of the MEDSLIK-
Il Lagrangian marine model for oil slicks described in detail in Part 1. The aim is to
show the sensitivity of the oil slick simulations to choices of ancillary environmental
conditions, advecting velocity parametrizations, oil slick parameters and number of La-
grangian particle and tracer grid resolution. In addition the aim is to find for the first
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time the limit of predictability of simulated drifter trajectories compared to different ob-
servations, in different current regimes.

In the sensitivity experiments we found that Lagrangian trajectories forecast skill
largely depends on the accuracy of the input ocean currents: an hourly time frequency
and an open-ocean horizontal resolution of only a few km are necessary for recover-
ing drifter trajectories. The present MEDSLIK-II model is then accurate in reproducing
drifter trajectories for 1 to 2.5 days depending on the current conditions.

In the past (Al-Rabeh, 1994; Reed et al., 1994), the drift velocity of the surface oil
was considered to be the sum of a fraction of the wind velocity and an estimate of the
current fields from OGCM. The wind correction was necessary in order to reproduce
the surface Ekman currents, i.e., the local wind effects that were not properly resolved
by low-resolution, climatological models. Nowadays, with the advent of accurate oper-
ational oceanographic circulation models, a correct representation of the ageostrophic
surface current velocity field is provided by the operational OGCM.

Comparing the MEDSLIK-II simulations with drifter trajectories, we therefore prove
that there is no need to add a wind correction to reconstruct a correct Ekman current
for state-of-the-art operational models such as MFS and AFS which have upper ocean
vertical numerical resolutions of the order of a few metres. Where models have a lower
resolution, then corrections allowed by MEDSLIK-II may still be necessary, and each
model may develop a calibration matrix for the correction factors.

The use of the wind corrections can still be justified to account for wind drag directly
on the drifter, as we argue it is necessary for the IESM-PTR drifter, but for oil slicks
it seems unlikely that this correction would be needed unless the quantity of oil is so
large that it could modify the air-sea interaction physics (Hoult, 1972). In this case, we
have yet to obtain a proper representation of the processes, and further investigation
is required, especially when there are strong winds. Finally, further investigations are
needed to obtain the correct representation of the physical processes in the first mm
of the water column, since the thin, interfacial viscous layer could be important in the
surface oil spill dynamics and this is not included in any of the present OGCM.
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In general, wind and wave effects are lumped together and represented by a wind
correction coefficient, but the specific role of waves in the slick’s drift is important,
especially in nearshore areas. Transport by waves (Stokes drift) has been introduced
in MEDSLIK-II using an analytical formulation that depends on wind amplitude (using
the JONSWAP wave spectrum). We found that adding 1 % of the wind intensity is
almost equivalent to considering the Stokes drift velocity. This offers evidence that the
wind-correction factor may be used to account for missing wave physics at the air-sea
interface. In the future, however, swell and other wave processes should be considered,
and MEDSLIK-II should due coupled with a fully-resolved surface wind waves model.

One of the experiments was conducted with an oil slick detected by satellite imagery.
We have shown that by changing some uncertain input parameters, such as oil type
and slick thickness, the oil concentration simulations are different and the comparison
with the satellite imagery can indicate approximately the most likely API value. More-
over, realistic oil concentration distributions are obtained by an optimal oil grid tracer
resolution of the order of 100 m and number of particles of the order of a hundred
thousand.

Last but not least, the predictability time for oil spill forecasting is of the order of few
days maintaing the spatial errors for trajectories within three times the OGCM numerical
grid resolution. This implies a frequent re-initialization of the simulation approximately
every day along the drifter trajectory positions.

We believe in the future it will be promising to start an ensemble approach to combine
the different model output simulations with uncertain oil spill model parameters. Among
them the most important seem to be the time and space resolution of the advecting
current field, the volume of the oil, its thickness and the API value.
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Appendix A

Method for the reconstruction of the real slick shape

The procedure to assign the initial position of the N particles within the slick contour
provided by SAR or optical satellite images is described in this Appendix. The slick
contour provided by the satellite system is a polygonal chain specified by sequence
of point (X;,Y;), where / is the number of edges of the slick polygonal. MEDSLIK-II
constructs a box circumscribing the slick polygonal contour, generates random particle
coordinates, x,(f;), contained inside the box and then checks whether a given parti-
cle x,(ty) is inside the slick polygonal contour. The method implemented counts the
number of times a vertical ray starting from the point x,(¢,) crosses the slick polygonal
contour. If this number is even, then x,(f,) is outside; otherwise, when the crossing
number is odd, the point is inside.

Checking for crossing is carried out looping through all the polygon edges and check-
ing the following conditions: (1) X; < x,(fg) < X1 (2) X; > X, (t0); Xir1 < Xi(tp)

If none of these conditions is met, then there is no intersection. If one of these con-
ditions is met, the model checks if there is an upward crossing between the vertical ray
starting from x,(¢,) and the polygon: (3) Yi,: > v« (fp) where Y, is the y coordinate of
the actual intersection

(X (t0) = Xi) (Yig = Y1) + Y (Xipq = X))

Yit = A1l
int XI+1 —X, ( )

If the third condition is met there is a valid crossing. If the number of crossings is odd,
the point x,(¢,) is inside. The procedure is repeated until the number of particles inside
the polygon is equal to N.
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Table 1. Table of sensitivity experiments to horizontal current resolution, time frequency and

depth of currents.

CURR-EXP1 CURR-EXP2 CURR-EXP3 CURR-EXP4 CURR-EXP5
Eulerian current model MFS MFS IRENOM MFS MFS
Horizontal resolution 6.5km 6.5km 3km 6.5km 6.5km
Temporal frequency of currents  Daily fields Hourly fields  Hourly fields  Hourly fields  Hourly fields
Current depth 1.5m 1.5m 1.5m 30m 30m
Wind correction 0% 0% 0% 3% 3%
Wind angle 0° 0° 0° 0° 25°
Stokes Drift NO NO NO NO NO
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Table 2. Table of experiments designed to study the model trajectory’s sensitivity to current
depth and to local wind correction.

WIND-EXP1  WIND-EXP2  WIND-EXP3  WIND-EXP4  WIND-EXP5
Eulerian current model MFS MFS MFS MFS MFS
Horizontal resolution 6.5km 6.5km 6.5km 6.5km 6.5km
Temporal frequency of currents  Hourly fields ~ Hourly fields ~ Hourly fields ~ Hourly fields ~ Hourly fields
Current depth 1.5m 1.5m 1.5m 1.5m 30m
Wind correction 0% 1% 2% 3% 3%
Wind angle 0° 0° 0° 0° 0°
Stokes Drift NO NO NO NO NO
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Table 3. Table of experiments designed to study the model’s sensitivity to Stokes drift velocity.
SD-EXP1 SD-EXP2 SD-EXP3 SD-EXP4 SD-EXP5
Drifter type IESM-PTR IESM-PTR OSsD osD OSsD
Eulerian current model MFS MFS AFS AFS AFS
Horizontal resolution 6.5km 6.5km 2.2km 2.2km 2.2km
Temporal frequency of currents  Hourly fields ~ Hourly fields ~ Hourly fields ~ Hourly fields ~ Hourly fields
Current depth 1.5m 1.5m 0.1m 0.1m 0.1m
Wind correction 0% 0% 0% 1% 0%
Wind angle 0° 0° 0 0 0°
Stokes drift NO YES NO NO YES
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Table 5. Table of the experiments designed to study the model’'s sensitivity to oil type, slick

thickness and slick age.

ALGERIA-EXP1

ALGERIA-EXP2 ALGERIA-EXP3 ALGERIA-EXP4

Oil tracer grid resolution 150 m 150m 150m 150m
Number of particles 90000 90000 90000 90000
™ 1um 1um 1 um 1 um
API 45 22 45 22
Age 0h Oh 24h 24h
ALGERIA-EXP5 ALGERIA-EXP6 ALGERIA-EXP7 ALGERIA-EXP8
Oil tracer grid resolution 150 m 150 m 150m 150m
Number of particles 90000 90000 90000 90000
T™ 10 pm 10 um 10 um 10 um
API 45 22 45 22
Age Oh Oh 24h 24h
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Table 6. Table of experiments designed to study the model’s sensitivity to the horizontal reso-
lution of the oil tracer grid and to the number of particles.

ALGERIA-EXP9 ALGERIA-EXP10 ALGERIA-EXP11

ALGERIA-EXP12

Oil tracer grid resolution 1000 m 50m 150m 150m

Number of particles 90000 90000 1000 300000

™ 0.01mm 0.01mm 0.01mm 0.01mm

API 22 22 22 22

Age 24h 24h 24h 24h
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WEATHERING PROCESSES

ADVECTION + WEATHERING PROCESSES

’ '

’

Observation time - Slick age Observation time Observation time + Simulation length

( J\

J

I

Inizialization of slick state variables
WEATHERING PROCESSES calculation

I

Simulation of the spill advection, diffusion and weathering
Full MEDSLIK-II dynamics considering

(evaporation, dispersion, emulsification) WEATHERING and ADVECTION/DIFFUSION

considering the wind and SST
in the area where the spill is observed.

Fig. 1. Initialization and forecast of oil spill evolution phases. During initialization the thin and

processes as explained in Part I.

thick areas and thicknesses of the slick state variables are changed.
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9°E B o 10°E a) @ 9°E 2 @ 10°E b)
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— CURR-EXP4
—— CURR-EXP5

O Release Location

Fig. 2. Observed drifter trajectories (black lines) and the MEDSLIK-II trajectories from
14 May 2007 at 15:00 to 17 May 2007 at 15:00. Panel (a): the light blue lines are the tra-
jectories obtained using the surface daily MFS currents (CURR-EXP1), the green lines are
the trajectories obtained using the surface hourly MFS currents (CURR-EXP2) and the pink
lines are the trajectories obtained using the surface hourly currents produced by the IRENOM
(CURR-EXP3). Panel (b): the dark blue lines are the trajectories obtained using the 30 m hourly
currents produced by MFS and adding a 3% wind correction with a wind angle of 0° (CURR-
EXP4) and the red lines are the trajectories obtained using the 30 m hourly currents produced
by MFS and adding a 3 % wind correction with a wind angle of 25° (CURR-EXP5).

2031

| Jadeq uoissnosigq | Jeded uoissnosiq | Jaded uoissnosiqg

Jaded uoissnosiq

GMDD
6, 1999-2043, 2013

MEDSLIK-II — Part 2:
Numerical
simulations and
validations

M. De Dominicis



http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/6/1999/2013/gmdd-6-1999-2013-print.pdf
http://www.geosci-model-dev-discuss.net/6/1999/2013/gmdd-6-1999-2013-discussion.html
http://creativecommons.org/licenses/by/3.0/

50—

~— CURR-EXP1
~—— CURR-EXP2
[| = CURR-EXP3
= CURR-EXP4

H —— CURR-EXPS

RMSE [km]

Fig. 3. RMSE between the observed and simulated trajectories of Fig. 2 as a function of the

prediction time.
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Hours of simulations
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Fig. 4. Caption on next page.
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Fig. 4. Observed drifter trajectory (black lines) and the MEDSLIK-II trajectories from 14 Octo-
ber 2007 to 22 October 2007: (a) drifter 75661, (b) drifter 75662, (c) drifter 75663, (d) drifter
75664 (e) drifter 60212, (f) drifter 60213 (Brostrom et al., 2008). Green lines are the trajecto-
ries simulated without any correction (WIND-EXP1/SD-EXP1); the red lines are the trajectories
simulated using the MFS surface currents and a wind correction of 1% (WIND-EXP2); the grey
lines are the trajectories simulated using the MFS surface currents and a wind correction of 2 %
(WIND-EXP3); the light blue lines are the trajectories simulated using the MFS surface currents
and a wind correction of 3% (WIND-EXP4); the blues lines are the trajectories simulated us-
ing the MFS currents at 30 m depth and a wind correction of 3% (WIND-EXP5) and the pink
lines are the trajectories simulated using the MFS surface currents and considering Stokes drift
velocity (SD-EXP2). Note: in panel (b) the WIND-EXP1 trajectory is not visible because the
simulated drifter arrived onto the coast after few hours of simulation.
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Fig. 5. Caption on next page.
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Fig. 5. As in Fig. 4, but the simulated trajectories last for 24 h and are reinitialized every day,

from 10 October 2007 to 22 October 2007.
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Fig. 6. RMSE between the observed and simulated trajectories of (a) Fig. 4 and (b) Fig. 5 as a

function of the prediction time.
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Fig. 7. Observed drifter trajectory (black lines) and the MEDSLIK-II trajectories, obtained using
the surface hourly AFS currents, the first simulation starts the 21 July 2009 at 09:40 and lasts
15 h, the next simulations start every day at 01:00 and last 24 h: green lines are the trajecto-
ries simulated without any correction (SD-EXP3); red lines are the trajectories simulated using
the AFS surface current and a wind correction of 1% (SD-EXP4) and the pink lines are the
trajectories using the AFS surface currents and considering Stokes drift velocity (SD-EXP5).
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Fig. 9. (a) MEDSLIK-II simulated significant wave height (pink line) compared with the signifi-
cant wave height measured by the wave buoy off Cesenatico (black line); (b) map of the region;
the black line is the drifter trajectory also shown in Fig. 7.
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Fig. 10. The slick observed by SAR (red) on the 6th August 2008 at 09:51 UTC (post-processed
data from the related ASAR image, wide swath mode, 400 km, with a 150 m spatial resolution)
and the slick observed by the optical sensor (black) on the 7th August at 10:50 UTC (post-

5°E
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processed data from the MODIS image).
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Fig. 11. Results of sensitivity experiments to oil type, age and thickness: superimposition of
the initial slick observed by SAR (white slick with black contour) on the 6th of August 2008 at
09:51 UTC, the slick observed by MODIS (black slick) the 7th of August 2008 at 10:50 UTC and
the corresponding MEDSLIK-II predicted position and concentration: (a) simulated slick with oil
API =45, thin slick thickness 1 um and age of 24 hr; (b) simulated slick with oil APl =22, thin
slick thickness 10 um and age of 24 hr.
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Fig. 12. Results of experiments of the sensitivity to oil tracer grid resolution and number of _
particles: MEDSLIK Il predicted position and concentration corresponding to the 7th of August ¥
2008 at 10:50 UTC compared with the slick observed by MODIS. S _
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