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Abstract

The coupled system COSTRICE is developed for the first time in order to reproduce
the interactions and feedbacks between atmosphere, ocean and sea-ice in a two-way
online coupled model system containing three component models for regional climate
simulations over Baltic Sea and North Sea regions. The regional climate model CCLM1

5

is coupled to the regional ocean model TRIMNP1 and the sea ice model CICE1 via the
coupler OASIS3. In this study, CCLM is setup with a horizontal grid mesh size of 50 km
and 32 vertical atmosphere layers and driven by the 6-h ERA-interim reanalysis data
as initial and boundary conditions. TRIMNP is setup with a horizontal grid mesh size
of 12.8 km and 50 vertical ocean levels. CICE calculates ice in 5 categories and runs10

with the same horizontal resolution as TRIMNP but only over the Baltic Sea and the
Kattegat Bay of the North Sea. In a two-way online coupling process, CCLM is linked
to TRIMNP through sea surface temperature (SST) as lower boundary condition every
3 h and TRIMNP is driven by 1-h atmospheric state variables and fluxes of CCLM. The
data exchange processes between TRIMNP and CICE as well as from CCLM to CICE15

take place with an interval of 3 h. The coupled model is applied in a study for climate
simulations over Baltic Sea and North Sea regions in 1997. The coupled system is
set up to run in parallel on the super computing system IBM-power 6 at the German
Climate Computing Center (DKRZ).

1 Introduction20

This paper introduces a first time development of a two-way online coupled system
from three models of atmosphere, ocean and sea ice (CCLM, TRIMNP and CICE, re-
spectively) using the coupler OASIS version 3 (Fig. 1) for regional climate simulations.
This study provides an overview of the coupling mechanism in term of online (i.e. all
three component models run in parallel) and two-way interactions and feedbacks (i.e.25

1See Table A1.
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each pair of them exchanges data at every coupling time step). Following the coupling
mechanism, source codes of component models have to be adapted and libraries of the
coupler OASIS are used to link the three models together. The paper also addresses
the basis to define coupled fields and the coupling time while exchanging data.

Atmosphere, ocean and sea ice are fundamental components of the climate system.5

The state of the art global (GCMs) and regional climate models (RCMs) have been try-
ing to simulate as much as possible about their structures, interactions and feedbacks.
Specific features of the components of the atmosphere, the ocean and the sea ice are
treated differently in the models. The most challenging task is to reproduce the inter-
action processes at the interface of those components. Simulation of the interactions10

does not only require high performance computing but also suitable observation data
for their respective evaluation. The former requirement was a great challenge in the
past while nowadays super computers are available and applied at many laboratories,
but the latter is still a big issue up to date. For example, observed data of momentum
and heat fluxes over the ocean may only be found in some projects for some areas15

(e.g. TOGA COARE, Soloviev and Lukas, 1997; Webster et al., 1996; BOMEX, Del-
nore, 1972), and the diurnal warming profiles (Halpern and Reed, 1976; Gentemann
et al., 2009). Rutgersson (2000) and Rutgersson et al. (2001, 2005, 2007) focused
on observed sea surface temperature, wind speed and direction, momentum and heat
fluxes at the station Oestergarnsholm in the Baltic Proper to validate the simulation skill20

of the RCM HIRHAM. The respective time series are available mainly from May 1995 to
February 1997 and they are sometimes interrupted but they provide useful information
of air–sea interaction for coupling studies over this area.

Air–sea interactions over the North Atlantic and Pacific oceans are investigated by
Zhang (1996) using observed data. The study showed that in winter the dominant25

process of air–sea interaction for both oceans is the atmospheric forcing of the ocean
through modulating the latent and sensible heat fluxes. Kirtman and Vecchi (2011) also
pointed out that SST anomalies can induce anomalous convection through surface
evaporation and low-level moisture convergence. In turn, the anomalous atmospheric
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convection can change the SST through cloud-radiation and wind-evaporation effects
as well as wind-induced oceanic mixing and upwelling. As air–sea interactions play an
important role in keeping the whole climate system in equilibrium it’s necessary to take
air–sea interaction into account in a climate model, or in other words to couple different
numerical component models in one model system.5

To date, “coupling” has not been a new problem but is frequently applied in climate
modeling research. The components of coupling can be atmosphere, ocean, sea ice,
soil, chemistry, waves, etc. There are many studies on coupled climate models at the
global scale (e.g. Manabe and Bryan, 1969, 1979; Washington et al., 1980; Neelin
et al., 1994, Dai, 2006, Taylor et al., 2009, 2012) or at the regional scale for limited10

areas (e.g. Gustafsson et al., 1998; Raible et al., 2001; Sun and Hansen, 2003; Dorn
et al., 2007; Artale et al., 2009; Davin et al., 2011; Elizalde and Jacob, 2012). For
the Baltic region, the history of coupling up to the 2000s was presented in Döscher
et al. (2002) with the citations for previous studies such as by Gustafsson et al. (1998),
Hagedorn et al. (2000), Rummukainen et al. (2001), Schrum et al. (2001). They are15

followed by other studies like those by Omstedt and Rutgersson (2000), Jacob et al.
(2001), Döscher et al. (2002), Schrum et al. (2003), Meier et al. (2003, 2004), Lehmann
et al. (2004), Bennartz et al. (2009). Those studies focused on this region because
the Baltic Sea area is subject to global influences, while the climate of the Baltic Sea
basin is merged by continental and maritime climates due to the geographical location,20

variable orography, and land-sea contrasts (HELCOM, 2007). Gustafsson et al. (1998)
provided some special examples of “changing ice boundaries” in winter and “changing
SSTs” in summer over the Baltic catchment in 1993–1995 to prove that coupling is
necessary in both numerical weather prediction and climate simulations for this region
as the interactions and feedbacks among climate components may amplify errors in25

the whole system if one of them is represented too unrealistically. The North Sea was
also focused in some studies such as by Rodenhuis (1978) and Pohlmann (1996), and
it is often considered together with the Baltic Sea (Woth et al., 2006; Schrum et al.,
2003).
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Offline or online coupling systems are built depending on the considered problems.
A simple example of an offline coupling is to run the atmosphere model for a month
and then using its output as the input for the ocean model. In turn, the ocean model
provides SST to run the atmosphere model once again for that month. However, this
method costs a lot of computing time and is just useful to see how well the ocean5

model reproduces SST and how the SST influences the results of the atmosphere
model. Another but similar way to do coupling is to run the atmosphere model for one
day and to send the output to the ocean model, which in turn runs and pays back SST
to the atmosphere model at the end of day so that it can use this SST for simulating
the next day (Tian et al., 2012). This process can be called “semi-offline” as the two10

models don’t run in parallel but SST is updated once a day for the atmosphere model.
The online coupling is defined as a process in which two or more models run in parallel
and exchange data more often to take interactions and feedbacks into account. Our
study is focusing on this process.

The online coupling may operate in a way of source code combination or another15

way of data transfer. The former method requires software interfaces (e.g. Gustafsson
et al., 1998). The latter only needs to exchange the data so it is more flexible and
source code changes are not necessary. However, before coupler programs became
popular, data were transferred via files (e.g. Schrum et al., 2003) and that process usu-
ally needs a huge storage and a long computing time. By using a coupler like OASIS,20

the complex technical problems arising from an all-in-one code are avoided (Döscher
et al., 2002) and the coupler helps to exchange data directly among component mod-
els and performs the necessary interpolation between different model grids. In case
component models have the same grid, data is passed directly from the source grid
to the target one. The advantage of the coupler is even more highlighted when more25

than two models are coupled together. In our case, in winter time, sea ice is created
over the Baltic Sea but the chosen ocean model doesn’t take sea ice calculation into
account. That’s why beside the atmosphere and the ocean model, a sea ice model has
to be coupled to the RCM system. Moreover, an individual sea ice model coupled in
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the system may reproduce the ice formation, retreat and shifting more adequate than
a simple sea ice parameterization scheme such as often used in ocean models.

An important question that is often considered with less attention is what the suitable
coupling frequency should be. A unique answer can hardly be found as it depends on
a variety of conditions like climatic region, season, physical processes, used models,5

etc. But this should not be the reason for choosing an arbitrary coupling time. In addi-
tion, the definition of a suitable coupling time in a coupled system shouldn’t be mixed up
with the equilibrium time. For example, the equilibrium time of the atmosphere bound-
ary or the snow and surface ice layer is 24 h (McGuffie and Henderson-Sellers, 1997).
This doesn’t mean that the status of the atmosphere only changes significantly after10

a day but hour-to-hour, which causes “weather”. The fast changes of surface wind as
a forcing may cause or intensify the wind-driven waves on the sea surface or lead to
a well mixing of the heat generated in the upper ocean due to the absorption of solar
radiation. In turn, the response or feedback from the ocean to the atmosphere is via
momentum, heat, water vapor and gas fluxes which mostly depend on SST. The ocean15

skin temperature may change significantly in periods of an hour or less (Gentemann
and Minnett, 2008; Minnett, 2012), which is different from the equilibrium time of the
ocean mixed layer in the order of months to years (McGuffie and Henderson-Sellers,
1997). McGuffie and Henderson-Sellers (2005) also supposed that the coupling and
feedbacks amongst processes within the climate system components is responsible20

for the myriad of variations in this climate system spectrum. That’s why component
models should be coupled more often than the equilibrium time of the climate compo-
nents to adequately capture its different characteristic of variability. As a practical proof
for this comment, Bernie et al. (2008) used the coupled GCM model HadOPA which
consists of Hadley centre Atmospheric Model version 3 (HadAM3) developed at the UK25

Met Office (Pope et al., 2001), coupled to the French ocean GCM OPA (Madec et al.,
1998) via OASIS3 to examine the impact of the resolving the diurnal cycle in the up-
per ocean and of ocean–atmosphere interactions on the diurnal to seasonal variability
of the coupled system. Following Bernie et al. (2008), Terray et al. (2012) and some
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others studies like by Danabasoglu et al. (2006) and Ham et al. (2010) set up their
experiments with 1-day and 1–3 h air–sea coupling and pointed out that the diurnal
variations of oceanic quantities are not simulated with the 1-day air–sea coupling.

In early studies with coupled RCMs, the coupling time of 6 h or longer was often cho-
sen without any explanation or with a vague argument that it is at the same frequency5

of the updated lateral boundary conditions, for example by Artale et al. (2009) in which
RegCM3 is coupled to MITgcm for climate simulations over the Mediterrean Sea. For
the same region, Elizalde et al. (2010) coupled the RCM REMO to MPI-OM every 6 h.
Schrum et al. (2003) coupled REMO to HAMSOM to simulate climate over the North
Sea and the Baltic Sea in which data of REMO is passed to HAMSOM every 6 h and10

daily SST from HAMSOM is given back to REMO. The first RCM coupling study was
conducted by Gustafsson (1998) who coupled the regional atmosphere model HIRLAM
to the ocean model of Sweden’s Meteorological and Hydrological Institute (SMHI) with
the coupling time of 3 h from atmosphere to ocean and 1 day from ocean to atmo-
sphere. Meier et al. (2003, 2004) and Döscher et al. (2002) applied the coupled system15

RCAO (using the atmosphere RCM RCA and the ocean model RCO coupled by OA-
SIS) and set the coupling time to 3 h to represent the diurnal cycles. Nevertheless, 6 h
coupling may already describe the diurnal cycle (Sheffield, 2006). Exceptionally, Ben-
nartz et al. (2009) applied the model system BALTIMOS (BALTEX) for the Baltic Sea
region in winter 2002/2003 in which the component models are coupled hourly by the20

exchange of fluxes and state variables. However, this research implemented a direct
coupling without a coupler and hourly coupling may be due to the output writing time
period. Thus, the question of the optimal coupling time is still open. In this paper, using
long term simulations of stand-alone versions of CCLM and TRIMNP, we are trying to
answer it at least for the atmosphere-ocean-sea ice coupling over the Baltic Sea.25

Another coupling problem is the adequate selection of variables that are exchanged
amongst the component models. In reality, there are momentum, heat, water, and gas
exchanges at the air–sea interface (Rothrock et al., 1999). However, in the present
study gas exchange is not taken into account but the others are. The heat, humidity
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and momentum fluxes are passed from atmosphere to ocean and sea ice or trans-
ferred between ocean and sea ice. The feedback of ocean to atmosphere is presented
via SST because SST plays an important role in the upper oceans heat content, and
regulates climate. Zhang (1996) supposed that over the North Atlantic, the simple ther-
modynamic equilibration is dominant after the author found out the strong correlation5

between SST anomalies and hemispheric-mean lower tropospheric temperature. Near
by, the climate of the Baltic Sea is influenced by major air pressure systems, particularly
the North Atlantic Oscillation (NAO) during wintertime, which affects the atmospheric
circulation and precipitation in the Baltic Sea basin (HELCOM, 2007). Moreover, due to
ice conditions in the Baltic Sea, a strong relationship has been reported between win-10

ter sea-surface salinity and temperature anomalies and climatic indicators. Owing to
the geographical location, variable orography, and land-sea contrasts, in the long-term
mean, the Baltic Sea is almost thermodynamically closed. Thus, annually the dominat-
ing fluxes are the sensible heat, the latent heat, the net longwave radiation, the solar
radiation to the open water, and the heat flux between water and ice (Omstedt and15

Rutgersson, 2000). In the water and energy cycle studies for the BALTEX program,
the response of the salinity and heat content of the Baltic are important parameters
to study when evaluating and improving atmosphere, ocean and river runoff models
(Meier and Döscher, 2002).

The main purpose of this study is to reproduce the interactions and feedbacks in20

the climate system via couplings to improve the climate simulation over Baltic Sea and
North Sea regions. The regional ocean model with a resolution of several kilometres
used in the coupled system may represent more details and hence provides better SST
to the atmosphere model than a global ocean model or reanalysis data. The resolution
of reanalysis data such as ERA-interim is not fine enough to adequately represent SST25

over the considered region, especially near the coastlines of the Baltic Sea and the
North Sea. Hence, using the coupled system may improve the simulated SST and heat
fluxes, and then improve the regional climate simulation over the considered regions.
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Models and experiments are presented in Sect. 2. Section 3 analyses and discusses
the main results. Some conclusions and suggestions are presented in Sect. 4.

2 Models and experiments

2.1 Models

2.1.1 Atmosphere model5

The atmospheric model used in the current study is the non-hydrostatic regional cli-
mate model CCLM (Consortium for Small-scale Modeling model in CLimate Mode,
Rockel et al., 2008) version cosmo 4.8 clm11 developed by COSMO (http://www.
cosmo-model.org) and the CLM-community (http://www.clm-community.eu). CCLM is
based on the primitive thermo-hydrodynamical equations describing compressible flow10

in a moist atmosphere. The model equations are formulated in rotated geographical
coordinates and a generalized terrain following height coordinate. A variety of physical
processes (e.g. vertical radiation fluxes, vertical turbulent mixing, moisture convection,
etc.) are taken into account by parameterization schemes. CCLM is driven by differ-
ent lateral boundary conditions from 6 h NCEP, ERA40 or ERA-interim reanalysis data15

sets using Davies relaxation (Davies, 1976) or spectral nudging (Davies and Tunner,
1977; von Storch et al., 2000). Source code of CCLM is written in FORTRAN90 and
uses the standard MPI library for parallel runs. A list of published papers using CCLM
is available on the web page of the CLM-community.

2.1.2 Ocean model20

The ocean model TRIMNP used for the coupled system is the “Nested and Par-
allel” version of the non-hydrostatic regional ocean model developed at Helmholtz-
Zentrum Geesthacht, Germany, on the basis of the TRIM3D (Tidal Residual and
Intertidal Mudflat Simulations in 3 Dimensions) model of University of Trento, Italy
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(Casulli and Cattani, 1994). TRIMNP is based on the 3-D Navier-Stokes equations
with switchable baroclinic terms and non-hydrostatic terms. TRIMNP is formulated
on a cartesian Arakawa-C grid using vertical z-coordinates without constraints on top
layer thickness. A domain decomposition with explicit message passing is taken into
account using the MPI-Library. The vertical turbulent mixing is parameterised on the5

basis of the General Ocean Turbulence Model (GOTM) (http://www.gotm.net). More
details of TRIMNP can be found in Kapitza (2008) and Kapitza and Eppel (2000).
The surface boundary conditions (e.g. pressure, wind, temperature, etc.) are taken
from data of regional atmosphere models (such as CCLM, REMO, etc.). The bound-
ary conditions of water temperature, salinity, currents, etc. for ocean layers are from10

the results of FES2004 (Finite Element Solution, Lyard et al., 2006, and Lefevre
et al., 2002), and from the LEVITUS94 Ocean Climatology (http://iridl.ldeo.columbia.
edu/SOURCES/.LEVITUS94). Lateral boundary treatment for TRIMNP is established
based on the nudging technique of Davies (1973).

2.1.3 Sea ice model15

The sea-ice model CICE is the Los Alamos sea ice model version 4.1 from Los Alamos
National Laboratory, US (http://oceans11.lanl.gov/trac/CICE). CICE is designed to be
a sea ice component of global climate models, although it can also be used in stan-
dalone mode for regional sea ice simulations. It is a thermodynamic model that com-
putes local growth rates of snow and ice due to vertical conductive, radiative and turbu-20

lent fluxes, along with snowfall. It also includes a model of ice dynamics, which predicts
the velocity field of the ice pack based on a model of the material strength of the ice as
well as a transport model that describes advection of the areal concentration, ice vol-
umes and other state variables and a ridging parameterization that transfers ice among
thickness categories based on energetic balances and rates of strain (Hunke and Lip-25

scomb, 2008). In COSTRICE, the lack of time calculation for leap years in the current
version of CICE is supplemented to allow a time setup that corresponds to CCLM and
TRIMNP.
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Table 1 presents the specifications of the three models used in our study. The con-
figuration of the three models will be set for experiments in Sect. 2.2.

2.1.4 Coupler

The three models are coupled through the coupler OASIS3 (The Ocean Amosphere
Sea Ice Soil model version 3 of CERFACS, France) (http://oasis.enes.org). OASIS35

is a portable set of Fortran 77, Fortran 90 and C routines and supports 2-D coupling
fields only. The current OASIS3 version is compiled and run on NEC SX6, IBM Power4
and Linux PC cluster. OASIS3 is currently used by approximately 30 climate mod-
elling groups in Europe, USA, Canada, Australia, India and Brazil. The main task of
OASIS3 is to interpolate the fields from a source to a target grid, which usually have10

different resolutions and provides a mechanism for data transfer between models while
they are running concurrently. The interpolation methods available in OASIS3 include
the N-nearest-neighbour interpolations weighted by their distance (DISTWGT) and by
their distance and a gaussian function (GAUSWGT), the bilinear (BILINEAR) and bicu-
bic (BICUBIC) interpolations, and the 1st or 2nd order conservative remapping (CON-15

SERV). Those techniques are offered by Los Alamos National Laboratory SCRIP 1.4
library (http://gcmd.nasa.gov/records/LANL-SCRIP.html).

2.2 Experiments

The coupled system is applied for climate simulations over Baltic Sea and North Sea
regions. The considered domain is presented in Fig. 2. The atmospheric model CCLM20

is setup with a horizontal grid mesh size of 50 km and 32 vertical hybrid levels and
driven by the 6-h ERA-interim reanalysis data as initial and lateral boundary conditions
using Davies relaxation scheme (Davies, 1976). The running time step of CCLM is
300 s and CCLM’s domain covers the whole Europe. The ocean model TRIMNP is
setup with a horizontal grid mesh size of 12.8 km and 50 vertical layers to simulate25

the area of Baltic Sea and North Sea. The sea ice model CICE runs with the same
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horizontal resolution as TRIMNP but only over Baltic Sea and the Kattegat Bay of North
Sea. The time steps of TRIMNP and CICE are both 240 s. For none matching areas
between the two domains of CCLM and TRIMNP, the ERA-interim reanalysis SST is
used (see Table 1).

The interpolation and data passing amongst the three models are controlled by OA-5

SIS3 at the coupling time steps of 1 h and 3 h (see Fig. 3). The list of experiments is
presented in Table 2 in which the run STERva is a stand alone run where the sensible
and latent heat fluxes are computed in TRIMNP based on the air surface temperature,
humidity, and wind speed from CCLM. The run STERhf is also uncoupled but the heat
fluxes are passed from CCLM and thirdly, CPERAi is a coupled run with all fluxes in-10

cluding heat fluxes are passed from CCLM. The coupled system is set up to run in
parallel on the super computing system IBM-power 6 at DKRZ. In the present work,
we spend 3 nodes with 64 tasks per node to run the whole system in which CCLM,
TRIMNP, CICE and OASIS run on 81, 98, 12 and 1 tasks, respectively (Table 1). The
distribution of task will change when CCLM runs with higher resolution.15

As a case study the simulation time is set up from 1 January 1997 to 31 De-
cember 1997. Throughout the entire time period, the three models are completely
coupled. However, during the time from May to September, the skin temperature of
CCLM only comes from the sea surface temperature of TRIMNP and is not affected
by the sea ice from CICE because this time period mostly is the ice break-up sea-20

son over Baltic Sea (Jevrejeva et al., 2004). Jevrejeva et al. (2004) used 37 time
series of sea ice from observation stations in 1900–2000 to examine the evolution
of ice seasons in the Baltic Sea during the 20th century and pointed that the earli-
est freezing time in the Baltic Sea is on some first days of October at station Kemi
in Bothnian Bay and the the latest break-up of ice season is in June, also at Kemi.25

But in general, the date of break-up is in April and May. The freezing and break-
up dates of sea ice are also indicated in the sea ice concentration data from the
daily high resolution (1/4◦ ×1/4◦) NOAA Optimum Interpolation Sea Surface Tem-
perature (OISST) version 2 (http://iridl.ldeo.columbia.edu/SOURCES/.NOAA/.NCDC/
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.OISST/.version2/.AVHRR/) (not shown). Consequently, these data are used along with
NOAA SST data for a first evaluation of simulated SST and sea ice area from the cou-
pled system.

3 Problems and solutions

This section focuses on the technical problems and solutions related to the coupling of5

the three component models (see Sect. 3.1), and the choice of the coupling time and
transferred fields (see Sects. 3.2 and 3.3, respectively).

3.1 How to do a two-way online coupling for 3 component models

The advantage of the coupler OASIS is that the three component models keep their
own executables and OASIS3 acts as an additional executable and as a communication10

library, the PSMILe that is linked to the models. By using OASIS, the complex technical
problems arising from an all-in-one code are avoided (Döscher et al., 2002). Mostly,
previous research applied OASIS for coupling an atmosphere to an ocean model that
includes already a sea ice scheme. Here we introduce a detailed technique and provide
some useful tips when coupling three components in one system.15

First of all, you have to download and compile OASIS3 in your computer system with
an awareness of the difference between running OASIS on one or more processors
and of using option “oasis3 psmile” to use the PSMILe library. In our study we use one
processor for OASIS3 as there’s not much gain using more than one processor (dis-
cussed with Irina Fast, DKRZ) and long waiting times for the communication between20

processors can be avoided.
Secondly, to communicate with OASIS3 or directly with another model, a component

model needs to include a few specific PSMILe calls. The grids of the three models in our
study are different so the component models have to communicate via OASIS3 as they
need to use the interpolation function of OASIS3. In order to do this, several changes25
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are made in the source code of CCLM while coupled (see an example in Table B1). In
this example, the sending fields of CCLM are the mean sea level pressure (PMSLC-
CLM), the total precipitation (PRECCCLM), the rain rate (RAINCCLM) and snow rate
(SNOWCCLM), while the received field is only surface temperature (T S CCLM). Basi-
cally, (i) CCLM is linked to TRIMNP through SST as the lower boundary condition; (ii)5

TRIMNP and CICE are driven by the atmospheric state variables (near surface pres-
sure, wind, temperature, humidity, air density, cloud fraction), the lowest atmospheric
level height, and fluxes (precipitation, snow, short and long wave radiation, and heat)
of CCLM; and (iii) CICE requires the SST, salinity, currents, ocean surface slope, freez-
ing/melting potential energy from TRIMNP and in turn pays back to TRIMNP the water10

and ice temperature, ice concentration, fresh water flux, ice to ocean heat flux, short
wave flux through ice to ocean, and ice stress components. The schematic diagram
showing the data exchange can be found in Fig. 3. Here, we pass CCLM’s output to
TRIMNP every 1 h and other exchange processes are at the interval of 3 h (TRIMNP to
CCLM; CCLM exchanges with CICE; TRIMNP exchanges with CICE).15

The names of variables defined in the source codes of the component models have
to be the same as in the name list file of OASIS3, so-called the “namcouple”. Figure 4
shows an example of the variable names that are defined and then announced by the
“prism def var proto” call of OASIS3 in the source code of the three models (see Ta-
ble B1). Another library of OASIS3 “prism def partition proto” is also used to define the20

transformation how the fields are exchanged by slave processors or by only the mas-
ter processor. OASIS3 PSMILe supports in particular parallel communication between
a parallel component model and the OASIS3 main program is based on Message Pass-
ing Interface (MPI) and file I/O is using the MPP IO library from GFDL (Valcke, 2006). In
our study, the fields are exchanged by the main processor after gathering all partitions25

over the whole model domain. To compile each model component linked to the PRISM
library one has to set the link of the library in its makefile.

The next step is to choose the coupling parameters such as source and target grids,
coupling frequency, field interpolation, etc. that are described in the file namcouple of
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OASIS3. Examples of the file namcouple are shown in Tables C1 and C2 as well as by
Valcke (2006).

The interpolation method used in this study is the N-nearest-neighbour distance
weighted interpolation (DISTWGT) which is necessary for the local multiple rotated
coordinates of TRIMNP. Some errors are caused by the interpolation, hence the less5

interpolation is used the less difference between the source grid and the target grid
occurs. Thus, for example, the total radiation energy flux or total precipitation are cal-
culated in CCLM before being passed to TRIMNP or CICE even some or all of its
components are transferred, too.

The temporal coupling process amongst the three component models controlled by10

OASIS3 is displayed in Fig. 5 in which the running time step of CCLM (dta) is 300 s,
those of CICE (dti) and TRIMNP (dto) are 240 s, and the coupling time step of CCLM
to TRIMNP is 1 h while other coupling time steps are 3 h. At every running time step,
each model sends the required exchange variables to OASIS3. However, only at the
coupling time, the sent data arrives at the receiving model. If LAG is set to 0, data is15

derived exactly at the coupling time step. But in this case, in order to avoid a deadlock
situation, the sequence index must be defined for each of the coupled fields corre-
sponding to the given order. For example, firstly, the state variables from CCLM are
sent to TRIMNP (SEQ = 1), then the SST, salinity, etc. of TRIMNP are passed to CICE
(SEQ = 2) and then sea ice skin and water temperature, etc. of CICE are passed to20

TRIMNP (SEQ = 3) and so on. Unfortunately, in our coupled system, the deadlock
happens after running 3 h because at the same time all three models send and need
data and that results in a loop of waiting. To solve this deadlock, the three models are
set to run simultaneously (SEQ = 1 for all exchanged fields) and LAG is set to the
running time step (in seconds) of the component model which sends the data. Con-25

sequently, the exchange time is one running time step earlier than the coupling time
step and no model has to wait in the loop as it already receives data of the previ-
ous step from the sending model to calculate for the current step. However, due to
the LAG, at the first running step, OASIS reads data from the restart files and sends
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data to all three models. Data sent at the coupling time may be instantaneous, aver-
aged or accumulated values since the last coupling time depending on the status of
the variables. For example, rain and snow rates or heat fluxes are averaged for the
period between the last and the current coupling time because they alter significantly
timestep-by-timestep, total precipitation is passed instantaneously as it is already ac-5

cumulated hourly in CCLM, and wind components are passed instantaneously since
alternative changes in wind direction may obscure wind speed values if wind compo-
nents are averaged. At the end of each month, data is written in the restart file to initiate
the coupling for the next month.

At the very beginning of the coupling process (1 January 1997 in this case study),10

the atmospheric forcings are passed from CCLM to TRIMNP and CICE but the SST
of TRIMNP is initialized from uncoupled TRIMNP simulation. Therefore, the SST is too
cold because of the direct influence of the cold air temperature above (due to the lack
of sea ice scheme in TRIMNP), hence the sea ice concentration that is formed based
on the surface temperature of TRIMNP is overestimated over Bothnian Bay. Addition-15

ally, the skin temperature in CICE is set to −1.8 ◦C everywhere over sea ice. These
unrealistic phenomena should not be accounted for to avoid a wrong feedback to the
atmosphere model. That’s why the first simulation month (January 1997) is considered
as spin-up time before the two-way coupling starts. From the second month onward,
CCLM receives SST from TRIMNP. In principle, the spin-up time should be set up20

longer as the ocean model is initialized with climatological data. Note that global mod-
els even need longer spin-up times. For a regional ocean model, Berni et al. (2008) set
5 yr for the spin-up time. For the longer runs, we will analyse the spin-up behavior more
in detail and choose the spin-up time accordingly.

Instead of SST only (as in TRIMNP without sea ice), the feedback mechanism from25

ocean and sea ice to atmosphere is transferred by the combination of the sea water
temperature TOce from TRIMNP and sea ice skin temperature TIce from CICE weighted
by the sea ice area AIce. The basic equation used here is the Stefan-Boltzmann Law

HFL = εσTS4 (1)
3276
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where TS is the skin temperature sent to CCLM at a grid point; HFL is the heat flux
from surface to atmosphere in the grid box. TS can be formulated from Eq. (1):

TS =
4

√
HFL
εσ

(2)

As in winter, both ice and sea water exist in the grid box, the heat flux is calculated as:

HFL = εσT 4
Ice ×AIce +εσT 4

Oce
× (1−AIce) (3)5

where TIce is the sea ice skin temperature, AIce is the sea ice area, TOce is the sea water
temperature.

3.2 How to define the suitable coupling time

As mentioned in Sect. 1, coupling times of 6 h or a day chosen in many studies are likely
too long. Moreover, the Baltic Sea is a shallow sea with a very inhomogeneous distri-10

bution of land and water surfaces leading to rapid variations of SST are rapid on small
spatial and temporal scales which are important for the interaction with the atmosphere
(Gustafsson et al., 1998). Thus, 6 h or longer seems to be too long to adequately rep-
resent interactions between ocean and atmosphere over this region. Especially, as the
atmospheric response to SST is rapidly redistributed vertically (Neelin et al., 1994), the15

exchange time from atmosphere to other components should be shorter. For instance,
kilometer-scale free convections with a life time of minutes to hours will be created if the
surface is substantially warmer than the overlying air as mixing spontaneously occurs
in order to redistribute the heat (Rafferty, 2011).

In order to determine how often the coupling process should be taken into account,20

we consider how fast and how significant atmosphere and sea surface temperature
change during time periods of one to several hours. In this respect, we analyse model
data instead of observations to find the optimal coupling time step for two reasons.
First, appropriate observations with a high temporal resolution and suitable locations
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are hardly available. Second, the coupling time step should be adequate within the
chosen coupled model system and the respective model component grid resolution.
Therefore, following is the investigation for long term simulations of the uncoupled ver-
sion of CCLM and TRIMNP.

Firstly, we calculated the 1-, 3- and 6-h changes (denoted by d1, d3, d6) of wind5

components at 10 m height (denoted by U10M and V10M) over Bothnian Bay (BB),
Bothnian Sea (BS), central Baltic Proper (BP), Arkona Sea (Ark), Skagerrak Strait
(Ska) and Gulf of Finland (GF) from the 63 yr simulation of the uncoupled version of
CCLM from 1948 to 2010 (with resolution of 0.22×0.22◦ and 40 vertical levels). The
hourly data is selected at one grid box in the centre of each sub-region. The U10M10

and V10M averages are determined using their absolute values considering that the
alternative changes in wind direction do not obscure the mean value. The changes are
transformed to percent values by dividing the changes with the annual mean wind ve-
locity. Then the changes in percent are used to calculate the frequency at which these
changes occur (denoted by FC) over categories ranging from −100 % to 100 %. The15

results for Ark, BB and BP (Fig. 6) show that FC has different magnitudes, especially in
the case of d1, but common distributions over the sub-regions. The FC distributions of
U10M (Fig. 6a) and V10M (Fig. 6b) are also similar. In both cases, the d1 distribution
centers around changes up to ±5% with a FC of 32–42 % while the changes larger
than ±10% of the wind velocity occur with a FC of 35–40 %, and the changes larger20

than ±20% have FC of 8–14 %. FC distributions are similar in summer and winter al-
though the FCs larger than ±10% and ±20% are slightly higher in summer than in
winter (not shown).

The probability of larger wind velocity changes is higher in the cases of d3 and d6
than in d1. For example, in Fig. 6a, the FC of more than 20 % of U10M over Baltic25

Proper (BP) is around 12 % for d1 but may reach 46 % and 64 % for d3 and d6, respec-
tively. In COSTRICE, during the time between two coupling time steps k and k +1,
value of the exchanged field is kept as at the k step. Therefore, if CCLM provides wind
information every 3 or 6 h, the hourly changes are missed and probably subsequent
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sudden jumps of wind forcing at the coupling times may lead to wrong wind-driven cur-
rents in the ocean model. Hence, 1-h data exchange is chosen to connect CCLM with
TRIMNP. As the sea ice surface is more dense and solid than water, its thermal con-
ductivity is less sensitive to changes in the atmospheric forcing. Therefore, a coupling
time step of 3 h is sufficient to pass CCLM’s output to CICE.5

As water has a greater density than air, it is also more thermally conductive than
air, so that considerable changes of SST may occur in time periods of one to several
hours. Moreover, SST behaves differently in warm and cold seasons due to diurnal
heating and sea ice formation/melting, respectively. Hence, the 1-, 3-, 6-, 12- and 24-h
changes (denoted by d1, d3, d6, d12, d24) of SST (K) are calculated for warm (May10

to September) and cold (remaining part of the year) seasons using a 28 yr simulation
of TRIMNP from 1980 to 2007. Using the time-series of SST changes, exceedance
frequencies of these changes (denoted by EFC) are determined over SST-change bins
of 0.5 K. The EFC of a given value is the frequency with which the data exceeds the
value. In general, in the warm season, the EFC distribution over the 6 areas is similar.15

In the cold season, BB and GF have the same distribution while BP, BS, Ark and Ska
share another distribution. This is likely associated with the existence of more sea
ice over BB and GF in winter time that is quite rare in the other four areas. Sea ice
causes more frequent changes of sea water temperature when it expands and retreats
or freezes and melts. Due to the similarity of the EFC distribution, Fig. 7 shows only20

the result for BB and BP in warm and cold seasons. In both seasons, the 1-h change
d1 is mostly less than 0.5 K. In the warm season, for d3, the EFC of 0.5 K is 30–40 %
and that of 1.0 K is 6 %. For d6, however, 23 % and 33 % of the sample have SST
changes of more than 1 K over BB and BP, respectively. Only 5 % of the sample of d6
has changes larger than 2 K. The d12 changes are much higher than for d6 due to the25

night-day contrast. For example, 40–50 % of the d12 sample has changes larger than
1 K and 20–25 % has changes larger than 2 K. The daily d24 change is weaker than for
d12 but still larger than for d6. For instance, over BB, the EFC of 1.5 K in the case of d6,
d12 and d24 are 14 %, 30 % and 20 %, respectively. In the cold season, on the contrary,
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d24 is greater than d12 over BB and GF, but they are similar over other sub-regions.
Even though, the SST changes are negligible in winter time over all sub-regions and
time periods. For example, the EFC of 1.0 K is only 10–15 % in the cases of d12 and
d24 over BB.

Therefore, we conclude that a 3-h interval is recommended to pass SST from5

TRIMNP to CCLM and CICE. During 3 h, most of the changes are smaller than 1 K.
Larger changes do not occur very often so that sudden jumps of SST are limited at the
coupling time step. These jumps will occur more often with longer coupling time peri-
ods, such as 6, 12 or even 24 h. Nevertheless, as the changes of SST are small in the
cold season, an experiment is planned to test alternative coupling times of 3 and 6 h10

for warm and cold seasons, respectively, while passing SST from TRIMNP to CCLM
and CICE. This strategy helps to save computing time.

3.3 Exchange state variables or fluxes?

Another question arising when one is working with a coupled system is whether the
state variables or fluxes should be transferred amongst component models, especially15

in the case of sensible and latent heat fluxes. Rummukainen et al. (2001) utilized a ver-
tically resolved, box-like ocean model (Omstedt and Nyberg, 1996) coupled to a re-
gional atmosphere model via state variables. In contrast, Döscher et al. (2002) calcu-
lated the fluxes within the atmosphere on an atmospheric grid (44 km), which is coarser
than the ocean grid (11.1 km) to neglect the sub-atmosphere-grid scale variability of the20

sea surface, and passed them to the ocean model which only calculated the longwave
upward radiation by itself. This is also the method applied in our coupled system.

In CCLM, surface fluxes of momentum, heat and water vapour are computed by
a surface layer scheme (based on turbulent kinetic energy) including a laminar-
turbulent roughness layer and the option for a stability-dependent drag law formula-25

tion of momentum, heat and moisture fluxes according to the similarity theory of Louis
(Schaettler, 2011). In TRIMNP, heat fluxes are calculated based on the bulk formula
of Isemer and Hasse (1985) using the difference between water and near surface air
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temperature and humidity. In order to avoid a conflict at the interface induced by the
difference of heat flux calculations and resolutions, heat fluxes from CCLM should be
transferred to TRIMNP instead of being computed by TRIMNP itself. Neelin et al. (1994)
showed that although heat fluxes are calculated using the atmospheric boundary-layer
parameterizations based on SST from the previous interval, the important dependence5

of heat flux on SST is retained as long as the heat flux coupling interval is sufficiently
small. Based on this study, we would indicate one more reason to choose the coupling
time of 1 h from CCLM to TRIMNP.

To demonstrate the difference between the two methods, we conducted two experi-
ments STERva and STERhf (see Table 2). In the case of STERva, TRIMNP calculates10

the sensible and latent heat fluxes based on the wind speed and the air–sea differences
of temperature and humidity derived from CCLM. In the STERhf case, the heat fluxes
are directly passed from CCLM to TRIMNP. Plotted in Figs. 8 and 9 are the monthly
averaged sensible and latent heat fluxes, respectively, in May 1997, where the down-
ward flux has a positive value. Obviously, in this case, both experiments overestimate15

the absolute values of sensible and latent heat fluxes (Figs. 8 and 9, respectively) com-
pared to ERA-interim data. But in general, the fluxes simulated by STERhf (Figs. 8b
and 9b) are closer to the ERA-interim data than by STERva (Figs. 8a and 9a). The
strong negative latent heat flux of STERva means the ocean loses very much heat to
the atmosphere (Fig. 9a). This heat loss may not be compensated by the positive sen-20

sible heat flux (Fig. 8a) thereby leading to a too cold SST simulated in STERva than in
STERhf compared with OISST (see Figs. 10a, b and d).

Briefly, in our study, the better results are produced when the heat fluxes are passed
from CCLM to TRIMNP. However, due to the coarse resolution of CCLM, the heat
fluxes, especially the sensible heat flux (Fig. 8b) is affected by the land-sea mask along25

coastlines. That must be a reason why Döscher et al. (2002) planned to calculate the
flux on the finest grid of the ocean model for all variables for the next development step
of RCAO. As long as the ocean model has the capacity to simulate the fluxes better or
as good as the atmosphere model, this is the more advantageous strategy. Due to the
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higher resolution, the ocean model does not only provide more detailed fluxes along
the coastlines but also calculates and updates them more often (every running time
step) than receiving them only at every coupling time (1 h or even longer). Meier and
Döscher (2002) also supposed that as sea ice and SST in the Baltic Sea are sensitive
to biases of simulated surface heat fluxes, the calculation of the energy cycle should be5

included in ocean models. Nevertheless, as the simulation of heat fluxes in TRIMNP
is inferior to that of CCLM as mentioned above, our coupled system in the coupled
experiment CPERAi (see Table 2) also applies the method of flux exchanging as used
in STERhf and will be improved regarding to the coarse resolution effect on the fluxes
near the coastlines in the future (e.g. by setting up CCLM in a similar resolution as10

TRIMNP). Similar to STERhf, the simulated heat fluxes in CPERAi are close to the
ERA-interim data (not shown). However, due to the interactions and feedbacks, SST of
CPERAi is improved to be closer to OISST than that of STERhf. As an example, Fig. 10
presents the monthly mean SST in May 1997 (see Figs. 10b, c and d).

In winter, CPERAi improves the SST over the ice-free areas compared to the uncou-15

pled run STERhf (Fig. 11). In the uncoupled run (Fig. 11a), TRIMNP mostly underes-
timates the OISST, except over the Bothnian Bay where sea ice exists (see Fig. 12c).
The reason is TRIMNP doesn’t take the sea ice into account so SST over the sea ice is
as cold as the air above, and to avoid this unrealistic water temperature, TRIMNP sets
SST to −1 ◦C if the sea water is colder than the freezing temperature threshold. The20

simulated SST of the coupled run CPERAi (Fig. 11b) is closer to the OISST but still
is underestimated over Kattegat and Atlantic Ocean and slightly overestimated over
the Bothnian Bay and Baltic Proper. In order to overcome the bias in TRIMNP due
to lack of a sea ice scheme, CICE is used to determine the sea ice skin temperature
(Tsfc). CICE simulates the ice concentration well compared to the NOAA data although25

there’s an underestimation over the Bothnian Bay (not shown). In areas of mixed sea
ice and open water, the Tsfc from CICE is combined with the SST from TRIMNP using
Eqs. (3) and (2), which leads to skin temperature comparable to the ERA-interim data
(Fig. 12a, b). Now over the ice-free areas, the skin temperature of CPERAi is closer to

3282

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-print.pdf
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
5, 3261–3310, 2012

COSTRICE – three
model online

coupling using
OASIS

H. T. M. Ho et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

the OISST and over the sea ice area the skin temperature is close to the ERA-interim
data. The improvement of CPERAi surface temperatures can probably be attributed to
the interactions and feedbacks of atmosphere, ocean and sea ice represented in the
coupled system.

As an example for the skill of the coupled system, Fig. 13 presents the daily area5

averaged SST of NOAA OISST data and of TRIMNP in the uncoupled run STERhf
(using ERA-interim data) and in the coupled run CPERAi from 1 February to 31 De-
cember 1997 over 5 of 9 sub-regions (R1 to R9 in the panel f of Fig. 13) as defined by
Tedesco et al. (2009). In analysis of simulation results, January is disregarded because
of spin-up of the coupled system (see Sect. 3.1). The simulated SST for sub-region R210

is similar to that of R1 (Fig. 13a), R3 is similar to R4 (Fig. 13b), R7 is similar to R6
(Fig. 13d) and R9 is similar to R8 (Fig. 13e). In this example, the uncoupled version
of TRIMNP tends to overestimate OISST in the summer months May–July and under-
estimate in the remaining months of the year. From February to April, the cold bias of
STERhf over Baltic Proper and Bothnian Bay and Sea (R3, R4, R8, R9) is smaller than15

over North Sea (R1), Kattegatt (R2), Gulf of Riga (R6) and Gulf of Finland (R7). From
August to December, the cold bias of 2 degrees occurs over all of sub-regions except
R8 and R9. The simulation uncertainties of uncoupled version may be caused by the
too short spin-up time for ocean model in this case study (mentioned in Sect. 3.1).
The SST of CPERAi is much closer to the OISST than the STERhf. However, a robust20

conclusion may be made after a long-term run of CPERAi is assessed in the future.

4 Conclusions and outlook

This paper introduces the two-way online coupled system COSTRICE which comprises
three model components, the atmospheric RCM CCLM, the ocean model TRIMNP and
the sea ice model CICE. COSTRICE is set up to run in parallel on the super computing25

system IBM-power 6 of DKRZ. Central issues are the coupling technique and the basis
for choosing the coupling time step and exchanged fields. Using the coupler OASIS3,
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changes to the original source code of the component models were small and mainly
limited to a few additional calls regarding the library of OASIS3 (Sect. 3.1). The cou-
pling time step was objectively defined (Sect. 3.2) using long term simulations of the
uncoupled versions of CCLM (1948–2010) and TRIMNP (1980–2007). The basis for
transferring fluxes instead of only state variables amongst the three component models5

was inferred (Sect. 3.3) from the results of several model experiments that were com-
pared to the ERA-interim data. Based on those investigations, the coupled system was
set up to run an experiment (CPERAi) for the year 1997 where the first month (January)
was regarded as “spin-up time” before two-way coupling. In general, CPERAi improves
the SST over the ice-free area compared to the standalone version of TRIMNP due to10

the interactions and feedbacks of atmosphere, ocean and sea ice represented in the
coupled system. However, as only one year simulation was considered, a more robust
conclusion may be made after results from long-term run of CPERAi is available in the
near future.

Besides, some more sensitivity tests need to be conducted to answer the question15

how long the whole coupled system needs as spin-up time to go harmoniously together.
In our study, the feedback of the ocean to the atmosphere is taken into account via SST.
However, the exchange of momentum between the atmosphere and the ocean plays
a critical role in determining climate (e.g. Gill, 1982). The wind-dependent roughness
of the surface directly influences the air–sea fluxes of all other quantities (e.g. sensible20

and latent heat, water, and gases) (Rothrock et al., 1999). Hence, in the next step the
momentum exchange should be included in the system.

Another component currently missing is a hydrological discharge (HD) model. In this
study, TRIMNP is using measured freshwater inflows but for climate projections in fu-
ture studies a HD model is required to provide freshwater information to TRIMNP. As25

reported in HELCOM (2007), the external water budget of the Baltic Sea is dominated
by water import from riverine discharge, inflowing North Sea water, and net precipita-
tion (precipitation minus evaporation) and export by Baltic Sea water outflow into the
North Sea. Moreover, regionally, the nordic part of the Baltic drainage basin has shown
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an increasing trend in runoff during winter (December–February) and spring (March–
May) during 1921–2004 so that changing runoff conditions should be considered in
climate simulations, especially as the large amount of freshwater inflow into the Baltic
Sea controls the low salinity of the Baltic Sea surface water that strongly effects the
freezing potential capacity of water over this region. Therefore, it is strongly recom-5

mended that a HD model is included in the coupled system COSTRICE in the future.
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Döscher, R., Willen, U., Jones, C., Rutgersson, A., Meier, H. E. M., and Hansson, U.: The

development of the coupled oceanatmosphere model RCAO, Boreal Env. Res., 7, 183–192,
2002.

Dorn, W., Dethloff, K., Rinke, A., Frickenhaus, S., Gerdes, R., Karcher, M., and Kauker, F.: Sen-20

sitivities and uncertainties in a coupled regional atmosphere-ocean-ice model with respect to
the simulation of Arctic sea ice, J. Geophys. Res., 112, D10118, doi:10.1029/2006JD007814,
2007.

Elizalde, A. and Jacob, D.: Water vapor transport and precipitation over the Mediterranean re-
gion as simulated by a regional atmosphere-ocean coupled model, Clim. Dynam., submitted,25

2012.
Elizalde, A., Sein, D., Mikolajewick, U., and Jacob, D.: Technical Report: Atmosphere-ocean-

hydrology coupled regional climate model, Max Planck Institute for Meteorology, Germany,
http://www.remo-rcm.de/fileadmin/user upload/remo/UBA/pdf/TechnicalReport.pdf, 2010.

Gentemann, C. L. and Minnett, P. J.: Radiometric measurements of ocean surface thermal30

variability, J. Geophys. Res., 113, C08017, doi:10.1029/2007JC004540, 2008.

3286

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-print.pdf
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.1007/s00382-011-1019-z
http://dx.doi.org/10.1175/1520-0485(1972)002<0239:DVOTAE>2.0.CO;2
http://dx.doi.org/10.1175/1520-0485(1972)002<0239:DVOTAE>2.0.CO;2
http://dx.doi.org/10.1175/1520-0485(1972)002<0239:DVOTAE>2.0.CO;2
http://dx.doi.org/10.1029/2006JD007814
http://www.remo-rcm.de/fileadmin/user_upload/remo/UBA/pdf/TechnicalReport.pdf
http://dx.doi.org/10.1029/2007JC004540


GMDD
5, 3261–3310, 2012

COSTRICE – three
model online

coupling using
OASIS

H. T. M. Ho et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Gentemann, C. L., Minnett, P. J., and Ward, B.: Profiles of ocean surface heating
(POSH): a new model of upper ocean diurnal warming, J. Geophys. Res., 114, C07017,
doi:10.1029/2008JC004825, 2009.

Gill, A. E.: Atmosphere-Ocean Dynamics, Academic Press, Inc., San Diego, 662 pp., 1982.
Gustafsson, N., Nyberg, L., and Omstedt, A.: Coupling high-resolution atmosphere and ocean5

models for the Baltic Sea, Mon. Weather Rev., 126, 2822–2846, 1998.
Hagedorn, R., Lehmann, A., and Jacob, D.: A coupled high-resolution atmosphere-ocean model

for the Baltic region, Meteorol. Z., 9, 7–20, 2000.
Halpern, D. and Reed, R.: Heat budget of the upper ocean under light winds, J. Phys.

Oceanogr., 6, 972–976, doi:10.1175/1520-0485(1976)006<0972:HBOTUO>2.0.CO;2,10

1976.
Ham, Y.-G., Kug, J.-S., Kang, I.-S., Jin, F.-F., and Timmermann, A.: Impact of diurnal

atmosphere-ocean coupling on tropical climate simulations using a coupled GCM, Clim. Dy-
nam., 34, 905–917, 2010.

HELCOM: Climate change in the Baltic Sea area – HELCOM thematic assessment in 2007,15

Baltic Sea Environmental Proceedings No. 111, 2007.
Hunke, E. C. and Lipscomb, W. H.: CICE: The Los Alamos Sea Ice Model. Documentation

and Software User’s Manual. Version 4.0, T-3 Fluid Dynamics Group, Los Alamos National
Laboratory, Tech. Rep., LA-CC-06–012, 2008.

Isemer, H.-J. and Hasse, L.: The Bunker Climate Atlas of the North Atlantic Ocean, Vol. 2,20

Air–Sea Interactions, Springer-Verlag, 252 pp., 1985.
Jacob, D., Andrae, U., Elgered, G., Fortelius, C., Graham, L. P., Jackson, S. D., Karstens, U.,

Koepken, Chr., Lindau, R., Podzun, R., Rockel, B., Rubel, F., Sass, H. B., Smith, R. N. D.,
Van den Hurk, B. J. J. M., and Yang, X.: A comprehensive model intercomparison study
investigating the water budget during the BALTEX-PIDCAP period, Meteorol. Atmos. Phys.,25

77, 19–43, 2001.
Jevrejeva, S., Drabkin, V. V., Kostjukov, J., Lebedev, A. A., Leppäranta, M., Mironov, Ye. U.,
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Table 1. The configuration of the three component models.

CCLM TRIMNP CICE

Horizontal resolution 0.44◦ ×0.44◦ 12.8 km 12.8 km
Vertical resolution 32 layers 50 layers 5 ice-categories
Domain (grid points) 126×123 200×230 120×120
Running time step 300 s 240 s 240 s
Computing resource 9×9=81 tasks 7×14 = 98 tasks 6×2 = 12 tasks
Boundary conditions +6 h ERA-interim; +1 h data from +3 h data

+3 h SST from CCLM; from CCLM and
TRIMNP (ERA-interim +3 h data from CICE; TRIMNP;
for none matching areas + climatological data from + open lateral
between the two domains); FES2004 and LEVITUS94; boundary
+3 h sea ice skin + initial SST from NOAA + initial SST
temperature from CICE from NOAA
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Table 2. List of the experiments.

EXPS Strategy Variables/heat flux transferred

STERva Uncoupled Heat fluxes are calculated in TRIMNP
STERhf Uncoupled Heat fluxes are taken from CCLM
CPERAi Coupled Heat fluxes are provided by CCLM
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Table A1. List of acronyms.

Acronyms Full name

BALTEX The Baltic Sea Experiment
CCLM Consortium for Small-scale Modeling model in CLimate Mode
CERFACS Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique,

France
CICE Los Alamos sea ice model
COSTRICE CCLM + TRIMNP + CICE
DKRZ The German Climate Computing Center
ECMWF European Centre for Medium-Range Weather Forecasts
ERA ECMWF reanalysis data
GCM Global climate model/General cirlation model
HAMSOM The regional “Hamburg Shelf Ocean Model” of University of Hamburg, Germany
HELCOM The Baltic Marine Environment Protection Commission or “Helsinki Commission”
HD Hydrological Discharge (model)
HIRLAM The high resolution limited area model of Sweden’s Meteorological and

Hydrological Institute
MITgcm The general cirlation model of Massachusetts Institute of Technology, US
OASIS3 The Ocean Amosphere Sea Ice Soil model version 3 of CERFACS, France
OISST NOAA Optimum Interpolation Sea Surface Temperature (OISST) version 2
RCM Regional climate model
RegCM3 Regional climate model version 3 of International Centre for Theoretical

Physics (ICTP), Italy
REMO Regional model of Max-Planck Institute for Meteorology, Germany
SST Sea surface temperature
TRIMNP The “Nested and Parallel” mode of the Tidal Residual and Intertidal Mudflat

Simulations in 3 Dimensions model
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Table B1. An example of the source code changes of CCLM using some specific PSMILe calls
of OASIS3.

Source code changes Stand–alone CCLM Coupled CCLM

+ Initialization:
(sub. init environtment in “environt-
ment.f90”)

! —– start ——
Call MPI INIT

icomm world =
MPI COMM WORLD

! —– start ——
Call MPI INIT
Call prism init comp proto (. . . )
Call prism get localcomm proto (. . . ) ! → kl comm
icomm world =
kl comm

+ Local partition definition x paral ( clim strategy ) = clim serial
paral ( clim length ) = ie tot *je tot
paral ( clim offset ) = 0
Call prism def partition proto (id part, paral, ierror )
inodims(1)= 1 ! rank of coupling field
inodims(2)= 1
ishape(1) = 1 ! min index for the coupling field local dimension
ishape(2) = ie tot *je tot ! max index

+ Coupling field declaration x ssnd(1)%clname = ‘PMSLCCLM ’ ! sending
ssnd(2)%clname = ‘PRECCCLM ’ ! sending
ssnd(3)%clname = ‘RAINCCLM ’ ! sending
ssnd(4)%clname = ‘SNOWCCLM ’ ! sending
DO i=1,4 ! 4 vars are sent
Call prism def var proto (ssnd(i)%id,ssnd(i)%clname,
id part,inodims,PRISM Out,ishape,PRISM REAL, ierror )
ENDDO

srcv(1)%clname = ‘T S CCLM’ ! receive
Call prism def var proto (srcv(1)%id,srcv(1)%clname,
id part,inodims, PRISM In, ishape, PRISM REAL, ierror )

+ End of definition phase x Call prism enddef proto (. . . )
+ Main program, time stepping loop:
- to get fields from OASIS

- to send fields to OASIS

DO istep = nstart, nstop
. . . .

! . . . . = SST(ib:ie,jb:je) * .....
......

!— pmsl (ib:ie,jb:je) = . . . .
!— rain total(ib:ie,jb:je)=. . .
!— rain (ib:ie,jb:je)= . . .
!— snow (ib:ie,jb:je)= . . .

. . . ..
ENDDO

DO istep = nstart, nstop
. . . .
Call prism get proto (..., istep, T S CCLM, . . . )
Call distribute filed (T S CCLM, ie tot, je tot, SST, ie,je)
! . . . . = SST(ib:ie,jb:je) * .....
. . . ..

!— pmsl (ib:ie,jb:je)=. . . .
!— rain total (ib:ie,jb:je)= prr con+prr grp+ prs con+prs grp
!— rain (ib:ie,jb:je)= prr con+prr grp
!— snow (ib:ie,jb:je)= prs con+prs grp

Call gather filed (PMSL,ie,je,PMSLCCLM,ie tot,je tot)
Call gather filed (rain total,ie,je,PRECCCLM,ie tot,je tot)
Call gather filed (rain,ie,je,RAINCCLM,ie tot,je tot)
Call gather filed (snow,ie,je,SNOWCCLM,ie tot,je tot)

Call prism put proto (. . . , istep, PMSLCCLM, . . . )
Call prism put proto (. . . , istep, PRECCCLM, . . . )
Call prism put proto (. . . , istep, RAINCCLM, . . . )
Call prism put proto (. . . , istep, SNOWCCLM, . . . )
. . . ..
ENDDO

+ Termination:
(sub. final environtment in “environt-
ment.f90”)

! —— finish ——
Call MPI FINALIZE

! —— finish ——
Call prism terminate proto (. . . )
Call MPI FINALIZE
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Table C1. Passing SSTTRICE on the grid ocng of TRIMNP (after combined SST of TRIMNP
with the sea ice temperature of CICE) to the grid atmg of CCLM. The Lines are in the namcouple
file. The explanation of each Line is given the shaded box below.

Line 1 SSTTRICE T S CCLM 1 10 800 2 sstoc.nc EXPORTED
Var. name in Var. name Index of field in Coupling time Number of Input/restart Exchanged
TRIMNP in CCLM cf name table (= 3 h) analysis in file’s name via OASIS

Line 4

Line 2 ocng atmg LAG=+240 SEQ=1
Souce grid Target grid Lagged time (s) Run in

= timestep of parallel
TRIMNP

Line 3 R 0 R 0
Regional No overlap Regional No overlap

Line 4 LOCTRANS SCRIPR
Analysis 1 Analysis 2

Line 5 INSTANT
Field status

Line 6 DISTWGT LR SCALAR LATLON 10 4
Interpolation Source grid Field type Search Number of Number of
method type restriction restriction neighbour

type bins points used
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Table C2. Passing PMSL on the grid atmg of CCLM to the grid ocng of TRIMNP. Others detail
are similar to Table C1.

Line 1 PMSLCCLM PMSLTRIM 33 3600 2 atmin.nc EXPORTED
Var. name in Var. name Index of field in Coupling time Number of Input/restart Exchanged
CCLM in TRIMNP cf name table (= 1 h) analysis in file’s name via OASIS

Line 4

Line 2 atmg ocng LAG=+300 SEQ=1
Souce grid Target grid Lagged time (s) Run in

= timestep of parallel
CCLM

Line 3 R 0 R 0
Regional No overlap Regional No overlap

Line 4 LOCTRANS SCRIPR
Analysis 1 Analysis 2

Line 5 INSTANT
Field status

Line 6 DISTWGT LR SCALAR LATLON 10 4
Interpolation Source grid Field type Search Number of Number of
method type restriction restriction neighbour

type bins points used
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Global reanalysis Initial OISST
Initial OISST, 

FES2004, LEVITUS94

Setup SetupSetup

Dynamics & 
Physics

Dynamics &         
Physics

Dynamics & 
Physics

Ouput Output Output

Prediction PredictionPrediction

COSMO-CLM TRIMNP CICE

Fig. 1. Schematic of the coupled system COSTRICE. Dash boxes describe time loops in each
component model. OASIS3 couples component models via green routes.
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Fig. 2. Domains for the atmosphere (CCLM), ocean (TRIMNP) and sea ice (CICE) models.
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Fig. 3. A schematic diagram for two-way regional model coupling.

3300

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-print.pdf
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
5, 3261–3310, 2012

COSTRICE – three
model online

coupling using
OASIS

H. T. M. Ho et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

PMSLCCLM PMSLTRIM

PRECCCLM RAINTRIM

RAINCCLM RAINCICE

SNOWCCLM SNOWCICE

T_S_CCLM SSTTRICE

SST_TRIMSST_CICE

TSF_TRIMTSF_CICE

AIC_TRIMAIC_CICE

CCLM CICE TRIMNP

mean sea level pressure (Pa)

total precipiration (mm/s)

skin temperature (K) 

rain rate (kg/m2/s)

snow rate (kg/m2/s)

surface water temperature (K)

sea ice skin temperature (K)

sea ice area (%)

Fig. 4. An example of name of variables defined in the three models. Arrows display the direc-
tion of sending.

3301

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-print.pdf
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
5, 3261–3310, 2012

COSTRICE – three
model online

coupling using
OASIS

H. T. M. Ho et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

dto

dti

dta

0h 1h 2h 3h

LAG

LAG

LAG

CCLM

CICE

TRIMNP

LAG LAG

…

Fig. 5. A schematic diagram for online coupling process amongst the three component models.
dta, dti, dto are running time steps of CCLM, CICE and TRIMNP, respectively. Coupling time
step of CCLM to TRIMNP is 1 h. Other coupling time steps are 3 h. LAG is the lagged time
before each coupling time step.
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Fig. 6. Frequency (%) of the 1-, 3- and 6-h changes (%) of (a) U10M and (b) V10M in the
uncoupled CCLM simulation from 1948–2010 over Arkona Sea (Ark), Bothnian Bay (BB) and
Baltic Proper (BP).

3303

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-print.pdf
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
5, 3261–3310, 2012

COSTRICE – three
model online

coupling using
OASIS

H. T. M. Ho et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

 41

0

20

40

60

80

100

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

Change [K]

Ex
ce

ed
an

ce
 F

re
qu

en
cy

 [%
]

BB_d1

BB_d3

BB_d6

BB_d12

BB_d24

0

20

40

60

80

100

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
Change [K]

Ex
ce

ed
an

ce
 F

re
qu

en
cy

 (%
)

BP_d1

BP_d3

BP_d6

BP_d12

BP_d24

0

20

40

60

80

100

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

Change [K]

Ex
ce

ed
an

ce
 F

re
qu

en
cy

 [%
]

BB_d1

BB_d3

BB_d6

BB_d12

BB_d24

0

20

40

60

80

100

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
Change [K]

Ex
ce

ed
an

ce
 F

re
qu

en
cy

 (%
)

BP_d1

BP_d3
BP_d6
BP_d12
BP_d24

Figure 7. Exceedance frequency [%] of the 1-, 3-, 6-, 12- and 24-hourly changes [K] of SST 1 

in the uncoupled TRIMNP simulation from 1980-2007 over Bothnian Bay (BB, left) and 2 

Baltic Proper (BP, right) using data from May to September (top) and in remaining months of 3 

the year (bottom). 4 

Fig. 7. Exceedance frequency (%) of the 1-, 3-, 6-, 12- and 24-h changes (K) of SST in the
uncoupled TRIMNP simulation from 1980–2007 over Bothnian Bay (BB, left) and Baltic Proper
(BP, right) using data from May to September (top) and in remaining months of the year (bot-
tom).

3304

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-print.pdf
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
5, 3261–3310, 2012

COSTRICE – three
model online

coupling using
OASIS

H. T. M. Ho et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

 42

 1 

 

 
Figure 8. The monthly averaged sensible heat flux [W/m2] simulated in (a) STERva, (b) 2 

STERhf and (c) ERA-interim data in May 1997. Downward flux has a positive value. 3 
Fig. 8. The monthly averaged sensible heat flux (Wm−2) simulated in (a) STERva, (b) STERhf
and (c) ERA-interim data in May 1997. Downward flux has a positive value.
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 1 

 

 
Figure 9. Same as Fig. 8 but for the latent heat flux [W/m2]. 2 

Fig. 9. Same as Fig. 8 but for the latent heat flux (Wm−2).

3306

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-print.pdf
http://www.geosci-model-dev-discuss.net/5/3261/2012/gmdd-5-3261-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
5, 3261–3310, 2012

COSTRICE – three
model online

coupling using
OASIS

H. T. M. Ho et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

 44

 1 

  

 
Figure 10. The monthly averaged SST [K] simulated in (a) STERva, (b) STERhf, (c) CPERAi 2 

and (d) OISST in May 1997. 3 
Fig. 10. The monthly averaged SST (K) simulated in (a) STERva, (b) STERhf, (c) CPERAi and
(d) OISST in May 1997.
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Figure 11. The monthly averaged SST [K] simulated in (a) STERhf, (b) CPERAi, and (c) 2 

OISST in February 1997. 3 Fig. 11. The monthly averaged SST (K) simulated in (a) STERhf, (b) CPERAi, and (c) OISST
in February 1997.
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 1 

 

 
Figure 12. The monthly averaged skin temperature [K] simulated in (a) CPERAi and (b) 2 

ERA-interim data in February 1997; (c) the monthly averaged ice concentration [%] from 3 

NOAA data in February 1997. 4 

Fig. 12. The monthly averaged skin temperature (K) (a) simulated in CPERAi and (b) from ERA-
interim data in February 1997; (c) the monthly averaged ice concentration (%) from NOAA data
in February 1997.
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Figure 13. The daily SST [K] of OISST, STERhf and CPERAi in time period of 1st February 2 

to 31st December 1997 averaged over the sub-regions R1, R4, R5, R6, R8 (a-e) in Baltic Sea 3 

and North Sea (panel f). 4 

 5 

Fig. 13. The daily SST (K) of OISST, STERhf and CPERAi in time period of 1 February to 31
December 1997 averaged over the sub-regions R1, R4, R5, R6, R8 (a–e) in Baltic Sea and
North Sea (f).
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