Manuscript prepared for J. Name
with version 2.2 of the IATEX class copernicus_discussions.cls.
Date: 6 January 2012

CAM-chem: description and evaluation of
interactive atmospheric chemistry in the
Community Earth System Model

J.-F. Lamarque!, L. K. Emmons!, P. G. Hess?, D. E. Kinnison!, S. Tilmes', F. Vitt',
C. L. Heald?, E. A. Holland!, P. H. Lauritzen!, J. Neu?, J. J. Orlando', P. J. Rasch’,
and G. K. Tyndall'

'National Center for Atmospheric Research, Boulder, CO, USA
2Cornell University, Ithaca, NY, USA

3Colorado State University, Fort Collins, CO, USA

“Jet Propulsion Laboratory, Pasadena, CA, USA

>Pacific Northwest National Laboratory, Richland, WA, USA

Correspondence to: J.-F. Lamarque (lamar@ucar.edu)



Abstract

We discuss and evaluate the representation of atmospheric chemistry in the global
Community Atmosphere Model (CAM) version 4, the atmospheric component of the
Community Earth System Model (CESM). We present a variety of configurations for
the representation of tropospheric and stratospheric chemistry, wet removal, and online
and offline meteorology. Results from simulations illustrating these configurations are
compared with surface, aircraft and satellite observations. Major biases include a nega-
tive bias in the high-latitude CO distribution, a positive bias in upper-tropospheric/lower-
stratospheric ozone, and a positive bias in summertime surface ozone (over the United
States and Europe). The tropospheric net chemical ozone production varies signifi-
cantly between configurations, partly related to variations in stratosphere-troposphere
exchange. Aerosol optical depth tends to be underestimated over most regions, while
comparison with aerosol surface measurements over the United States indicate rea-
sonable results for sulfate , especially in the online simulation. Other aerosol species
exhibit significant biases. Overall, the model-data comparison indicates that the of-
fline simulation driven by GEOS5 meteorological analyses provides the best simula-
tion. The CAM-chem code as described in this paper, along with all the necessary
datasets needed to perform the simulations described here, are available for download
at www.cesm.ucar.edu.

1 Introduction

Atmospheric chemistry plays an integral role in the distribution of the non-CO, radia-
tively active gases and aerosols (Forster et al., 2007). In addition, climate and its
evolution strongly influences atmospheric chemistry and air quality (Chen et al., 2009;
Jacob and Winner, 2009). Because of the nonlinear behavior of chemistry and the
importance of regionally-varying emissions, it is critical to represent the interactions
between chemistry and climate using a global three-dimensional model.
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We discuss here the representation of atmospheric chemistry (gas phase and
aerosol species) in the global Community Atmosphere Model (CAM version 4, Neale et
al., 2011), the atmospheric component of the Community Earth System Model (CESM).
Due to its full integration in the CESM, CAM-chem provides the flexibility of using the
same code to perform climate simulations and simulations with specified meteorologi-
cal fields. Therefore, CAM-chem can be used in three separate modes, all embedded
within CESM: (1) a fully coupled Earth System model (i.e. with all climate compo-
nents active, which offers the possibility to connect the chemistry with biogeochemical
processes in the land and ocean models), (2) with specified sea-surface and sea-ice
distributions and (3) with specified meteorological fields. Configurations (1) and (2) are
usually referred to as online, while configuration (3) is referred to as offline. In config-
urations (2) and (3), only the atmosphere and land components of CESM are active.
When run in a fully coupled mode, the ocean and ice dynamics are also allowed to re-
spond to changes in from the atmosphere. This allows "slow responses” (for example
in ocean currents and ice extent) within the climate system to occur that are prevented
in modes 2 and 3. Mode 2 only allows fast atmospheric responses, and land responses
to occur, while mode 3 does not allow any meteorological responses.

The availability of a specified dynamics configuration of CAM-chem offers a number
of advantages over traditional chemistry-transport models. (1) It allows for consistent
simulations between the online and offline versions; (2) It allows the offline version to
be run in an Earth System framework so as to fully exploit other model components. In
particular it allows an incorporation of the biogeochemical algorithms in the land com-
ponents; (3) It allows for the radiative algorithms incorporated into CAM4 to be fully
exploited in the offline version. This allows a calculation of the instantaneous radiative
forcing within the offline model version, including a calculation of the instantaneous
radiative forcing for specific events (e.g., forest fires) (Pfister et al., 2008; Randerson
et al., 2006); (4) It allows for the strict conservation of tracer mass by accounting for
changes in mixing ratio as the water vapor concentration changes within the atmo-
sphere. In addition, CAM-chem uses a chemical preprocessor that provides extensive
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flexibility in the definition of the chemical mechanism, allowing for ease of update and
modification.

Recent applications of CAM-chem have demonstrated its ability to represent tro-
pospheric (Aghedo et al., 2011; Lamarque et al., 2010, 2011a, b) and stratospheric
(Lamarque et al., 2008; Lamarque and Solomon, 2010) conditions, including tempera-
ture structure and dynamics (Butchart et al., 2010). Offline CAM-chem has been used
in the Temispheric Transport of Air Pollution (HTAP) assessments (Fiore et al., 2009;
Jonson et al., 2010; Shindell et al., 2008; MacKenzie et al., 2009; Sanderson et al.,
2008).

It is the purpose of this paper to document all these aspects of CAM-chem, along
with results from associated simulations and their evaluation against observations. The
paper is therefore organized as follows: in Sect. 2, we provide a short introduction to
CAM4. In Sect. 3, we discuss all the chemistry-specific parameterizations of CAM-
chem. The implementation of the specified-dynamics version is discussed in Sect. 4.
Section 5 presents the various chemical mechanisms used in this study. Model sim-
ulation setups, including emissions are discussed in Sect. 6, while the comparison to
observations is shown in Sect. 7. Discussion and conclusions are in Sect. 8.

2 CAM4 description and definition of CAM-chem

CAM-chem refers to the implementation of atmospheric chemistry in the Community
Earth System Model (CESM). All the subroutines responsible for the representation of
chemistry are included in the build of CESM only when explicitly requested; therefore
a user only interested in a climate simulation (for which the atmospheric composition
is specified) is not impacted by the additional code and additional cost to simulate
chemistry. The chemistry is fully integrated into the Community Atmosphere Model
(Fig. 1), meaning that the representation of dynamics (including transport) and physics
(radiation, convection and large-scale precipitation, boundary-layer and diffusion) is the
same whether the model is using computed (online) or specified (specified dynamics,
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dotted box in Fig. 1) meteorological fields. CAM-chem is therefore CAM4 with chem-
istry activated.

In the configurations described in this paper, atmospheric chemistry interacts with
the climate only through radiation since no cloud-aerosol interaction is available in
CAM4; the impact on temperature is of course overwritten in the case of specified
dynamics. Also, the ocean and sea-ice components of the CESM are inactive due to
the use of specified sea-surface temperatures and sea-ice distribution. On the other
hand, the land component is fully active and provides the chemistry with deposition
velocities and biogenic emissions.

The Community Atmosphere Model, version 4 (CAM4, Neale et al., 2011) was re-
leased as the atmosphere component of the Community Climate System Model, ver-
sion 4 (CCSM4) and contains improvements over CAM3 (Collins et al., 2006). In par-
ticular, the finite volume dynamical core option available in CAM3 is now the default pri-
marily due to its superior tracer transport properties (Rasch et al., 2006). As in CAM3,
deep convection is parameterized using the Zhang-McFarlane approach (1995), but
with modifications as discussed below, while shallow convection follows Hack et al.
(2006). Additional information on the representation of clouds and precipitation pro-
cesses can be found in Boville et al. (2006). Finally, processes in the planetary bound-
ary layer are represented using the Holtslag and Boville (1993) parameterization. The
vertical coordinate is a hybrid sigma-pressure.

Changes made to the representation of deep convection include a dilute plume cal-
culation and the introduction of Convective Momentum Transport (CMT; Richter and
Rasch, 2007; Neale et al., 2008). In addition, the cloud fraction has an additional cal-
culation to improve thermodynamic consistency. A freeze-drying modification is further
made to the cloud fraction calculation in very dry environments, such as Arctic winter,
where cloud fraction and cloud water estimates were somewhat inconsistent in CAM3.

Altogether, only marginal improvements over CAMS3 are found in the large-scale as-
pects of the simulated climate (see Neale et al., 2011 for a complete description of the
model performance). Indeed, it is found that the implementation of the finite volume dy-
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namical core leads to a degradation in the excessive trade-wind simulation, but with an
accompanying reduction in zonal stresses at higher latitudes. But, CMT reduces much
of the excessive trade-wind biases. Plume dilution leads to moister deep tropics allevi-
ating much of the mid-tropospheric dry biases and reduces the persistent precipitation
biases over the Arabian peninsula and the southern Indian ocean associated with the
Indian Monsoon. Finally, the freeze-drying modification alleviates much of the winter-
time excessive cloud bias and improves the associated surface cloud-related energy
budget.

3 Chemistry-specific parameterizations

CAM-chem borrows heavily from MOZART-4 (Emmons et al., 2010, referenced here-
after as E2010). In particular, many of the parameterizations needed to represent
atmospheric chemistry in a global model are adapted or expanded from their equiva-
lents in MOZART-4. However, for completeness, we will include a brief description of
those parameterizations (and their updates, whenever applicable).

3.1 Dry deposition

Dry deposition is represented following the resistance approach originally described in
Wesely (1989); as discussed in E2010, this earlier paper was subsequently updated
and we have included all updates (Walcek et al., 1986; Walmsley and Wesely, 1996;
Wesely and Hicks, 2000). Following this approach, all deposited chemical species (the
specific list of deposited species is defined along with the chemical mechanisms, see
Sect. 4) are mapped to a weighted-combination of ozone and sulfur dioxide deposi-
tions; this combination represents a definition of the ability of each considered species
to oxidize or to be taken up by water. In particular, the latter is dependent on the ef-
fective Henry’s law coefficient. While this weighting is applicable to many species, we
have included specific representations for CO/H, (Yonemura et al., 2000; Sanderson
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et al., 2003), and peroxyacetylnitrate (PAN, Sparks et al., 2003). Furthermore, it is
assumed that the surface resistance for SO, can be neglected (Walcek et al., 1986).
Finally, following Cooke et al. (1999), the deposition velocities of black and organic car-
bonaceous aerosols are specified to be 0.1 cms~! over all surfaces. Dust and sea-salt
are represented following Mahowald et al. (2006a, b).

The computation of deposition velocities in CAM-chem takes advantage of its cou-
pling to the Community Land Model (CLM; Oleson et al., 2010, also see http://www.
cesm.ucar.edu/models/cesm1.0/cIm/CLM4 _Tech_Note.pdf). In particular, the compu-
tation of surface resistances in CLM leads to a representation at the level of each
plant functional type (Table 1) of the various drivers for deposition velocities. The grid-
averaged velocity is computed as the weighted-mean over all land cover types available
at each grid box. This ensures that the impact on deposition velocities from changes
in land cover, land use or climate can be taken into account.

In addition, the same dry deposition approach is separately applied to water surfaces
i.e., lakes and oceans, including sea-ice. It is then combined with the land-based value,
weighted by the ocean/sea-ice and land fractions in each model grid cell.

3.2 Biogenic emissions

Similar to the treatment of dry deposition over land, biogenic emissions of volatile or-
ganic compounds (isoprene and monoterpenes) are calculated based upon the land
cover. These are made available for atmospheric chemistry, unless the user decides to
explicitly set those emissions using pre-defined (i.e. contained in a file) gridded values.
Details of this implementation in the CLM3 are discussed in Heald et al. (2008); we
provide a brief overview here.

Vegetation in the CLM model is described by 17 plant function types (PFTs, see Ta-
ble 1). Present-day land surface parameters such as leaf area index are consistent with
MODIS land surface data sets (Lawrence and Chase, 2007). Alternate land cover and
density can be either specified or interactively simulated with the dynamic vegetation
model of the CLM for any time period of interest.
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Isoprene emissions follow the MEGAN2 (Guenther et al., 2006) algorithms for a
detailed canopy model (CLM). This includes mapped PFT-specific emission factors to
account for species divergent emissions of isoprene. These standard emission factors
are modulated by activity factors accounting for the effect of temperature, radiation,
leaf age, vegetation density (identified by the leaf-area index) and soil moisture. The
annual totals are in the range of 500-600 Tgyr—!, depending on model configuration
and associated climate conditions (see Table 9).

Total monoterpene emissions follow the earlier work of Guenther et al. (1995) as im-
plemented in the CLM by Levis et al. (2003). Baseline emission factors are specified for
each plant function type and are scaled by an exponential function of leaf temperature.

3.3 Wet deposition

Wet removal of soluble gas-phase species is the combination of two processes: in-
cloud, or nucleation scavenging (rainout), which is the local uptake of soluble gases and
aerosols by the formation of initial cloud droplets and their conversion to precipitation,
and below-cloud, or impaction scavenging (washout), which is the collection of soluble
species from the interstitial air by falling droplets or from the liquid phase via accretion
processes (e.g. Rotstayn and Lohmann, 2002). Removal is modeled as a simple first-
order loss process Xiscay =X;-F-(1 —exp(—A At)). In this formula, Xiscav is the species
mass (in kg) of X; scavenged in time step At, F is the fraction of the grid box from which
tracer is being removed, and X is the loss rate. In-cloud scavenging is proportional to
the amount of condensate converted to precipitation, and the loss rate depends on the
amount of cloud water, the rate of precipitation formation, and the rate of tracer uptake
by the liquid phase. Below-cloud scavenging is proportional to the precipitation flux in
each layer and the loss rate depends on the precipitation rate and either the rate of
tracer uptake by the liquid phase (for accretion processes), the mass-transfer rate (for
highly soluble gases and small aerosols), or the collision rate (for larger aerosols). In
CAM-chem two separate parameterizations are available: Horowitz et al. (2003) from
MOZART-2 and Neu and Prather (2011).
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The distinguishing features of the Neu and Prather scheme are related to three as-
pects of the parameterization: (1) the partitioning between in-cloud and below cloud
scavenging, (2) the treatment of soluble gas uptake by ice and (3) accounting for the
spatial distribution of clouds in a column and the overlap of condensate and precipita-
tion. Given a cloud fraction and precipitation rate in each layer, the scheme determines
the fraction of the gridbox exposed to precipitation from above and that exposed to new
precipitation formation under the assumption of maximum overlap of the precipitating
fraction. Each model level is partitioned into as many as four sections, each with a
gridbox fraction, precipitation rate, and precipitation diameter: (1) Cloudy with precip-
itation falling through from above; (2) Cloudy with no precipitation falling through from
above; (3) Clear sky with precipitation falling through from above; (4) Clear sky with
no precipitation falling from above. Any new precipitation formation is spread evenly
between the cloudy fractions (1 and 2). In region 3, we assume a constant rate of
evaporation that reduces both the precipitation area and amount so that the rain rate
remains constant. Between levels, we average the properties of the precipitation and
retain only two categories, precipitation falling into cloud and precipitation falling into
ambient air, at the top boundary of each level. If the precipitation rate drops to zero, we
assume full evaporation and random overlap with any precipitating levels below. Our
partitioning of each level and overlap assumptions are in many ways similar to those
used for the moist physics in the ECMWF model (Jakob and Klein, 2000).

The transfer of soluble gases into liquid condensate is calculated using Henry’s Law,
assuming equilibrium between the gas and liquid phase. Nucleation scavenging by
ice, however, is treated as a burial process in which trace gas species deposit on the
surface along with water vapor and are buried as the ice crystal grows. Karcher and
Voigt (2006) have found that the burial model successfully reproduces the molar ratio
of HNO3 to H2O on ice crystals as a function of temperature for a large number of
aircraft campaigns spanning a wide variety of meteorological conditions. We use the
empirical relationship between the HNO3:H>O molar ratio and temperature given by
Karcher and Voigt (2006) to determine in-cloud scavenging during ice particle forma-

9



tion, which is applied to nitric acid only. Below-cloud scavenging by ice is calculated
using a rough representation of the riming process modeled as a collision-limited first
order loss process. Neu and Prather (2011) provide a full description of the scavenging
algorithm.

On the other hand, the Horowitz approach uses the rain generation diagnostics from
the large-scale and convection precipitation parameterizations in CAM; equilibrium be-
tween gas-phase and liquid phase is then assumed based on the effective Henry’s law.
Below-cloud removal is applied to nitric acid and hydrogen peroxide only.

While using the same information on rain formation and precipitation, the wet re-
moval of aerosols is handled separately, using the parameterization described in Barth
et al. (2000).

3.4 Lightning

The emissions of NO from lightning are included as in E2010, i.e. using the Price
parameterization (Price and Rind, 1992; Price et al., 1997), scaled to provide a global
annual emission of 3-5 Tg(N) yr—! (see Table 9), slightly lower than the global estimate
of Hudman et al. (2007). This range is due to interannnual variability in convective
activity. The vertical distribution follows DeCaria et al. (2006) as in E2010. In addition,
the strength of intra-cloud (IC) lightning strikes is assumed to be equal to cloud-to-
ground strikes, as recommended by Ridley et al. (2005).

3.5 Polar stratospheric clouds and associated ozone depletion

The representation of polar stratospheric clouds is an update over the version used in
all the CCMval-2 analysis papers (e.g. Austin et al., 2010) in which it was shown that
CAM-chem (identified in those studies as CAM3.5) was underestimating the extent and
depth of Antarctic ozone hole depletion. In particular, we are now using a strict enforce-
ment of the conservation of total (organic and inorganic) chlorine and total bromine
under advection. Indeed, it has been identified that the existence of strong gradients
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in the stratosphere led to non-conservation issues of the total bromine and chlorine,
as computed from the sum of their components, related to inaccuracies in transport
algorithms. We are therefore forcing the conservation through the addition of two ad-
ditional tracers: TCly and TBry. These tracers are specified at the lower boundary and
reflect the total amount of Br and Cl atoms (organic and inorganic) in the atmosphere
following the observed concentrations of all considered halogen species in the model.
To ensure mass conservation, at each grid point the total mass after advection of the
summed Cl-containing species is scaled to be the same as the mass of TCly. Uniform
scaling is applied to each component. The overall impact is to increase the amount
of reactive bromine and chlorine in the polar stratosphere and, consequently, of ozone
loss.

In addition, we have updated the heterogeneous chemistry module to reflect that
the model was underestimating the supercooled ternary solution (STS) surface area
density (SAD). Heterogeneous processes on liquid sulfate aerosols and polar strato-
spheric clouds are included following the approach of Considine et al. [2000]. This
approach represents the surface area density, effective radius, and composition of
liquid binary sulfate (LBS), supercooled ternary solution (STS), nitric acid tri-hydrate
(NAT), and water-ice. There are six heterogeneous reactions on liquid sulfate aerosol
(LBS or STS), five reactions on solid NAT aerosol, and six reactions on solid water-ice
aerosol. The process of denitrification is derived in the chemistry module; the process
of dehydration is derived in the prognostic H,O approach used in CAM. Details of the
heterogeneous module are discussed in Kinnison et al., 2007. This previous version
(used in the CCMval-2 simulations) allowed the available HNOj to first form nitric acid
trinydrate (NAT); then the resulting gas-phase HNO3; was available to form STS SAD.
In the new version the approach is reversed, with the available HNOs to first form STS
aerosol. This enhances the STS SAD that is used to derive heterogeneous conver-
sion of reservoir species to more active, odd-oxygen depleting species. Observational
studies have shown that STS is the main PSC for odd-oxygen loss and therefore this
is a better representation of stratospheric heterogeneous processes (e.g., Lowe and
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MacKenzie, 2008). After formation of STS aerosol, there is still enough gas-phase
HNO; available to form NAT. The effective radius of NAT is then used to settle the con-
densed phase HNO3; and eventual irreversible denitrification occurs. These updates
have led to a considerable improvement in the representation of the polar stratospheric
ozone loss (see section 7.4).

3.6 Photolysis

In CAM-chem, for wavelengths longer than 200 nm (up to 750 nm), the lookup table
approach from MOZART-3 (Kinnison et al., 2007) is the only method available at this
time. We have also included the online calculation of photolysis rates for wavelengths
shorter than 200 nm (121-200 nm) from MOZART-3; this was shown to be important for
ozone chemistry in the tropical upper troposphere (Prather, 2009). Therefore, the com-
bined (online-lookup table) approach is used in all model configurations. In addition,
because the standard configuration of CAM only extends into the lower stratosphere
(model top is ~ 40km), we have included an additional layer of ozone and oxygen
above the model top to provide a very accurate representation of photolysis rates in
the upper portion of the model (Fig. 2) as compared to the equivalent calculation using
a fully-resolved stratospheric distribution. The fully resolved stratospheric module was
evaluated in Chapter 6 of the SPARC CCMVal report on the Evaluation of Chemistry-
Climate Models. This photolysis module was shown to be one of the more accurate
modules used in CCMs (see SPARC, 2010 for detalils).

While the lookup table provides explicit quantum yields and cross-sections for a large
number of photolysis rate determinations, additional ones are available by scaling of
any of the explicitly defined rates. This process is available in the definition of the
chemical preprocessor input files (see Sect. 5 for a complete list of the photolysis rates
available).

The impact of clouds on photolysis rates is parameterized following
Madronich (1987). However, because we use a lookup table approach, the im-
pact of aerosols (tropospheric or stratospheric) on photolysis rates cannot be
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represented.

4 Offline meteorology and transport

CAM-chem has the capability to perform simulations using specified dynamics, where
offline meteorological fields are input into the model instead of calculated online. This
procedure can allow for more precise comparisons between measurements of atmo-
spheric composition and model output. To use input meteorological fields we follow the
same procedure defined originally in the Model of Atmospheric Transport and Chem-
istry (MATCH) (Rasch et al., 1997) and subsequently applied in all versions of MOZART
(E2010; Kinnison et al., 2007, Horowitz et al., 2003; Brasseur et al., 1998). In this pro-
cedure only the horizontal wind components, air temperature, surface temperature,
surface pressure, sensible and latent heat flux and wind stress (see Table 2) are read
from the input meteorological dataset; in all cases discussed here, the input datasets
are available every 6 hours. For timesteps between the reading times, all fields are
linearly interpolated to avoid jumps. These fields are subsequently used to internally
generate (using the existing CAM4 parameterizations) the variables necessary for (1)
calculating subgrid scale transport including boundary layer transport and convective
transport; (2) the variables necessary for specifying the hydrological cycle, including
cloud and water vapor distributions and rainfall (see Rasch et al., 2007 for more de-
tails).

CAM4 (and therefore CAM-chem) uses a sub-stepping procedure to solve the advec-
tion equations for the mass flux, temperature and velocity fields over each timestep.
Regardless of the configuration (online or specified dynamics), the meteorological
fields are allowed to evolve over each sub-step. When using specified dynamics, we
have found that this sub-stepping dampens some of the inconsistencies between the
inserted and model-computed velocity and mass fields subsequently used for tracer
transport. The mass flux (atmospheric mass and tracer mass) at each sub-step is ac-
cumulated to produce the net mass flux over the entire time step. This allows transport
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to be performed using a longer time step than the dynamics computations. A graphical
explanation of the sub-stepping is given in Lauritzen et al. (2011).

In addition, an atmospheric mass fixer algorithm is necessary as the mass flux com-
puted from the offline meteorological winds input into CAM4 will not in general produce
a mass distribution consistent with the offline surface pressure field. If uncorrected this
may lead to spurious changes in tracer mass, concentration or surface pressure (Rot-
man et al., 2004). The mass fixer algorithm ensures that the calculated surface pres-
sure closely matches the surface pressure in the offline meteorological dataset (see
discussion in Rotman et al., 2004). The mass fixer algorithm makes the appropriate
adjustments to the horizontal mass fluxes to produce a resulting mass distribution con-
sistent with the evolution of surface pressure in the input meteorological dataset. The
procedure follows the algorithm given in Rotman et al. (2004): first it uses an efficient
algorithm to find the correction to the vertically integrated mass flux, then the corrected
mass flux is distributed in the vertical in proportion to the dependence of each model
level on the surface pressure in a hybrid coordinate system. The edge pressures of the
Lagrangian mass surfaces are consistently adjusted to allow for the vertical remapping
of the transported fields to the fixed hybrid pressure coordinate system. Following the
corrections in mass flux and the edge pressures the constituent tracers are transported
by the large-scale wind fields.

Currently, we recommend using the NASA Goddard Global Modeling and Assim-
ilation Office (GMAO) GEOS5 generated meteorology. The meteorological fields
were generated using the operational forecast model and datasets (labeled below
GEOS5) or under the Modern Era Retrospective-Analysis For Research And Appli-
cations (MERRA) setup (Rienecker et al., 2011). These differ in their assimilation
methods and, to a lesser extent, assimilated datasets; see Rienecker et al. (2011) for
more details. Using either of these meteorological datasets and the formulation of of-
fline CAM-chem as described above, multi-year simulations (see Sect. 5 and Fig. 7) do
not seem to require the use of limiters of stratosphere-troposphere exchange such as
SYNOZ (McLinden et al., 2000). All GEOS5/MERRA meteorological datasets used in
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this study are made available at the standard CAM resolution of 1.9°x2.5° on the Earth
System Grid (http://www.earthsystemgrid.org/home.htm). These files were generated
from the original resolution (1/2°x2/3°) by using a conservative regridding procedure
based on the same 1-D operators as used in the transport scheme of the finite-volume
dynamical core used in GEOS5/MERRA and CAM (S.-J. Lin, personal communication,
2009). Note that because of a difference in the sign convention of the surface wind
stress (TAUX and TAUY) between CESM and GEOS5/MERRA, these fields in the in-
terpolated datasets have been reversed from the original files supplied by GMAO. In
addition, it is important for users to recognize the importance of specifying the cor-
rect surface geopotential height (PHIS) to ensure consistency with the input dynamical
fields, which is important to prevent unrealistic vertical mixing.

Over the range between the surface and 4 hPa, the number of vertical levels in the
GEOS5/MERRA fields is 56, instead of 26 for the online dynamics (see Fig. 3). In
particular, between 800 hPa and the surface, GEOS5/MERRA has 13 levels while the
online version has 4. The choice of 26 levels is dictated by the use of CAM4 in climate
simulations. No adjustment is made to the CAM4 physics parameterizations for this
increase in the number of levels.

5 Chemical mechanisms

As mentioned in the Introduction, CAM-chem uses the same chemical preprocessor
as MOZART-4. This preprocessor generates Fortran code specific to each chemical
mechanism, allowing for an easy update and modification of existing chemical mech-
anisms. In particular, the generated code provides two chemical solvers, one explicit
and one semi-implicit, which the user specifies based on the chemical lifetime of each
species. Because the semi-implicit solver is quite efficient, it is recommended to pref-
erentially use it unless the chemical species has a long lifetime everywhere.

We describe in this paper two chemical mechanisms, (1) extensive tropospheric
chemistry, and (2) extensive tropospheric and stratospheric chemistry. All species and
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reactions are listed in Tables 3 and 4, respectively. In both mechanisms described in
this paper, CAM-chem uses the bulk aerosol model discussed in Lamarque et al. (2005)
and E2010. This model has a representation of aerosols based on the work by Tie et
al. (2001, 2005), i.e. sulfate aerosol is formed by the oxidation of SO, in the gas phase
(by reaction with the hydroxyl radical) and in the aqueous phase (by reaction with ozone
and hydrogen peroxide). Furthermore, the model includes a representation of ammo-
nium nitrate that is dependent on the amount of sulfate present in the air mass following
the parameterization of gas/aerosol partitioning by Metzger et al. (2002). Because only
the bulk mass is calculated, a lognormal distribution (Table 5, also see E2010) is as-
sumed for all aerosols, with different mean radius and geometric standard deviation
(Liao et al., 2003) for each aerosol type. The conversion of carbonaceous aerosols
(organic and black) from hydrophobic to hydrophilic is assumed to occur within a fixed
1.6 days (Tie et al., 2005). Natural aerosols (desert dust and sea salt) are implemented
following Mahowald, et al. (2006a, b), and the sources of these aerosols are derived
based on the model calculated wind speed and surface conditions. Size-dependent
gravitational settling is included for dust and sea-salt. In addition, secondary-organic
aerosols (SOA) are linked to the gas-phase chemistry through the oxidation of atmo-
spheric non-methane hydrocarbons (NMHCs) as in Lack et al. (2004).

The extensive tropospheric chemistry scheme represents a minor update to the
MOZART-4 mechanism, fully described in E2010. In particular, we have included
chemical reactions for CyH,, HCOOH, HCN and CH3CN and minor changes to the
isoprene oxidation scheme, including an increase in the production of glyoxal. Reac-
tion rates have been updated to JPL-2006 (Sander et al., 2006). This mechanism is
mainly of relevance in the troposphere and is intended for simulations for which variabil-
ity in the stratospheric composition is not crucial. Therefore, in this configuration, the
stratospheric distributions of long-lived species (see discussion below) are specified
from previously performed WACCM simulations (Garcia et al., 2007; see Sect. 6.3).

On the other hand, in the case where changes in stratospheric composition are
important, for which the dynamics is calculated online, we have added a stratospheric
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portion to the tropospheric chemistry mechanism described above. This addition (of
species and reactions, see Tables 3 and 4) is taken from the WACCM mechanism as
this has been shown to perform very well in the recent CCMval-2 analysis (SPARC,
2010). The overall description of this chemistry is discussed in Kinnison et al. (2011).

6 Simulations setup, including emissions and other boundary conditions

All simulations discussed in this paper are performed at the horizontal resolution of
1.9° (latitude) and 2.5° (longitude). The number of vertical levels ranges from 26 lev-
els (online dynamics) to 56 levels (GEOS5 and MERRA meteorology); in both cases,
the model extends to approximately 4 hPa (=40km). The computational cost of the
various configurations scales (roughly) linearly with the number of tracers (103 for
GEOS5/MERRA and 133 for online) and levels (56 for GEOS5/MERRA and 26 for
online), leading to a cost for GEOS5/MERRA approximately 1.7 higher than the online
configuration. The online simulation is performed using the Neu and Prather removal
scheme, while the specified dynamics simulations are performed using the Horowitz
wet removal scheme. Therefore, the label "MERRA” refers to the simulation with the
Horowitz wet removal scheme; an additional simulation (2006-2008) with MERRA but
with the Neu and Prather wet removal scheme is labeled MERRA Neu. A summary
is provided in Table 6. We focus on the period post-Pinatubo to limit the influence
of the eruption on the chemical composition and meteorology. The starting dates for
the offline simulations are dictated by the availability of the respective meteorological
datasets.

6.1 Emissions

Available with the distribution of the CAM-chem are emissions for tropospheric chem-
istry that are an extension of the datasets discussed in E2010, covering 1992-2010.
More specifically, for 1992—1996, which is prior to satellite-based fire inventories,
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monthly mean averages of the fire emissions for 1997-2008 from GFED2 (van der
Werf et al., 2006 and updates) are used for each year. For 2009-2010, fire emissions
are from FINN (Fire INventory from NCAR) (Wiedinmyer et al., 2010). As discussed
in E2010, most of the anthropogenic emissions come from the POET (Precursors of
Ozone and their Effects in the Troposphere) database for 2000 (Granier et al., 2005).
The anthropogenic emissions (from fossil fuel and biofuel combustion) of black and
organic carbon determined for 1996 are from Bond et al. (2004). For SO, and NHs,
anthropogenic emissions are from the EDGAR-FT2000 and EDGAR-2 databases, re-
spectively (http://www.mnp.nl/edgar/). For Asia, these inventories have been replaced
by the Regional Emission inventory for Asia (REAS) with the corresponding annual in-
ventory for each year simulated (Ohara et al., 2007). Aircraft emissions have global an-
nual totals of 0.63Tgyr—! (1.35 TgNyr—!) for NO, 1.70 Tgyr—! for CO and 0.16 Tgyr—!
for SO,. For the anthropogenic emissions, only Asian emissions (from REAS) are
available each year, all other emissions are therefore repeated annually for each year
of simulation. The DMS emissions are monthly means from the marine biogeochem-
istry model HAMOCCS, representative of the year 2000 (Kloster et al., 2006). SO,
emissions from continuously outgassing volcanoes are from the GEIAv1 inventory (An-
dres and Kasgnoc, 1998). Totals for each year and emitted species are listed in Table 7.
All emissions but volcanoes are released in the model bottom layer and implemented
as a flux boundary condition for the vertical diffusion.

Note that while the emissions are provided at the model resolution, any emissions
resolution can be used and the model automatically interpolates to the model resolu-
tion. At this point, this interpolation is a simple bilinear interpolation and therefore does
not ensure exact conservation of emissions between resolutions. Errors are usually
small and limited to areas of strong gradients.

6.2 Lower boundary conditions

For all long-lived species (see Table 3), the surface concentrations are specified using
the historical reconstruction from Meinshausen et al. (2011). In addition, for CO5 and
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CH,, an observationally-based seasonal cycle and latitudinal gradient are imposed on
the annual average values provided by Meinshausen et al. (2011). These values are
used in the model by overwriting at each time step the corresponding model mixing
ratio in the lowest model level with the time (and latitude, if applicable) interpolated
specified mixing ratio.

6.3 Specified stratospheric distributions

In the case where no stratospheric chemistry is explicitly represented in the model, it
is necessary to ensure a proper distribution of some chemically-active stratospheric
(namely O3, NO, NOy, HNO3, CO, CHy, N2O, and N2Os5) species, as is the case for
MOZART-4. This monthly-mean climatological distribution is obtained from WACCM
simulations covering 1950-2005 (Garcia et al., 2007). Because of the vast changes
that occur over that time period, our data distribution provides files for three separate
periods: 1950-1959, 1980-1989 and 1996—-2005. This ensures that users can perform
simulations with a stratospheric climatology representative of the pre-CFC era, as well
as during the high CFC and post-Pinatubo era. Note that additional datasets can easily
be constructed if necessary.

While transport and chemistry are applied to all species in the stratosphere, the con-
centration of the species listed above are explicitly overwritten from the model top to 50
hPa. Between that level and two model levels above the tropopause (computed from
the temperature profile), a 10-day relaxation is applied to force the model concentra-
tions towards the observations.

7 Comparison with observations

The purpose of this section is to document the model chemistry performance against
observations for the model setups described in Sect. 6 (see Table 6 for a summary).
Model performance in simulating climate and meteorological features can be found in
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Lamarque et al. (2008), Lamarque and Solomon (2010) and in Neale et al. (2011).
Here, we contrast the fields generated by CAM4 in the simulations listed in Table 6.

The zonal mean distribution (Fig. 4a) of relative humidity is very similar between
GEQOSS5 (considered here as the reference since it is the operational forecast product
and assimilates the most observations) and MERRA, except in the Northern Hemi-
sphere polar stratosphere and in the lower troposphere, where MERRA is slightly drier
than GEOS5 (not shown). On the other hand, it is clear that the online distribution is
wetter in the tropical lower troposphere, and drier in the tropical upper troposphere.

The zonal mean wind is essentially the same in the GEOS5 and MERRA simulations,
but the online polar jets are stronger in both hemispheres, leading to a more isolated
polar stratosphere. Other features, such as the position and strength of the mid-latitude
jet, are very similar between the simulations.

In terms of temperature, the online configuration is characterized by a slightly higher
tropical minimum, as well as a colder Southern Hemisphere polar stratosphere, related
to the stronger jet. We also find that the online simulation tends to be colder in the
polar lower stratosphere. In the lower troposphere (700 hPa, Fig. 4b), there is no clear
indication of a bias, except for slightly warmer land areas of the Northern Hemisphere
(1-2 K, not shown) in online compared to GEOS5/MERRA.

Many of the precipitation patterns are similar between the configurations (Fig. 4b),
but the difference with respect to GEOS5 indicates that MERRA has slightly different
tropical structure (stronger precipitation) while the online configuration has an overall
stronger precipitation in both the tropical and midlatitude ocean regions. Land masses
tend to be drier, except for China and the Himalayas.

The chemical composition evaluation below makes use of a variety of measure-
ments: surface, airborne and satellite. In the case of the online stratosphere-
troposphere version, the comparison will include evaluation of modeled total ozone
column. It is important to note that, because the online model is only driven by
the observed sea-surface temperatures, there is no expectation that a single-year in
the model simulation will be directly comparable with observations; instead, the most
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meaningful comparison is at the climatological level.
7.1 Comparison with ozone: sondes and surface

Due to its central role in tropospheric chemistry and the availability of numerous ozone
sonde measurements dating several decades (Logan, 1994), we focus our first eval-
uation on tropospheric ozone using ozone sonde measurements, both at specific lo-
cations and averaged over representative regions (supplement Fig. S1; Tilmes et al.,
2011). For a variety of sites spanning the whole globe (especially in the meridional di-
rection), the data coverage allows the comparison of profiles (Fig. S2), seasonal cycles
(Fig. S3) and long-term changes (Fig. 7).

In order to provide a more concise description of the model performance under var-
ious configurations, we first display the annual bias at specific pressure levels (250
hPa, 500 hPa and 900 hPa) to span the troposphere and lower stratosphere (Fig. 5).
In particular, at high latitudes, the 250 hPa surface will be located in the stratosphere
during a fraction of the year.

We find that the model tends to underestimate the o0zone concentration at 250 hPa in
the high latitudes. On the other hand, most of the mid-latitude sites indicate a positive
bias. This is an indication that the model seems to provide a position of the chemical
tropopause that is lower than observed, i.e. an overestimate of the ozone mixing ratio
in the lower stratosphere (i.e. 200—300 hPa, see Fig. 5). This is confirmed by the Taylor
diagrams (generated using regional averages of ozone sondes and equivalent model
results from monthly output), which indicate that all versions are quite similar at 250
hPa (Fig. 6). In particular, the seasonal cycle (quantified by the correlation coefficient,
computed using monthly-averaged data and model output) ranges between 0.7 and
0.9, indicating a reasonable representation of ozone variations at 250 hPa.

At 500 hPa, GEOSS5 is clearly providing the best performance, with many stations
with a bias smaller in absolute value than 5 ppbv. It is interesting to note that MERRA
behaves quite differently than GEOS5. This is most likely due to differences in the
assimilation method and datasets used. In particular, as discussed below, the MERRA
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meteorology leads to a much stronger stratosphere-troposphere flux of ozone, likely
leading to the 500 hPa biases. In terms of bias, the online simulation performs better
than MERRA, especially in the Southern Hemisphere. However, the correlation is much
worse (0.5-0.6) for many of the Northern Hemisphere stations. The seasonal cycle in
both MERRA and GEOS5 seems equally good.

In the lower troposphere (900 hPa) the various configurations tend to exhibit simi-
lar regional annual biases, especially in the Northern Hemisphere. Correlation of the
annual cycle is, for most regions, in the range 0.6-0.9, with some clear misrepresen-
tations, especially the MERRA simulation over North America. Surface ozone is dis-
cussed below.

The analysis of long-term changes (Fig. 7) indicates that observed meteorology is
important in representing interannual variability, especially in the upper troposphere,
as the correlation for GEOS5/MERRA tends to be higher than in the online configura-
tion (Table 8; stations were selected for the availability of fairly continuous long-term
records). Nevertheless, the bias at 250 hPa seems to be better captured by the online
simulation, indicating the positive role of consistently representing transport and chem-
istry. Overall, Table 8 confirms the previous analysis that, in the free troposphere (500
hPa), GEOS5 provides the best representation of ozone. That configuration also tends
to provide a better simulation at 800 hPa, with a lower mean bias and usually high (>
0.7) correlation coefficient. The seasonal cycle at the tropical station San Cristobal
(Galapagos) is clearly misrepresented at that altitude in all configurations.

The annual budget for tropospheric ozone is summarized in Table 9; note that these
are averaged numbers, with an interannual variability on the order of 10 %. We find
that the online and offline versions have similar tropospheric (defined here as the
region of the atmosphere where the ozone mixing ratio is lower than 100 ppbv) bur-
dens and depositions, but with an overall smaller net chemical ozone production in
the case of the offline meteorology. The corollary to this comparison is that the di-
agnosed stratosphere-troposphere flux of ozone (computed as the difference between
the deposition and net chemical production) ranges from 410-420 Tgyr—! (online and
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GEQOS5) to 675Tgyr—! (MERRA), within the range of published estimates (e.g. 515—
550 Tgyr—!, Hsu et al., 2005; 556+154 Tgyr—!, Stevenson et al., 2005). In the case
of the online simulation, this leads to an ozone lifetime of ~ 27 days, in very good
agreement with Stevenson et al. (2005).

To discuss surface ozone, we present in Fig. 8a and b the comparison of summer-
time (June-August) daily 8-hour maximum (usually afternoon) for the United States
(from the CASTNET network) and Europe (from the EMEP network). Because of the
very different chemical regimes between Western and Eastern United States, we have
separated the stations using longitude 100°W as the line of demarcation. We find that
all model configurations tend to reproduce the Western sites quite well, with a propen-
sity for the online configuration to be slightly higher. Over the Eastern United States,
all configurations are biased high, with the MERRA configuration leading to the highest
biases (40-60 ppbv). It is unclear why ozone is biased high over those regions and is
likely to be a combination of incorrect emissions, coarse resolution (Wild and Prather,
2006) and misrepresentation of physical processes (Lin et al. 2008) . It is less likely to
be meteorology-driven since online and specified dynamics behave similarly.

Over Europe, the model also tends to overestimate surface ozone. It is however
clear that the online meteorology provides a much more biased ozone distribution (as
can be seen in Fig. 6, region #5) than the specified dynamics. It is interesting to note
that, in the model, the concentrations saturate at 80-90 ppbv, depending on the con-
figuration, unlike the United States sites. Further analysis is necessary to understand
this behavior.

7.2 Comparison with aircraft observations

As a standard benchmark evaluation, we have performed comparison with the aircraft

observations in the Emmons et al. (2000) climatology (Fig. S4-S8). In this section,

we summarize the content of those figures by focusing on the regional averages for

each campaign in the Emmons et al. (2000) climatology. We further concentrate our

analysis on a specific range of altitude, 2-6 km in this case. This is chosen as to be
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representative of the free troposphere and be less directly influenced in possible emis-
sion shortcomings. Because we focus on the regional averages on the climatology,
we include all simulations. In each case, we have used the monthly-averaged model
results for the period 2006-2008, although the use of a longer period does not alter the
conclusions (not shown).

As expected from the ozone analysis presented in section 7.1, the GEOS5 sim-
ulation performs better than the other ones in its ozone distribution. Also, MERRA
strongly overestimates ozone during the TOPSE (Northern Hemisphere high latitudes)
campaigns, reinforcing the view of too strong mixing from the stratosphere.

Nitrogen oxides (NO,.) tends to be highest in the online configuration (Fig. 9a), al-
though all versions seem to exhibit similar biases; in particular, there is clear low NO,,
bias in the case of TOPSE. Similarly, PAN and nitric acid (HNOs) are consistently sim-
ulated across configurations. In most cases, the lowest CO distribution is associated
with the GEOSS5 simulation. This is discussed in more details in Section 7.3.

Except for the TOPSE campaign, the non-methane hydrocarbons (Fig. 9b) are quite
well represented in the model over most of the campaigns, TOPSE being again the
most biased with a strong underestimate in CoHg. There is a larger spread between
configurations on methylhydroperoxide (CH3OOH), where the online simulation is con-
sistently the lowest and on hydrogen peroxide (H,O2) for which MERRA tends to be
the lowest.

In order to identify the role of the wet removal parameterization (see section 3.3), we
perform the same analysis as above using the MERRA simulations (with the Horowitz
and Neu and Prather schemes, see Table 6). Over the analysis regions (Fig. 10),
we find little impact on ozone, NO, or PAN. On the other hand, CO is consistently
smaller (and therefore worse) when the Neu and Prather scheme is used. Furthermore,
the nitric acid and hydrogen peroxide distributions over TOPSE are more accurately
represented with the Horowitz scheme. However, in most cases, little difference can
be found between those simulations.
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7.3 Comparison with surface carbon monoxide

Surface mixing ratio of carbon monoxide represents one of longest records of tropo-
spheric composition; for this comparison we use all years available from the National
Oceanic and Atmospheric Administration data (available at http://www.esrl.noaa.gov/
gmd/ccgg/iadv/, e.g. Novelli et al., 2003). Furthermore, because of its strong link to
the hydroxyl radical OH, the overall concentration and seasonal cycle of CO (which in
turn depends on emissions of CO and its precursors) is an important indicator of the
representation of the tropospheric oxidative capacity (Lawrence et al., 2001). For that
purpose, we compare the model results (in this case the online and MERRA simula-
tions, in order to have a sufficiently long record) in terms of the latitudinal distribution
of the annual mean and seasonal cycle (Fig. 11a, b, respectively).

Overall, the model accurately represents the latitudinal distribution of CO (strongly
driven by gradients in emissions); it also represents the Southern Hemisphere annual
mean, but underestimates the high-latitude Northern Hemisphere values, similar to the
multi-model results in Shindell et al. (2006). The much higher than observed value
close to the Equator is related to the Mount Kenya station, which being a high-altitude
site (3900 m) makes it particularly challenging for coarse-grid models. Statistical eval-
uation is listed in Table 10. We find that, while the biases (annual mean and seasonal
cycle) are lower in MERRA, the root-mean square difference is larger in that case. The
higher correlation however indicates a better representation of the surface CO distri-
bution in MERRA. Similarly, the seasonal cycle is quite well represented over all the
latitudes, except in the Polar Northern Hemisphere.

This is further confirmed by the comparison to the retrieved CO 500 hPa concen-
trations by the Measurements of Pollution in The Troposphere (MOPITT v4, Deeter et
al., 2010, Fig. 12). We find that all versions tend to overestimate the CO over Africa in
December-February. During summer, the online version tends to reproduce the African
maximum better.

The estimated CO tropospheric lifetime (with respect to OH loss, ozone < 100 ppbv)
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is approximately 1.5 months in the MERRA and GEOSS5 simulations and 1.75 in the
online simulation, similar to the results from Horowitz et al. (2003) and Shindell et
al. (2006). We have also compared (see supplement, Fig. S9) our tropospheric OH dis-
tribution with the Spivakovsky et al. (2000) climatology using the Lawrence et al. (2001)
diagnostic approach. In that case, we find that our OH distribution is in quite good
agreement with that climatology. It is however smaller (20—-30%) in the tropical mid-
troposphere, especially in the Southern Hemisphere; it is also larger in the Northern
mid-latitudes, except in the mid-troposphere. Based on this analysis, the closest OH
distribution to Spivakosky'’s is provided by the GEOS5 simulation.

The tropospheric methane lifetime (reaction with OH only, computed as total burden
divided by tropospheric loss, with the troposphere defined as the region with ozone
< 100 ppbv) ranges between 8.7 and 9.8 years (Table 9), similar to Shindell et al.
(2006) and Horowitz et al. (2003), but lower than MOZART-4 (10.5 years, E2010, albeit
computed slightly differently) and therefore consistent with the above analysis of OH.
This is also consistent with a drier tropical troposphere in the online simulation (Fig. 4a)
and higher isoprene emissions (Table 6).

7.4 Comparison with total ozone column

The availability of stratospheric chemistry in the online simulation warrants the com-
parison with the satellite observed total ozone column. In particular, we use here the
gridded EP-TOMS and OMI (both available at http:/toms.gsfc.nasa.gov). The data
are zonally- and monthly-averaged before comparison with the model field (Fig. 13).
The overall features (latitudinal distribution and seasonal cycle, including the Antarctic
ozone hole) and interannual variability are well reproduced. In particular, even though
the model has a limited vertical extent and resolution in the stratosphere, the tropical
ozone column is quite well reproduced.

To further compare with observed values, we focus (Fig. 14) on comparing the long-
term variability in high-latitude spring ozone (March in the Northern Hemisphere and
October in the Southern Hemisphere). Because the online model is only driven by the
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observed sea-surface temperatures, there is no expectation that a single-year in the
model simulation will be directly comparable with observations; instead, only the mean
and standard deviation are relevant in this case. Fig. 14 shows that, unlike the version
used in the CCMVal-2 simulations (Austin et al., 2010), this updated version has a good
representation of the ozone hole (mean and interannual variability), with a limited un-
derestimate (mean bias is —5.0 DU not considering the highly unusual 2002 conditions)
of the mean October Antarctic ozone hole. Similarly the mean Northern Hemisphere
March ozone distribution is slightly negatively biased (mean bias is —7.5 DU). These
negative biases are likely due to the cold bias over the polar regions in the online con-
figuration (see Fig. 4a). Note however that the model is not quite able to reproduce the
Northern Hemisphere dynamical interannual variability due to its limited representation
of the stratosphere (Morgenstern et al., 2010).

7.5 Comparison with aerosol observations

At the regional scale and over land, the modeled aerosol optical depth (Fig. 15) is
generally lower than the satellite observations (from the Moderate Resolution Imaging
Spectroradiometer and the Multi-angle Imaging SpectroRadiometer, all years 2001-
2010), except over China. As discussed in Lamarque et al. (2011b), none of these
simulations include the impact of water uptake on black carbon optical properties, low-
ering the optical depth associated with this compound and partially explaining the neg-
ative bias, particularly over South America where biomass burning is the major source
of optical depth. It is likely that the more important tropical precipitation in the online
simulation significantly contributes to the underestimation in optical depth.

Owing to the availability of a large set of surface observations (time and speciation),
we focus our analysis on the United States Interagency Monitoring of Protected Vi-
sual Environments (IMPROVE, Malm et al., 2004) dataset (available for download at
http://vista.cira.colostate.edu/IMPROVE/Data/data.htm). We perform a comparison of
sulfate, elemental carbon, organic carbon (including secondary organic aerosols, SOA)
and ammonium nitrate.

27



We first present correlations (Fig. 16) between long-term mean (1998-2009) ob-
servations and model results (interpolated to the location of the observing stations);
note that the IMPROVE sites are located in remote locations (such as National Parks)
and are therefore representative of the rural environment, not urban. We find that, as
discussed in Lamarque et al. (2011b), sulfate is quite well represented by the online
configuration, however slightly positively biased. On the other hand, both elemental
and organic carbon aerosols are underestimated (and with large scatter) in all configu-
rations.

The linear fit parameters (Table 11) indicate that all configurations behave similarly,
except in the case of sulfate. In that case, the slope for the online configuration is
closest to the observations, while GEOS5 and MERRA overestimate the surface values
by a factor of 2. It is possible that such disparity would be reduced if the SO, emissions
were released at a specific height instead of the bottom model layer, which is much
thinner in the specified dynamics set up (Fig. 3).

To further document the behavior of the bulk-aerosol scheme over the United States,
we present in Fig. 17 the probability density function of the mean annual and seasonal
(summer and winter) observed and modeled surface concentrations. Using this diag-
nostic, we find that the modeled sulfate cannot capture the lowest observed values and
instead peaks at higher values and has a broader distribution; in addition, the annual
mean seems to exhibit a longer tail in the distribution than the observations. Further-
more, the distribution function for elemental carbon is quite well reproduced, except
for a higher tendency for small values. On the other hand it is clear that the model
simulations of organic carbon cannot capture the mid-range values, especially in the
summertime, most likely a representation of the lack of significant SOA production with
the current scheme (Lack et al., 2004). Somewhat surprisingly, owing to the inher-
ent difficulties in representing ammonium nitrate in a model and to the fairly simple
representation of its formation in the model, we find that ammonium nitrate is quite
reasonable, with a slightly smaller proportion for the high concentrations (possibly due
to the model coarse resolution) and higher proportion for the low concentrations.
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8 Discussion and conclusions

Using a variety of diagnostics and evaluation datasets (including satellite, aircraft, sur-
face measurements and surface data), we have demonstrated the capability of CAM-
chem in reasonably representing tropospheric and stratospheric chemistry.

Based on the simulations discussed here, we have found that the CO and CH, life-
times are in good agreement with previously published estimates; similarly, our OH
distribution is in reasonable agreement with the Spivakovsky et al. (2000) climatology.
However, our CO distribution in the high Northern latitudes is underestimated when
compared to surface, aircraft and satellite observations, indicating an overestimate of
the CO loss by OH or underestimate of its emissions or chemical production.

Ozone in the troposphere is simulated reasonably well, with some overestimation of
ozone in the upper troposphere/lower stratosphere region in high northern latitudes in
comparison to ozone sondes. Even though the model top is limited to 40 km, strato-
spheric composition is acceptable and the polar ozone depletion is reasonably well
reproduced in the online configuration. All configurations of CAM-chem suffer from a
significant overestimate of summertime surface ozone over the Eastern United States
and Europe. On other hand, Western United States sites are quite accurately repre-
sented.

Aerosol optical depth tends to be underestimated over most regions when compared
to satellite retrievals. Additional comparison over the United States indicates an overes-
timate of sulfate in the case of MERRA and GEOS5, and an underestimate of elemental
and organic carbon in all configurations. Analysis of the seasonal (summer/winter) and
annual probability density functions indicates strong similarities between model config-
urations.

Using a variety of statistical measures and especially Taylor diagrams, we have found
that the CAM-chem configuration with GEOS5 meteorology provides the best repre-
sentation of tropospheric chemistry. This is particularly clear for the 500 hPa (best
bias and correlation) and 900 hPa (best bias) regional ozone distribution. Based on
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the ozone budget analysis (and supported by ozone analysis in the high-latitudes),
we have found that the MERRA meteorology leads to a stronger ozone flux from the
stratosphere. This is likely associated with the different assimilation procedures used
in MERRA than in GEOS5 (Rienecke et al., 2011).

When compared against regional climatologies from field campaigns, the inclusion
of the Neu and Prather (2011) parameterization for wet removal of gas-phase species
shows little impact on 2-6km ozone. On the other hand, CO is consistently smaller
(by 5-10 ppb). Consistent with this, the methane lifetime is slightly shorter with the
Neu and Prather scheme. Nitric acid and hydrogen peroxide are increased over the
high northern latitudes (TOPSE campaign). Overall, our analysis suggests only small
differences from this new parameterization.

All necessary inputs (model code and datasets) to perform the simulations described
here on a wide variety of computing platforms and compilers can be found at http:
//www.cesm.ucar.edu/models/cesm1.0/.

Supplementary material related to this article is available online at:
http://\ @journalurl/\ @pvol/\ @fpage/\ @pyear/\ @journalnameshortlower-\ @pvol-\ @fpage-\
@pyear-supplement.pdf.
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Table 1. Plant functional types in land model of the CESM.

Index | Plant functional type

1 desert, ice and ocean

2 needleleaf evergreen temperate tree
3 needleleaf evergreen boreal tree

4 needleleaf deciduous temperate tree
5 broadleaf evergreen tropical tree

6 broadleaf evergreen temperate tree
7 broadleaf deciduous tropical tree

8 broadleaf deciduous temperate tree
9 broadleaf deciduous boreal tree

10 broadleaf evergreen shrub

11 broadleaf deciduous temperate shrub
12 broadleaf deciduous boreal shrub
13 Cs arctic grass

14 Cs non-arctic grass

15 C,4 grass

16 corn

17 wheat
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Table 2. List of input fields required for specified dynamics in CAM.

Variable

| Physical description (units, geometric dimensions)

u

\'%

T

PS

PHIS

TS

TAUX
TAUY
SHFLX
LHFLX
OCNFRAC
ICEFRAC

zonal wind component (ms~—!, 3-D)

meridional wind component (ms~1, 3-D)

temperature (K, 3-D)

surface pressure (Pa, 2-D)

surface geopotential (m?s—2, 2-D)

surface temperature (K, 2-D)

zonal surface stress (Nm~2, 2-D)

meridional surface stress (Nm~2, 2-D)

sensible heat flux (Wm~2, 2-D)

latent heat flux (W m~2, 2-D), computed from moisture flux
Grid cell fraction over ocean used in dry deposition (2-D)
Grid cell fraction over ocean ice used in dry deposition,
based on meteorology surface temperatures (2-D)
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Table 3. List of species in the considered chemical mechanisms. In addition, we list the chemical
solver (Explicit or Implicit), the potential use of emissions of lower-boundary conditions and of
deposition processes (wet and dry).

Number | Species Formula Solver Emissions | Boundary Wet Dry
name* condition | deposition| deposition

1 ALKO2 CsH1;,02 |
2 ALKOOH CsH120, I X X
3 BIGALD CsHgOz I X
4 BIGALK CsHio | X
5 BIGENE C4Hg | X
6 C10H16 | X
7 C2H2 | X
8 C2H4 | X
9 C2H502 |
0 C2H50H | X X X
11 C2H500H | X X
12 C2Hé | X
13 C3H6 | X
14 C3H702 |
15 C3H700H | X
16 C3H8 | X
17 CH20 | X X X
18 CH3CHO | X X X
19 CH3CN | X X X
20 CH3CO3 |
21 CH3COCH3 | X X
22 CH3COCHO | X
23 CH3COOH | X X X
24 CH3COOOCH | X X
25 CH302 |
26 CH30H | X X X
27 CH300H | X
28 CH4 E X
29 Cco E X X
30 CRESOL C7HgO |
31 DMS CH3SCH;3 | X
32 ENEO2 C4HgOs |
33 EO HOCH,CH,0 I
34 EO2 HOCH,CH,0, |
35 GLYALD HOCH,CHO | X X
36 GLYOXAL C,H,0, I
37 H2 E X
38 H202 | X X
39 HCN | X X X
40 HCOOH | X X X

* The convention in the “Species name” column refers to the actual naming as it appears in the code (limited to
8 characters). All chemistry subroutines can identify the array index for a specific species through query functions
associated with the name as listed here.
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Table 3. Continued.

Number | Species Formula Solver Emissions | Boundary Wet Dry
name condition | deposition | deposition

41 HNO3 | X X
42 HO2 [
43 HOCH200 |
44 HO2NO2 | X X
45 HYAC CH3COCH,0OH | X X
46 HYDRALD HOCH,CCH3CHCHO | X X
47 ISOP CsHs | X
48 ISOPNO3 CH,CHCCH3;00CH,ONO, | X
49 ISOPO2 HOCH,COOCH;CHCH, [
50 ISOPOOH HOCH,COOHCH3CHCH, | X X
51 MACR CH,CCH3CHO | X
52 MACRO2 CH3COCHO,CH,0OH |
53 MACROOH | CH3COCHOOHCH,0H | X X
54 MCO3 CH,CCH3CO04 |
55 MEK C4HsO | X
56 MEKO2 C4H705 |
57 MEKOOH C4HgO3 | X X
58 MPAN CH,CCH3CO3NO, | X
59 MVK CH,CHCOCH3 | X
60 N20 E X
61 N205 |
62 NH3 | X X X
63 NO | X X
64 NO2 [ X X
65 NO3 |
66 O |
67 O1D (e} |
68 03 | X
69 OH |
70 ONIT CH3COCH,ONO, | X X
71 ONITR CH,CCH3CHONO,CH,OH [ X X
72 Pb E X
73 PAN CH3CO3NO, | X
74 PO2 C3HsOHO, |
75 POOH C3HsOHOOH | X X
76 Rn E X
77 RO2 CH3COCH,0; |
78 ROOH CH3COCH,00H [ X X
79 S02 | X X X
80 TERPO2 C10H1703 |
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Table 3. Continued.

Number | Species Formula Solver | Emissions | Boundary Wet Dry
name condition | deposition | deposition
81 TERPOOH | CyoH180; | X X
82 TOLO2 C7H90s |
83 TOLOOH C7H1005 | X X
84 TOLUENE C7Hg | X
85 X02 HOCH,COOCH3CHOHCHO |
86 XOH C7H100¢ |
87 XOOH HOCH,COOHCH;CHOHCHO | X X
Bulk aerosol
species
1 CB1 C, hydrophobic black carbon | X X
2 cB2 C, hydrophilic black carbon | X X X
3 DSTO1 AISiOs | X X X
4 DST02 AlISiOs | X X X
5 DST03 AISiOs | X X X
6 DST04 AISiOs | X X X
7 NH4 | X X
8 NH4NO3 | X X
9 [e]07] C, hydrophobic organic carbon | X X
10 oc2 C, hydrophilic organic carbon I X X X
11 SOA Ci2 | X X
12 S04 | X X X
13 SSLTO1 NaCl | X X X
14 SSLT02 NaCl | X X X
15 SSLT03 NaCl | X X X
16 SSLT04 NaCl | X X X
Stratospheric
species
1 BRCL BrCl |
2 BR Br |
3 BRO BrO |
4 BRONO2 BrONO, | X
5 BRY E X
6 CCL4 CCly E X
7 CF2CLBR CF,CIBr E X
8 CF3BR CF3Br E X
9 CFC11 CFCl3 E X
10 CFC12 CF,Cl, E X
11 CFC13 CCI,FCCIF, E X
12 CH3CL CH3ClI E X
13 CH3BR CH;Br E X
14 | CH3CCL3 | CHsCCls E X
15 CLY E X
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Table 3. Continued.

Number | Species Formula Solver Emissions | Boundary Wet Dry
name condition | deposition | deposition
16 CL Cl |
17 CL2 Cl, |
18 CLO CIO |
19 CLONO2 CIONO, | X
20 co2 E X
21 OCLO OCIo |
22 CL202 Cl,0, |
23 H |
24 H20 | X
25 HBR HBr | X
26 HCFC22 CHF,CI E X
27 HCL HCI | X
28 HOBR HOBr | X
29 HOCL HOCI | X
30 N |
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Table 4. List of reactions. Temperature (T) is expressed in K, pressure (P) in Pa, air density (M)
in molec/cm?3, ki and ko in cm3/molec/s.

Tropospheric photolysis Rate

02 + hv — 2*0

03 +hv — 01D + 02

03 +hv—0+02

N20 + hv — O1D + N2

NO+hv—=N+O

NO2 + hv — NO + O

N205 + hv — NO2 + NO3

N205 + hv — NO + O + NO3

HNO3 + hv — NO2 + OH

NO3 + hv — NO2 + O

NO3 + hv — NO + 02

HO2NO2 + hv — OH + NO3

HO2NO2 + hv — NO2 + HO2

CH30O0H + hv — CH20 + H + OH

CH20 + hv — CO + 2*H

CH20 + hv — CO + H2

H202 + hv — 2*OH

CH3CHO + hv — CH302 + CO + HO2

POOH + hv — CH3CHO + CH20 + HO2 + OH

CH3COOOH + hv — CH302 + OH + CO2

PAN + hv — .6*CH3CO3 + .6*NO2 + .4*CH302 + .4*NO3 + .4*CO2
MPAN + hv — MCO3 + NO2

MACR + hv — .67*HO2 + .33*MCO3 + .67*CH20 + .67*CH3CO3
+.33*0OH + .67*CO

MVK + hv — .7*C3H6 + .7*CO + .3*CH302 + .3*CH3CO3
C2H500H + hv — CH3CHO + HO2 + OH

C3H700H + hv — .82*CH3COCH3 + OH + HO2

ROOH + hv — CH3CO3 + CH20 + OH

CH3COCHS3 + hv — CH3CO3 + CH302

CH3COCHO + hv — CH3CO3 + CO + HO2

XOOH + hv — OH

ONITR + hv — HO2 + CO + NO2 + CH20

ISOPOOH + hv — .402*MVK + .288*MACR + .69*CH20 + HO2
HYAC + hv — CH3CO3 + HO2 + CH20

GLYALD + hv — 2*HO2 + CO + CH20

MEK + hv — CH3CO3 + C2H502

BIGALD + hv — .45*CO + .13*GLYOXAL + .56*HO2 + .13*CH3CO3
+.18*CH3COCHO

GLYOXAL + hv — 2*CO + 2*HO2

ALKOOH + hv — .4*CH3CHO + .1*CH20 + .25*CH3COCH3 + .9*HO2
+ .8*MEK + OH

MEKOOH + hv — OH + CH3CO3 + CH3CHO

TOLOOH + hv — OH + .45*GLYOXAL + .45*CH3COCHO + .9*BIGALD
TERPOOH + hv — OH + .1*CH3COCHS3 + HO2 + MVK + MACR
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Table 4. Continued.

Stratospheric only photolysis

Rate

CH4 + hv — H + CH302

CH4 + hv — 1.44"H2 + .18"CH20 + .18"0 + .66"OH + .44*CO2 + .38*CO

+.05*H20

H20 + hv — OH + H
H20 + hv — H2 + O1D

H20 + hv — 2*H + O

CL2 + hv — 2*CL

OCLO + hv — O + CLO
CL202 + hv — 2*CL

HOCL + hv — OH + CL

HCL + hv — H + CL
CLONO2 + hv — CL + NO3
CLONO2 + hv — CLO + NO2
BRCL + hv — BR + CL

BRO +hv —BR + O

HOBR + hv — BR + OH
BRONO2 + hv — BR + NO3
BRONO2 + hv — BRO + NO2
CH3CL + hv — CL + CH302
CCL4 + hv — 4*CL
CH3CCL3 + hv — 3*CL
CFC11 + hv — 3*CL

CFC12 + hv — 2*CL
CFC113 + hv — 3*CL
HCFC22 + hv — CL

CH3BR + hv — BR + CH302
CF3BR + hv — BR
CF2CLBR + hv — BR + CL
CO2+hv—CO+0

Odd-Oxygen Reactions

Rate

0+02+M—03+M
0+03 202
O0+0+M—-02+M

O1D + N2 — O + N2

01D +02 - 0+ 02

01D + H20 — 2*0OH

O1D + H2 — HO2 + OH
01D + N20 — N2 + 02
01D + N20 — 2°NO

O1D + CH4 — CH302 + OH
01D + CH4 — CH20 + H + HO2
01D + CH4 — CH20 + H2
O1D + HCN — OH

6E—34*(300/T)*"2.4
8.00E—12*exp( —2060./T)
2.76E—34%exp( 720./T )
2.10E—11*exp( 115./T)
3.20E—11*exp( 70./T)
2.20E-10

1.10E-10

4.90E—11

6.70E—11

1.13E-10

3.00E—11

7.50E—12
7.70E—11*exp( 100./T)
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Table 4. Continued.

Odd hydrogen reactions

Rate

H+02+M - HO2 +M

H+03 - OH + 02
H+HO2 — 2*OH
H+HO2 — H2 + 02
H+HO2 - H20 + O
OH+0—H+02

OH + 03 — HO2 + 02

OH + HO2 — H20 + 02
OH + OH — H20 + O

OH + OH + M — H202 + M

OH +H2 - H20 +H
OH + H202 — H20 + HO2
OH + HCN — HO2

OH + CH3CN — HO2
HO2 + O — OH + 02

HO2 + O3 — OH + 2*02
HO2 + HO2 — H202 + 02

H202 + O — OH + HO2

troe : ko=4.40E—-32*(300/T)**1.30
ki=4.70E—11*(300/T)**0.20
60

1.40E—10*exp( —470./T)
7.20E—-11

6.90E—12

1.60E-12

2.20E—11*exp( 120./T)
1.70E—12*exp( —940./T)
4.80E—11*exp( 250./T)
1.80E-12

troe : ko=6.90E—31*(300/T)**1.00
ki=2.60E—11

=0.60

2.80E—12%exp( —1800./T)
1.80E-12

troe : ko=4.28E—-33
ki=9.30E—15*(300/T)**—4.42
=0.80

7.80E—13*exp( —1050./T)
3.00E—11*exp( 200./T)
1.00E—14*exp( —490./T)

(2.3E—13"exp(600/T) + 1.7E-33 ]
exp(1000/T)) * (1 + 1.4E—21*[H20]exp(2200/T))

1.40E—12*exp( —2000./T)

Odd nitrogen reactions

Rate

N+02 - NO+0
N+NO - N2+0
N+NO2 - N20 + O
NO+0+M— NO2+M

NO + HO2 — NO2 + OH
NO + 03 — NO2 + 02
NO2 + O — NO + 02
NO2 + O +M — NO3 + M

NO2 + O3 — NO3 + 02
NO2 + NO3 + M — N205 + M

N205 + M — NO2 + NO3 + M
NO2 + OH + M — HNO3 + M

HNO3 + OH — NO3 + H20

NO3 + NO — 2*NO2
NO3 + O — NO2 + 02

NO3 + OH — HO2 + NO2

NO3 + HO2 — OH + NO2 + 02

1.50E—11*exp( —3600.7T)
2.10E—11*exp( 100./T)
5.80E—12"exp( 220./T)

troe : ko=9.00E—32*(300/T)**1.50
ki=3.00E—11

1=0.60

3.50E—12%exp( 250./T)
3.00E—12*exp( —1500./T)
5.10E—12"exp( 210./T)

troe : ko=2.50E—31*(300/T)**1.80
ki=2.20E —11*(300/T)**0.70
1=0.60

1.20E—13*exp( —2450./T)

troe : ko=2.00E—30*(300/T)**4.40
ki=1.40E—12*(300/T)**0.70
1-0.60

k(NO2+NO3+M) * 3.333E26 * exp(10990/T)

troe : ko=1.80E—30*(300/T)**3.00
ki=2.80E—11

=0.60

kO + K3[MJ/(1 + K3[M]/k2)
k0=2.4E—14-exp(460/T)
k2=2.7E—17-exp(2199/T)
k3=6.5E—34-exp(1335/T)
1.50E—11*exp( 170./T)
1.00E-11

2.20E-11

3.50E-12
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Table 4. Continued.

NO2 + HO2 + M — HO2NO2 + M troe ko=2.00E—31*(300/T)**3.40
*(300/T)**1.10

HO2NO2 + OH — H20 + NO2 + 02 1.30E—12"exp( 380./T)

HO2NO2 + M — HO2 + NO2 + M K(NO2+HO2+M)-exp(——10900/T)/2.1E—27

C-1 Degradation (Methane, CO, CH20 and derivatives) Rate

CH4 + OH — CH302 + H20 2.45E—-12%exp( —1775./T)

CH302 + NO — CH20 + NO2 + HO2 2.80E—12"exp( 300./T)

CH302 + HO2 — CH30O0H + 02 4.10E—13"exp( 750./T)

CH300H + OH — CH302 + H20 3.80E—12*exp( 200./T)

CH20 + NO3 — CO + HO2 + HNO3 6.00E—13"exp( —2058./T)

CH20 + OH — CO + H20 + H 5.50E—12*exp( 125./T)

CH20 + 0 — HO2 + OH + CO 3.40E—11*exp( —1600./T)

CO +OH +M — CO2 + HO2 + M troe : ko=5.90E—33*(300/T)**1.40

ki

.10E—12%(300/T)**~1.30
60

CO + OH — CO2 + HO2 .1E09 * (T/300)**6.1

ko=1.5E—13 * (T/300)**0.6

rate=ko/(1+ko/(ki/M))

*0.6**(1/(1+log10(ko/(ki/M)**2)))

CH302 + CH302 — 2*CH20 + 2*HO2 5.00E—13*exp( —424./T)

CHB302 + CH302 — CH20 + CH30OH 1.90E—14*exp( 706./T)

CH3OH + OH — HO2 + CH20 2.90E—12"exp( —345./T)

CH3OO0H + OH — .7*CH302 + .3*OH + .3*CH20 + H20 3.80E—12"exp( 200./T)

HCOOH + OH — HO2 + CO2 + H20 4.50E-13

CH20 + HO2 — HOCH200 9.70E—15"exp( 625./T)

HOCH200 — CH20 + HO2 2.40E+12"exp( —7000./T)

HOCH200 + NO — HCOOH + NO2 + HO2 2.60E—12*exp( 265./T)

HOCH200 + HO2 — HCOOH 7.50E—13"exp( 700./T)

C-2 Degradation Rate

C2H2 + OH + M — .65*"GLYOXAL + .65*0OH + .35*HCOOH + .35*HO2 troe : ko=5.50E—-30

+.35"CO+M i=8.30E—13*(300/T)**~2.00
=0.60

C2H6 + OH — C2H502 + H20 8.70E—12*exp( —1070./T)

C2H4 + OH + M — .75*EO2 + .5*CH20 + .25"HO2 + M troe : ko=1.00E—28*(300/T)**0.80

ki=8.80E—12

1=0.60

C2H4 + 03 —» CH20 + .12*HO2 + 5*CO + .12°OH + .5"HCOOH 1.20E—14*exp( —2630./T)

CH3COOH + OH — CH302 + CO2 + H20 7.00E—13

G2H502 + NO — CH3CHO + HO2 + NO2 2.60E—12"exp( 365./T)

C2H502 + HO2 —» C2H500H + 02 7.50E—13%exp( 700./T)

C2H502 + CH302 — .7°CH20 + .8'CH3CHO + HO2 + .3*CH30H + | 2.00E—13

2*C2H50H

C2H502 + C2H502 —» 1.6*CH3CHO + 1.2*HO2 + .4*C2H50H 6.80E—14

C2H500H + OH — 5*C2H502 + .5*CH3CHO + .5*OH 3.80E—12%exp( 200./T)

CH3CHO + OH —» CH3CO3 + H20 5.60E—12%exp( 270./T)

CH3CHO + NO3 — CH3CO3 + HNO3 1.40E—12*exp( —1900./T)

CH3CO3 + NO — CH302 + CO2 + NO2 8.10E—12%exp( 270./T)

CH3CO3 + NO2 + M — PAN + M troe : ko=8.50E—29*(300/T)**6.50
ki=1.10E—11*(300/T)
1=0.60
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Table 4. Continued.

CH3CO3 + HO2 — .75*CH3COOOCH + .25*CH3COOH + .25*03 4.30E—13"exp( 1040./T)
CH3CO3 + CH302 — .9*CH302 + CH20 + .9*HO2 + .9*CO2 + .1*CH3COOH | 2.00E—12*exp( 500./T)
CH3CO3 + CH3CO3 — 2*CH302 + 2*C02 2.50E—12"exp( 500./T)
CH3COOOH + OH — .5*CH3CO3 + .5*CH20 + .5*C0O2 + H20 1.00E-12
EO2 + NO — EO + NO2 4.20E—12*exp( 180./T)
EO + 02 — GLYALD + HO2 1.00E-14
EO — 2*CH20 + HO2 1.60E+11*exp( —4150./T)
GLYALD + OH — HO2 + .2*GLYOXAL + .8*CH20 + .8*CO2 1.00E—-11
GLYOXAL + OH — HO2 + CO + CO2 1.10E-11
C2H50H + OH — HO2 + CH3CHO 6.90E—12*exp( —230./T)
PAN + M — CH3CO3 + NO2 + M k(CH3CO3+NO2+M) * 1.111E28 * exp(14000/T)
PAN + OH — CH20 + NO3 4.00E-14
C—3 Degradation Rate
C3H6 + OH + M — PO2 + M troe : ko=8.00E—27+(300/T)**3.50
ki=3.00E—11
f=0.50
C3H6 + 03 — .54*CH20 + .19*HO2 + .33*OH + .08*CH4 + .56*CO 6.50E—15"exp( —1900./T)
+.5*CH3CHO + .31*CH302 + .25*CH3COOH
C3H6 + NO3 — ONIT 4.60E—13*exp( —1156./T)
C3H702 + NO — .82*CH3COCH3 + NO2 + HO2 + .27*CH3CHO 4.20E—12"exp( 180./T)
C3H702 + HO2 — C3H700H + 02 7.50E—13"exp( 700./T)
C3H702 + CH302 — CH20 + HO2 + .82*CH3COCH3 3.75E—13*exp( —40./T)
C3H700H + OH — H20 + C3H702 3.80E—12"exp( 200./T)
C3H8 + OH — C3H702 + H20 1.00E—11*exp( —665./T)
PO2 + NO — CH3CHO + CH20 + HO2 + NO2 4.20E—12*exp( 180./T)
PO2 + HO2 — POOH + 02 7.50E—13"exp( 700./T)
POOH + OH — .5*P0O2 + .5"0OH + .5*HYAC + H20 3.80E—12*exp( 200./T)
CH3COCHS3 + OH — RO2 + H20 3.82E—11 * exp(2000/T) + 1.33E—13
RO2 + NO — CH3CO3 + CH20 + NO2 2.90E—12"exp( 300./T)
RO2 + HO2 — ROOH + 02 8.60E—13*exp( 700./T)
RO2 + CH302 — .3*CH3CO3 + .8"CH20 + .3*HO2 + .2*"HYAC 7.10E—13"exp( 500./T)
+.5*CH3COCHO + .5*CH30H
ROOH + OH — RO2 + H20 3.80E—12*exp( 200./T)
HYAC + OH — CH3COCHO + HO2 3.00E-12
CH3COCHO + OH — CH3CO3 + CO + H20 8.40E—13*exp( 830./T)
CH3COCHO + NO3 — HNO3 + CO + CH3CO3 1.40E—12"exp( —1860./T)
ONIT + OH — NO2 + CH3COCHO 6.80E—13
C—4 Degradation Rate
BIGENE + OH — ENEO2 5.40E—11
ENEO2 + NO — CH3CHO + .5*CH20 + .5*CH3COCH3 + HO2 + NO2 4.20E—12%exp( 180./T)
MVK + OH — MACRO2 4.13E—12%exp( 452./T)
MVK + O3 — .8*CH20 + .95*CH3COCHO + .08*OH + .2*03 + .06"HO2 7.52E—16"exp( —1521./T)
+.05*CO + .04*CH3CHO
MEK + OH — MEKO2 2.30E—12%exp( —170./T)
MEKO2 + NO — CH3CO3 + CH3CHO + NO2 4.20E—12*exp( 180./T)
MEKO2 + HO2 — MEKOOH 7.50E—13*exp( 700./T)
MEKOOH + OH — MEKO2 3.80E—12"exp( 200./T)
MACR + OH — .5*"MACRO2 + .5*"H20 + .5*MCO3 1.86E—11%exp( 175./T)
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Table 4. Continued.

MACR + 03 — .8*CH3COCHO + .275*HO2 + .2*CO + .2°083 + .7*CH20
+.215"0OH

MACRO2 + NO — NO2 + .47*HO2 + .25*CH20 + .53*GLYALD
+.25*CH3COCHO + .53*CH3CO3 + .22*HYAC + .22*CO

MACRO2 + NO — 0.8"ONITR

MACRO2 + NO3 — NO2 + .47*HO2 + .25*CH20 + .25*CH3COCHO + .22*CO
+.53*GLYALD + .22*HYAC + .53*CH3CO3

MACRO2 + HO2 — MACROOH

MACRO2 + CH302 — .73"HO2 + .88*CH20 + .11*CO + .24*CH3COCHO
+.26*GLYALD + .26*CH3CO3 + .25*CH30H + .23*HYAC

MACRO2 + CH3CO3 — .25*CH3COCHO + CH302 + .22*CO + .47*HO2
+.53"GLYALD + .22*HYAC + .25*CH20 + .53*CH3CO3

MACROOH + OH — .5*MCO3 + .2*MACRO2 + .1*OH + .2*HO2

MCO3 + NO — NO2 + CH20 + CH3CO3

MCO3 + NO3 — NO2 + CH20 + CH3CO3

MCO3 + HO2 — .25*08 + .25*CH3COOH + .75*CH3COOOH + .75*02
MCO3 + CH302 — 2*CH20 + HO2 + CO2 + CH3CO3

MCO3 + CH3CO3 — 2*C02 + CH302 + CH20 + CH3CO3

MCO3 + MCO3 — 2*CO2 + 2*CH20 + 2*CH3CO3

MCO3 + NO2 + M — MPAN + M

MPAN + M — MCO3 + NO2 + M

MPAN + OH — .5*HYAC + .5*NO3 + .5*CH20 + .5*"HO2

4.40E—15"exp( —2500./T)
2.70E—12%exp( 360./T)

1.30E—13*exp( 360./T)
2.40E-12

8.00E—13*exp( 700./T)
5.00E—13*exp( 400./T)

1.40E—-11

2.30E—11%exp( 200./T)
5.30E—12*exp( 360./T)
5.00E-12
4.30E—13*exp( 1040./T)
2.00E—12*exp( 500./T)
4.60E—12"exp( 530./T)
2.30E—12"exp( 530./T)
1.1E—11 * 300/T/[M]

k(MCO3+NO2+M) * 1.111E28 * exp(14000/T)
troe : ko=8.00E —27*(300/T)**3.50

ki=3.00E—11

C—5 Degradation

Rate

ISOP + OH — ISOPO2

ISOP + O3 — .4*MACR + .2*MVK + .07*C3H6 + .27*OH + .06*HO2
+.6"CH20 + .3"CO + .1*03 + .2*MCO3 + .2*CH3COOH

ISOP + NO3 — ISOPNO3

ISOPO2 + NO — .08*ONITR + .92*NO2 + HO2 + .51*CH20 + .23*MACR
+.32"MVK + .37*HYDRALD

ISOPO2 + NO3 — HO2 + NO2 + .6*CH20 + .25*"MACR + .35"MVK

+ .4*HYDRALD

ISOPO2 + HO2 — ISOPOOH

ISOPOOH + OH — .8*X02 + .2*ISOPO2

ISOPO2 + CH302 —+ .25*CH30H + HO2 + 1.2*CH20 + .19*"MACR + .26*"MVK
+.3*HYDRALD

ISOPO2 + CH3CO3 — CH302 + HO2 + .6*CH20 + .25*"MACR + .35*"MVK
+ .4*HYDRALD

ISOPNO3 + NO — 1.206"NO2 + .794*HO2 + .072*CH20

+.167*MACR + .039*MVK + .794*ONITR

ISOPNO3 + NO3 — 1.206*NO2 + .072*CH20 + .167*MACR + .039"MVK
+.794*ONITR + .794*HO2

ISOPNO3 + HO2 — XOOH + .206*"NO2 + .794*HO2 + .008*CH20 +
.167*"MACR

+.039*"MVK + .794*ONITR

BIGALK + OH — ALKO2

ONITR + OH — HYDRALD + .4*NO2 + HO2

ONITR + NO3 — HO2 + NO2 + HYDRALD

HYDRALD + OH — X02

ALKO2 + NO — .4*CH3CHO + .1*CH20 + .25*CH3COCH3 + .9*HO2

+ .8*"MEK + .9*NO2 + .1*ONIT

ALKO2 + HO2 — ALKOOH

2.54E—11*exp( 410./T)
1.05E—14*exp( —2000./T)

3.03E—12"exp( —446./T)
4.40E—12*exp( 180./T)

2.40E-12
8.00E—13*exp( 700./T)
1.52E—11*exp( 200./T)
5.00E—13*exp( 400./T)
1.40E—11
2.70E—12%exp( 360./T)
2.40E-12
8.00E—13*exp( 700./T)
3.50E—12

4.50E—11
1.40E—12*exp( —1860./T)
1.86E—11*exp( 175./T)
4.20E—12%exp( 180./T)

7.50E—13"exp( 700./T)
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Table 4. Continued.

ALKOOH + OH — ALKO2

XO2 + NO — NO2 + HO2 + .5*CO + .25*GLYOXAL + .25*"HYAC
+.25*CH3COCHO + .25*GLYALD

X02 + NO3 — NO2 + HO2 + 0.5*CO + .25"HYAC + 0.25*GLYOXAL
+.25*CH3COCHO + .25*GLYALD

X02 + HO2 — XOOH

X02 + CH302 — .3*CH30H + 0.8*"HO2 + .7*CH20 + .2*CO + .1*HYAC
+ .1*GLYOXAL + .1*CH3COCHO + .1*GLYALD

X02 + CH3CO3 — 0.5*CO + CH302 + HO2 + CO2 + .25*GLYOXAL
+.25"HYAC + .25*CH3COCHO + .25*GLYALD

XOOH + OH — H20 + X02

XOOH + OH — H20 + OH

3.80E—12%exp( 200./T)
2.70E—12*exp( 360./T)

2.40E-12

8.00E—13*exp( 700./T)
5.00E—13*exp( 400./T)

1.30E—12*exp( 640./T)

1.90E—12*exp( 190./T)

T**2* 7.69E-17 * exp(253/T)

C-7 Degradation

Rate

TOLUENE + OH — .25*CRESOL + .25*"HO2 + .7*TOLO2

TOLO2 + NO — .45*GLYOXAL + .45*CH3COCHO + .9"BIGALD + .9"NO2
+.9*HO2

TOLO2 + HO2 — TOLOOH

TOLOOH + OH — TOLO2

CRESOL + OH — XOH

XOH + NO2 — .7*NO2 + .7*BIGALD + .7*HO2

1.70E—12*exp( 352./T)
4.20E—12%exp( 180./T)

7.50E—18%exp( 700./T)
3.80E—12*exp( 200./T)
3.00E-12
1.00E—11

C-10 Degradation

Rate

C10H16 + OH — TERPO2

C10H16 + O3 — .7*OH + MVK + MACR + HO2

C10H16 + NO3 — TERPO2 + NO2

TERPO2 + NO — .1*CH3COCH3 + HO2 + MVK + MACR + NO2
TERPO2 + HO2 — TERPOOH

TERPOOH + OH — TERPO2

1.20E—11*exp( 444./T)
1.00E—15"exp( —732./T)
1.20E—12*exp( 490./T)
4.20E—12*exp( 180./T)
7.50E—13*exp( 700./T)
3.80E—12*exp( 200./T)

Radon/Lead Rate
Rn — Pb 2.10E-06
Aerosol precursors and aging Rate

S02+ OH — S04
DMS + OH — S02
DMS + OH — .5"S02+ .5*HO2

DMS + NO3 — SO2+ HNO3
NH3 + OH — H20

CB1 — CB2

OC1 — 0C2

ko=3.0E—31(300/T)3.3; ki=1.E~12; {=0.6

9.60E—12"exp( ~234.1T)
1.7E—42 * exp(7810/T) *

exp(7460/T)* [M] * 0.21)
1.90E—13*exp( 520./T)

1.70E—12*exp( —710./T)
7.10E-06

7.10E-06
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Table 4. Continued.

Heterogeneous reactions on tropospheric aerosols Rate : y=reaction probability
N205 — 2*HNO3 .1 on OC, SO4, NH4NO3, SOA
NO3 — HNO3 =0.001 on OC, SO4, NH4NO3, SOA
NO2 — 0.5*OH + 0.5*NO + 0.5*HNO3 .0001 on OC, SO4, NH4NO3, SOA
HO2 — 0.5*H202 .2 on OC, SO4, NH4NO3, SOA
01D reactions with halogens ‘ Rate

O1D + CFC11 — 3*CL 1.70E-10

O1D + CFC12 — 2*CL 1.20E-10

O1D + CFC113 — 3*CL 1.50E-10

O1D + HCFC22 — CL 7.20E-11

O1D + CCL4 — 4*CL 2.84E-10

O1D + CH3BR — BR 1.80E-10

O1D + CF2CLBR — BR 9.60E—-11

O1D + CF3BR — BR 4.10E—-11

Odd Chlorine Reactions Rate

CL +03 — CLO + 02 2.30E—11*exp( —200./T)

CL+H2 »HCL+H 3.05E—11*exp( —2270./T)

CL + H202 — HCL + HO2 1.10E—11*exp( —980./T)

CL + HO2 — HCL + 02 1.80E—11*exp( 170./T)

CL + HO2 — OH + CLO 4.10E—11*exp( —450./T)

CL + CH20 — HCL + HO2 + CO 8.10E—11*exp( —30./T)

CL + CH4 — CH302 + HCL 7.30E—12*exp( —1280./T)

CLO+0—CL+02 2.80E—11*exp( 85./T)

CLO + OH — CL + HO2 7.40E—12*exp( 270./T)

CLO + OH — HCL + 02 6.00E—13"exp( 230./T)

CLO + HO2 —+ O2 + HOCL 2.70E—12%exp( 220./T)

CLO + NO — NO2 + CL 6.40E—12*exp( 290./T)

CLO + NO2 + M — CLONO2 + M troe : ko=1.80E—31*(300/T)**3.40
ki=1.50E—11*(300/T)**1.90
=0.60

CLO + CLO — 2*CL + 02 3.00E—11*exp( —2450./T)

CLO +CLO - CL2 + 02 1.00E—12"exp( —1590./T)

CLO + CLO — CL + OCLO 3.50E—13*exp( —1370./T)

CLO +CLO +M — CL202 + M troe : ko=1.60E—32*(300/T)**4.50
ki=2.00E—12*(300/T)**2.40
=0.60

CL202 + M — CLO + CLO + M ** User defined **

HGL + OH — H20 + CL 2.60E—12*exp( —350./T)

HCL + O — CL + OH 1.00E—11*exp( —3300./T)

HOCL + O — CLO + OH 1.70E-13

HOCL + CL — HCL + CLO 2.50E—12*exp( —130./T)

HOCL + OH — H20 + CLO 3.00E—12"exp( —500./T)

CLONO2 + O — CLO + NO3 2.90E—12"exp( —800./T)

CLONO2 + OH — HOCL + NO3 1.20E—12*exp( —330./T)

CLONO2 + CL — CL2 + NO3 6.50E—12*exp( 135./T)
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Odd Bromine Reactions Rate

BR + 03 — BRO + 02 1.70E—11*exp(—800./T)
BR + HO2 —+ HBR + 02 4.80E—12"exp( —310./T)
BR + CH20 — HBR + HO2 + CO 1.70E—11*exp( —800./T)

BRO + 0 — BR + 02

BRO + OH — BR + HO2

BRO + HO2 — HOBR + 02

BRO + NO — BR + NO2

BRO + NO2 + M — BRONO2 + M

BRO + CLO — BR + OCLO
BRO + CLO — BR + CL + 02
BRO + CLO — BRCL + 02
BRO + BRO — 2*BR + 02
HBR + OH — BR + H20
HBR + O — BR + OH

HOBR + O — BRO + OH
BRONO2 + O — BRO + NO3

1.70E—11*exp( 250./T)

4.50E—12%exp( 460./T)

8.80E—12%exp( 260./T)

troe : ko=5.20E —31*(300/T)**3.20

ki=6.90E —12*(300/T)**2.90

1-0.60

9.50E—13*exp( 550./T)

2.30E—12%exp( 260./T)
)
)

(=

E
1.90E—11*exp( 230./T)

(

(

(

(
4.10E—13"exp( 290./T)
1.50E—12*exp( 230./T)
5.50E—12*exp( 200./T)
5.80E—12"exp( —1500./T)
1.20E—10*exp( —430./T)
1.90E—11*exp( 215./T)

Organic Halogens Reactions with CI, OH

Rate

CH3CL + CL — HO2 + CO + 2*HCL
CH3CL + OH — CL + H20 + HO2
CH3CCL3 + OH — H20 + 3*CL
HCFC22 + OH — CL + H20 + CF20
CH3BR + OH — BR + H20 + HO2

2.17E—11*exp( —1130./T)
2.40E—12%exp( —1250./T)
1.64E—12%exp( —1520./T)
1.05E—12*exp( —1600./T)
2.35E—12"exp( —1300./T)

Sulfate aerosol reactions

Comment

N205 — 2*HNO3

CLONO2 — HOCL + HNO3
BRONO2 — HOBR + HNO3
CLONO2 + HCL — CL2 + HNO3
HOCL + HCL — CL2 + H20
HOBR + HCL — BRCL + H20

4=0.04
f (sulfuric acid wt%)
(T, P, HCI, H20, r)
T, P, H20, 1)

T, P, HCI, H20, r)

(
f(
f(
f (T, P, HCI, HOBr,H20, 1)

Nitric acid di—hydrate reactions

Comment

N205 — 2*HNO3

CLONO2 — HOCL + HNO3
CLONO2 + HCL — CL2 + HNO3
HOCL + HCL — CL2 + H20
BRONO2 — HOBR + HNO3
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Ice aerosol reactions

Comment

N205 — 2*HNO3

CLONO2 — HOCL + HNO3
BRONO2 — HOBR + HNO3
CLONO2 + HCL — CL2 + HNO3
HOCL + HCL — CL2 + H20
HOBR + HCL — BRCL + H20

~v=0.02
~v=0.3
v=0.3
~v=0.3
~v=0.2
~v=0.3
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Table 5. Bulk aerosol parameters used in calculation of surface area: number distribution mean
radius (rm), geometric standard deviation (og) and density.

Aerosol rm (nm) og (uUm) p(gcm—3)
CB1,CB2 11.8 2.00 1.0
OC1,0C2 21.2 2.20 1.8
S04 69.5 2.03 1.7
NH4NO3 69.5 2.03 1.7
SOA 21.2 2.20 1.8
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Table 6. Summary of simulations. All versions extend to ~40 km.

Name Dynamics Period Chemistry Wet removal Resolution  Levels
Online online 1992-2010 stratosphere-troposphere  Neu and Prather  1.9°x2.5° 26
GEOS5 GEOS5 2004-2010 troposphere Horowitz 1.9°x2.5° 56
MERRA MERRA 1997-2010 troposphere Horowitz 1.9°x2.5° 56
MERRA Neu MERRA 2006—2008 troposphere Neu and Prather  1.9°x2.5° 56
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Table 7. Yearly emission totals (Tg(species)/yr).

Species Sector 1997 1998 1999 2000 2001 2002 2002 2004 2005 2006 2007 2008 2009 2010
BIGALK anthro 733 736 739 743 748 753 759 765 770 776 782 788 788 788
bb 19 241 1.4 1.2 13 15 1.4 1.4 1.4 1.4 1.4 1.1 0.8 0.8

total 752 757 753 755 76.0 768 773 779 785 79.0 796 799 795 796

BIGENE anthro 71 71 71 7.2 7.3 7.4 75 7.5 76 7.7 7.7 7.8 7.8 7.8
bb 23 23 12 0.9 1.0 14 1.3 1.4 1.4 1.4 1.4 0.9 2.0 241

total 9.5 9.5 8.4 8.1 8.2 8.8 8.8 8.9 9.0 9.1 9.1 8.6 9.8 9.9

C10H16 biogenic 813 813 813 813 813 813 813 813 813 813 813 813 813 813
C2H2 anthro 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4
bb 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.3 0.2 0.2 0.2 0.7 0.7

total 3.8 3.8 3.7 3.6 3.6 3.7 37 37 3.7 3.7 3.7 3.6 4.1 4.2

C2H4 anthro 6.7 6.7 6.7 6.7 6.8 7.0 71 7.2 7.2 7.3 7.4 75 7.5 75
bb 8.8 8.4 5.6 4.6 5.1 5.8 5.4 6.0 6.1 5.8 6.0 4.3 3.0 3.1

biogenic 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0

total 204 201 172 163 169 178 174 182 184 181 184 168 154 156

C2H50H anthro 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4 5.4
bb 0.6 0.6 0.4 0.4 0.4 0.5 0.4 0.5 0.5 0.4 0.5 0.4 0.0 0.0

total 6.0 6.0 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 5.8 57 5.4 5.4

C2H6 anthro 7.5 75 75 75 7.6 7.6 7.7 7.7 7.8 7.8 7.9 7.9 7.9 7.9
bb 4.9 4.5 2.8 23 25 3.0 27 3.2 3.2 3.1 3.1 21 17 1.9

biogenic 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

total 134 130 114 108 111 116 114 119 120 119 120 11.0 106 107

C3He anthro 28 2.8 2.8 238 2.8 29 29 29 3.0 3.0 3.0 3.1 3.1 3.1
bb 26 2.8 18 15 16 19 1.9 19 1.9 18 19 14 16 1.8

biogenic 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

total 6.4 6.6 55 5.3 55 5.8 5.8 5.8 5.9 5.8 5.9 55 57 5.8

C3H8 anthro 7.9 8.0 8.0 8.0 8.1 8.2 8.2 8.3 8.3 8.4 8.5 8.5 8.5 8.5
bb 0.8 0.9 0.6 0.5 0.5 0.6 0.6 0.6 0.6 0.6 0.6 0.5 0.4 0.4

biogenic 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0

total 107 108 105 105 106 108 108 109 109 110 11.0 11.0 109 109

CB1 anthro 37 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 37 3.7
bb 29 3.0 21 1.8 2.0 22 2.0 21 22 2.0 22 1.7 17 1.8

total 6.6 6.7 5.8 55 57 5.9 5.8 5.9 5.9 5.8 5.9 5.4 5.4 55

cB2 anthro 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
bb 0.7 0.8 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.4 0.4 0.4

total 17 1.7 15 1.4 14 15 1.4 15 1.5 14 15 14 13 1.4

CH20 anthro 0.9 0.9 0.9 1.0 1.0 1.0 1.0 1.0 1.0 1.1 11 1.1 11 1.1
bb 4.2 4.9 27 22 23 3.1 3.1 2.8 2.8 2.9 28 21 4.4 4.7

total 5.1 5.8 3.6 3.2 3.3 4.1 4.1 3.9 3.9 4.0 3.9 3.2 55 5.8

CH3CHO anthro 241 241 21 241 22 22 22 2.2 22 2.2 22 2.2 22 22
bb 7.6 8.2 55 4.8 5.1 5.8 5.6 5.6 5.7 5.4 5.7 4.5 4.6 4.7

total 98 103 76 6.9 7.3 8.0 7.8 7.8 7.9 7.6 7.9 6.7 6.9 7.0

CH3CN biofuel 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
bb 16 1.7 1.1 1.0 1.1 1.2 1.2 1.2 1.2 1.1 1.2 0.9 1.1 1.2

total 23 2.4 19 17 1.8 19 1.9 19 19 19 19 1.6 1.8 1.9

CH3COCH3  anthro 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3
bb 3.4 3.6 25 22 2.4 26 24 2.6 26 2.4 26 2.0 19 2.0

biogenic 24.3 243 243 243 243 243 243 243 243 243 243 243 243 243

total 281 282 271 268 270 273 271 272 273 271 273 267 266 267
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Table 7. Continued.

species sector 1997 1998 1999 2000 2001 2002 2002 2004 2005 2006 2007 2008 2009 2010
CH3COOH  anthro 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6
bb 3.1 27 1.8 15 15 2.0 19 2.0 22 21 241 1.6 8.1 8.5
total 9.7 9.3 8.4 8.2 8.1 8.6 8.6 8.6 8.8 8.7 8.7 8.2 14.7 15.1
CH30H anthro 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
bb 10.7 1.3 7.6 6.7 7.2 8.1 7.7 7.9 8.0 7.6 8.0 6.2 57 6.1
biogenic 228.8 228.8 2288 228.8 2288 2288 228.8 228.8 2288 2288 2288 2288 2288 228.8
total 239.9 2405 2368 2358 2364 237.3 2369 2371 2372 2368 2372 2354 2349 2353
co anthro  598.0 5953 595.0 598.8 607.0 6209 6315 6351 6388 6425 6461 649.8 649.8 649.8
bb 5529 586.6 3885 3348 363.0 4153 3941 4030 4087 3875 4069 3133 351.8 378.1
biogenic 1569.3 159.3 159.3 1593 159.3 159.3 159.3 1593 159.3 159.3 159.3 159.3 159.3 159.3
ocean 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8
total 1330.1 1361.0 11626 11127 11491 12154 12048 12173 1226.7 1209.1 12322 11423 1180.8 1207.1
DMS ocean 59.9 59.9 59.9 59.9 59.9 59.9 59.9 59.9 59.9 59.9 59.9 59.9 59.9 59.9
HCN biofuel 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
bb 22 2.4 1.6 14 1.5 1.7 16 1.6 1.7 16 1.6 13 13 1.4
total 3.2 3.4 26 2.3 25 2.7 26 26 2.6 26 26 2.3 23 24
HCOOH anthro 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6 6.6
bb 0.6 0.6 0.4 0.3 0.3 0.4 0.4 0.4 0.4 0.4 0.4 0.3 17 1.7
total 7.2 7.2 7.0 6.9 6.9 7.0 7.0 7.0 71 7.0 7.0 7.0 8.3 8.3
MEK anthro 12 1.2 1.2 13 1.3 1.3 13 1.3 13 14 1.4 14 14 1.4
bb 7.4 7.9 52 45 4.9 5.6 5.3 5.4 55 5.2 5.5 4.2 4.7 5.0
total 8.6 9.1 6.5 5.8 6.2 6.9 6.6 6.8 6.9 6.6 6.8 57 6.1 6.4
NH3 anthro 47.9 48.2 48.6 48.8 48.9 49.0 49.3 49.7 50.2 50.7 51.1 51.6 51.6 51.6
bb 7.9 8.5 5.9 5.2 5.6 6.2 5.9 6.0 6.1 5.7 6.1 4.8 4.2 4.6
ocean 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1
soil 2.4 24 24 24 24 2.4 24 24 2.4 24 24 2.4 24 24
total 66.3 67.2 65.0 64.5 65.1 65.7 65.7 66.3 66.9 66.9 67.7 67.0 66.3 66.7
NO anthro 59.3 59.7 60.3 60.9 61.6 62.9 63.9 64.4 64.9 65.4 65.9 66.5 66.5 66.5
bb 14.0 16.0 1.4 10.4 1.1 12.0 11.6 1.3 1.5 10.7 1.5 9.7 55 5.9
soil 171 171 174 171 171 1741 171 171 1741 171 174 174 171 174
total 90.4 92.8 88.7 88.3 89.8 91.9 92.6 92.8 93.5 93.2 94.5 93.2 89.0 89.4
(e[03] anthro 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1
bb 14.5 171 10.6 9.2 9.7 1.7 11.6 10.7 10.8 10.6 10.9 8.7 10.9 1.8
total 225 25.1 18.6 17.3 17.8 19.8 19.7 18.8 18.8 18.6 18.9 16.8 19.0 19.8
0oc2 anthro 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1
bb 145 171 10.6 9.2 9.7 1.7 1.6 10.7 10.8 10.6 10.9 8.7 10.9 1.8
total 225 251 18.6 17.3 17.8 19.8 19.7 18.8 18.8 18.6 18.9 16.8 19.0 19.8
S02 anthro 129.0 1286 1288 130.3 1328 1367 139.2 139.2 1391 139.1 139.0 139.0 139.0 139.0
bb 3.2 3.7 23 2.0 241 26 25 23 24 23 2.4 1.9 23 25
volcano 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5
total 1417 1419 1407 1419 1445 1488 151.3 1511 151.0 1509 1509 150.4 150.8 151.0
TOLUENE  anthro 28.7 28.8 29.0 29.2 29.5 30.0 30.4 30.8 31.2 31.6 32.0 32.4 32.4 32.4
bb 3.8 4.5 2.8 25 26 3.1 3.1 29 2.9 28 29 2.3 1.8 126
total 325 33.3 31.8 31.7 32.2 33.1 33.5 33.7 34.1 34.4 34.9 34.7 44.2 45.0
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Table 8. Bias (ppb) and correlation coefficient (r) of ozone timelines between ozone sonde
observations and model results for a matching time period.

Sites Configuration 800 hPa 500 hPa 250 hPa
Alert online 9.25/0.74 | 11.06/0.57 | -60.25/0.45
MERRA 11.62/0.88 | 14.43/0.69 | 12.24/0.76
GEOS5 1.03/0.72 411/0.68 | -28.18/0.84
NyAlesund online 4.83/0.45 5.42/0.75 | -68.21/0.54
MERRA 5.99/0.77 8.98/0.49 3.16/0.69
GEOSS5 -0.40/0.78 | -1.31/0.77 | -19.12/0.48
Edmonton online 10.77/0.36 | 11.24/0.65 | 46.60/0.68
MERRA 10.81/0.68 | 10.17/0.50 | 57.91/0.76
GEOS5 -0.64/0.86 | -1.78/0.83 | 22.52/0.70
Payerne online 13.73/0.76 | 7.63/0.87 38.70/0.44
MERRA 9.67/0.86 | 11.86/0.73 | 46.08/0.65
GEOS5 2.30/0.92 2.80/0.92 | 41.84/0.73
Sapporo online 11.04/0.25 | 13.97/0.79 | 73.98/0.73
MERRA 12.25/0.64 | 17.88/0.77 | 127.97/0.75
GEOS5 4.91/0.72 2.53/0.90 | 117.67/0.63
Boulder online 4.07/0.78 6.72/0.71 22.98/0.45
MERRA -2.46/0.82 | 7.86/0.67 | 21.68/0.55
GEOS5 -2.83/0.86 | 3.95/0.85 | 31.10/0.64
Sancristobal online 8.59/0.04 4.40/0.69 5.33/0.63
MERRA 3.30/0.12 4.53/0.75 13.00/0.74
GEOS5 -3.37/0.08 | -0.56/0.67 | 10.86/0.74
Lauder online -0.68/0.91 1.65/0.68 | 22.95/0.41
MERRA 0.86/0.92 5.44/0.60 | 26.25/0.63
GEOS5 -3.18/0.92 | 2.19/0.78 | 30.35/0.66
Neumayer online -1.48/0.95 | -3.14/0.85 | -53.98/0.70
MERRA -3.35/0.91 | -1.59/0.88 | -19.76/0.81
GEOS5 -11.68/0.87 | -8.15/0.87 | -44.51/0.89
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Table 9. Tropospheric (0zone < 100 ppb) ozone budget, methane lifetime, isoprene and light-
ning emissions averaged for 2006-2008.

Name Burden Production Loss  Net Chem. Deposition STE Lifetime CH, lifetime Isoprene Lightning
Units Tg Tglyear Tglyear Tglyear Tg/year  Tglyear days years Tg/year  TgN/year
GEOS5 328 4897 4604 293 705 411 26.0 8.7 540 3.6
MERRA Neu 345 4778 4682 96 770 674 26.9 8.7 540 4.4
MERRA 346 4868 4760 108 781 673 26.5 9.1 540 4.4
Online 349 5014 4657 357 773 416 27.4 9.8 602 4.3
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Table 10. CO evaluation against NOAA/GMD stations.

Annual Annual Annual Seasonal Seasonal Seasonal

mean mean mean cycle cycle cycle
bias rmsd  correl. bias rmsd correl.
(ppb)  (ppb) (ppb) (ppb)
MERRA 2.8 28 0.99 -3.8 53 0.47
Online -8.3 22 0.80 -8.5 40 0.37

64



Table 11. Slope of linear fit of annual mean modeled aerosols against IMPROVE data.

Sulfate EC OC Amm. Nit.
Online 0.99 0.37 0.36 0.93
GEOS5 212 041 0.39 0.91
MERRA 190 043 0.41 0.98
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\Dynamics \<—{ Analysis

Ocean Model

Chemistry
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Fig. 1. Schematic representation of the Community Earth System Model. The dotted box
indicates the features associated with the use of specified dynamics (use of meteorological
analyses and lack of feedback through radiation).
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Fig. 2. Photolysis rates in CAM and WACCM for 1 January,

0.010

noon at 0° N conditions.
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Fig. 3. Distribution of vertical levels in the various model configurations.
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Fig. 4a. Annual (2006-2008) and zonal mean distribution of relative humidity (top), zonal wind
(middle) and temperature (bottom) in GEOS5, MERRA and the online configurations.
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Fig. 5. Mean annual bias of modeled ozone against ozone sonde climatology (Tilmes et al.,
2011) for 3 pressure levels; each square indicates the bias at the location of the ozone sonde.
Averaging is done over the overlap period between the model simulations and the observations
for each location.
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Fig. 7. Long-term change in median observed (grey shading indicates variability within the sea-
son) and simulated tropospheric ozone (top: 250 hPa, middle: 500 hPa and bottom: 800 hPa)
for a variety of stations spanning the globe. Seasonal averages are shown. Black line is obser-
vations, red line is online, green line is GEOS5 and blue line is MERRA.
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MOPITT GEOS5

500 hPa with model results (convolved with a priori and averaging kernels) for winter (DJF) and
summer (JJA). Model results are averaged over the same period.
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Fig. 13. Time evolution of zonally and monthly-averaged total ozone column (in Dobson Units)
from satellite measurements (EP-TOMS and OMI, top) and online simulation (bottom).
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Fig. 15. Seasonal cycle of the aerosol optical depth from MODIS and MISR over specific

regions.
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Fig. 16. Linear correlation between observed (IMPROVE sites, black line) and modeled (in-
terpolated to observation sites) annual surface concentrations of aerosols (sulfate, top left;
elemental carbon, top right, organic carbon, bottom left, ammonium nitrate, bottom right).
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Fig. 17. Probability density function of observed (IMPROVE sites, black line) and modeled
(interpolated to observation sites) aerosol surface concentration (sulfate, top row; elemental
carbon, second row; organic carbon, third row; ammonium nitrate, bottom row). The simulation
results shown here are for the online stratosphere-troposphere (red) and the GEOS5 simulation
(green). Analysis is shown for annual (left column), winter (December-January-February, center
column) and summer (June-July-August, right column).
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