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Abstract

Three detailed meteorological case studies are conducted with the global and regional
atmospheric chemistry model system ECHAM5/MESSy(→COSMO/MESSy)n, shortly
named MECO(n), in order to assess the general performance of the on-line coupling
of the regional model COSMO to the global model ECHAM5. The cases are charac-5

terised by intense weather systems in Central Europe: an intense cold frontal passage
in March 2010, a convective frontal event in July 2007, and the high impact winter
storm “Kyrill” in January 2007. Simulations are performed with the new on-line-coupled
model system and compared to classical, off-line COSMO hindcast simulations driven
by ECMWF analyses. Precipitation observations from rain gauges and ECMWF anal-10

ysis fields are used as reference, and both qualitative and quantitative measures are
used to characterise the quality of the various simulations. It is shown that, not surpris-
ingly, simulations with a shorter lead time generally produce more accurate simulations.
Irrespective of lead time, the accuracy of the on-line and off-line COSMO simulations
are comparable for the three cases. This result indicates that the new global and re-15

gional model system MECO(n) is able to simulate key mid-latitude weather systems,
including cyclones, fronts, and convective precipitation, as accurately as present-day
state-of-the-art regional weather prediction models in standard off-line configuration.
Therefore, MECO(n) will be applied in the near future to simulate atmospheric chem-
istry exploring the model’s full capabilities during meteorologically challenging condi-20

tions.

1 Introduction

This third part of a series of articles about the newly developed 1-way on-line coupled
global and regional chemistry model system MECO(n) is dedicated to its meteorolog-
ical evaluation. Kerkweg and Jöckel (2011a) describe the connection of the Modular25

Earth Submodel System (MESSy, Jöckel et al., 2005, 2010) to the limited-area weather
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prediction and climate model of the COnsortium for Small-scale MOdeling (COSMO,
Doms and Schättler, 1999) resulting in the limited-area atmospheric chemistry model
COSMO/MESSy. This new system profits from key characteristics of the previously
established global model ECHAM5/MESSy for Atmospheric Chemistry (EMAC, Jöckel
et al., 2006), in particular from the fact that most chemistry related processes have5

been formulated scale independently and are thus directly applicable to smaller scales.
Secondly, as EMAC and COSMO/MESSy can use the same chemistry implementa-
tions (i.e. identical chemical species and reactions), the lateral boundary conditions for
the chemical tracers are consistent in contrast to the (more commonly used) alterna-
tive approach, where the boundary conditions are taken from a global model with a10

differing implementation of atmospheric chemistry.
Usually boundary data for limited-area weather prediction and climate models are

calculated off-line every few hours, at the times when output from the coarser driv-
ing model is available, and stored on disk. For the COSMO model, this is typ-
ically performed with the INT2LM tool provided by the German Weather Service15

(DWD, Deutscher Wetterdienst). As it is intended to use COSMO/MESSy for de-
tailed chemistry applications, easily a hundred or more additional boundary fields (e.g.
for each chemical tracer) would need to be processed and stored. To limit the ad-
ditional workload, the storage demands, and to potentially increase the accuracy of
the treatment of the boundary conditions, COSMO/MESSy has been further devel-20

oped to be driven on-line by the global EMAC model or a coarser COSMO/MESSy
model (Kerkweg and Jöckel, 2011b). Technically this includes the implementation
of the pre-processing tool INT2LM as a MESSy subsubmodel into COSMO/MESSy.
This on-line version of INT2LM is called INT2COSMO. In this way, a system for
the concurrent execution of one EMAC and an arbitrary number of COSMO/MESSy25

model binaries within the same MPI (message passing interface) environment has
been developed. Each COSMO/MESSy model instance is driven by another, coarser
COSMO/MESSy instance or by ECHAM5/MESSy. The implementation is such that
several nesting instances can be applied in one simulation, for instance, it is possible

1535

http://www.geosci-model-dev-discuss.net
http://www.geosci-model-dev-discuss.net/4/1533/2011/gmdd-4-1533-2011-print.pdf
http://www.geosci-model-dev-discuss.net/4/1533/2011/gmdd-4-1533-2011-discussion.html
http://creativecommons.org/licenses/by/3.0/


GMDD
4, 1533–1567, 2011

Meterological
evaluation of

MECO(n)

C. Hofmann et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

to perform simultaneous simulations in different regions at the same time, to sim-
ulate ensembles in the same region, to work with interlaced nests of one region
with increasing resolution, or any combination of those. The setup of the system
and the data exchange are driven by the Multi-Model-Driver (MMD) library, which is
part of the MESSy system. The reader is referred to Kerkweg and Jöckel (2011b)5

for the technical details of this coupling. The 1-way on-line coupled model system
ECHAM5/MESSy(→COSMO/MESSy)n is named MECO(n) (MESSy-fied ECHAM and
COSMO), where n denotes the number of nested COSMO/MESSy instances.

Before MECO(n) can be used for the first atmospheric chemistry applications, it is im-
portant to test its performance for purely meteorological simulations (i.e. without chem-10

istry). Since potential applications of this model system are in the area of chemical
weather prediction, air pollution studies, and the interpretation of chemical observa-
tions during field experiments, the question arises, how accurately the COSMO/MESSy
model, on-line coupled to the global climate chemistry model EMAC, captures specific
meteorological events, compared to the classical setup, where COSMO is driven off-15

line by meteorological data from a global model forecast or analyses.
To address this question, we investigate simulations of three meteorologically diverse

cases:

1. a cold-frontal passage over Germany in March 2010,

2. an intense linearly organised convection event during the COPS campaign in20

July 2007, and

3. the development of the winterstorm “Kyrill” in January 2007.

The first case has been chosen to test the model’s performance for a precipitation
event induced by large-scale dynamical forcing. As events with deep convection are
particularly challenging to predict accurately, the second case probes for this. In the25

third case study we investigate the performance of the model to capture the evolution
of the winterstorm “Kyrill”. For all cases, simulations are performed with the new model
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system and compared to the classical approach, where COSMO is driven off-line with
boundary conditions provided from ECMWF analyses. Various measures are used to
compare the quality of the two model setups (mean and root mean square (RMSE)
values of selected variables in predefined regions; spatial structure and amplitude of
precipitation; track and intensity of synoptic-scale weather system). This approach5

allows to investigate the model performance in some detail for specific meteorological
situations – in contrast to a more statistical approach, which would be based upon
a systematic evaluation of long-term parallel experiments with the classical approach
and the new model system.

Section 3 outlines the setup of the MECO(n) system, after the evaluation strategy10

has been explained in Sect. 2. The case studies are investigated in Sect. 4, while
Sect. 5 informs about some additional findings in view of the coupling strategy. Finally,
the results of the case studies are summarised and conclusions are drawn for the future
application of the new model system.

2 Evaluation strategy and validation data15

The central point of this article is to show that the MECO(n) system can be used in
the future to investigate air chemistry aspects of distinct meteorological events. Ac-
cordingly, the meteorological results of an on-line coupled COSMO/MESSy simulation
must be comparable in terms of quality to usual COSMO model simulations. For our
case studies, COSMO simulations are performed with a 7 km (1st and 2nd case) and20

a 14 km (3rd case) horizontal grid spacing, respectively. The coarser resolution for the
3rd case has been chosen because of the large model domain needed to capture the
life-cycle of the cyclone.

Two model simulations are compared for each case:

1. The first simulation type uses the classical COSMO model setup, where the25

COSMO model is driven off-line by 6-hourly boundary data based on ECMWF
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analyses as shown in Fig. 1a. For the considered cases, ECMWF analysis data
are available in T799L91 resolution. After interpolation and transformation using
the pre-processing tool INT2LM (step 1 in Fig. 1a), the fields can be directly used
to drive the off-line COSMO model simulation (step 2). Whenever there will be
any changes in the COSMO model namelist setup for further simulations, step 15

in Fig. 1a) has to be executed again. Because step 1 has to be terminated before
starting step 2, the obtained initial and boundary data have to be stored on disk.
Simulations performed with this setup are hereafter called “off-line simulations”.

2. The second simulation type uses the newly developed MECO(n) system and is
hereafter called “on-line simulation”. Figure 1b schematically illustrates this sys-10

tem, which is described in detail in Sect. 3. For these simulations, boundary
data are provided on-line at every model time step via the MESSy subsubmodel
INT2COSMO (Kerkweg and Jöckel, 2011b). For simulating specific meteorolog-
ical situations, it is necessary to nudge the climate model EMAC (step 1 in Fig.
1b). After interpolation using the pre-processing tool INTERA1 one-time, the fields15

can be stored and used again for further simulations, independent of the COSMO
model namelist setup.

For easier reference, the simulations on the 7 km (14 km) grid are simply called
“COSMO simulations” and the respective model domain, as illustrated in Fig. 2, is
called “COSMO region”. To differentiate between simulations two indices are used:20

– The first one, “off” or “on” indicates whether the simulation is an off- or on-line
simulation, respectively.

– The second label provides the time at which the simulation was started, including
the day and the full hour in UTC.

1http://wekuw.met.fu-berlin.de/∼IngoKirchner/nudging/nudging/software/index.html
1538
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For instance, COSMOon,26 00 is an on-line COSMO simulation started at the 26th of
the respective month at 00:00 UTC. COSMOoff,25 12 is an off-line COSMO simulation
started 12 h earlier than COSMOon,26 00.

The off- and on-line simulations use the same COSMO model namelist setup, i.e.
the same model grid and physical parametrisation. For the model evaluation we com-5

pare the respective on-line and off-line COSMO simulations to the ECMWF analyses
interpolated from the spectral model resolution T799L91 to a regular grid with a hori-
zontal resolution of 0.5◦. The ECMWF analysis fields are used as reference (or “truth”)
except for the evaluation of the simulated precipitation field, for which, dependent on
the case, two observational data sets have been available: for the first case study the10

simulated precipitation is compared to hourly observational data from about 1260 rain
gauge stations in Germany, operated by the DWD. Additionally, precipitation forecasts
from the global ECMWF model are used for the comparison. A different precipitation
data set is used for the evaluation of the second case study. Here, daily rain gauge
measurements were interpolated to the COSMO domain with 7 km grid spacing using15

the gridding technique by Frei and Schär (1998). The resulting fields were then com-
bined with hourly radar composites to obtain gridded fields of hourly precipitation in
Germany, as described in Paulat et al. (2008). Not only the COSMO simulations, but
also the driving models (ECMWF and EMAC) are compared with these data.

3 Model description and setup20

For the on-line simulations EMAC in T106L31 resolution is used as the global driv-
ing model. As the difference in resolution between a spectral T106 model and the
target 7-km COSMO grid is large, an intermediate COSMO model instance is re-
quired to avoid interpolation errors. The grid distance of the intermediate COSMO
model is 0.36◦ (≈40 km). Figure 2 illustrates this for all three cases: The inte-25

rior, darker grey area indicates the COSMO model domain (Fig. 2a for 1st and
2nd case, Fig. 2b for 3rd case), where the off-line and on-line simulations are

1539
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compared. The lighter grey area corresponds to the larger domain of the intermedi-
ate COSMO instance. This results in a MECO(2) setup with three model instances:
EMAC→COSMO(40 km)/MESSy→COSMO(7/14 km)/MESSy.

Figure 1b schematically illustrates the setup of the MECO(2) system: Boundary data
for both COSMO/MESSy instances are provided at every EMAC time step, i.e. every5

six minutes, even though the intermediate COSMO instance uses a time step of 120 s
and the target COSMO instance a time step of 40 s. The higher frequency of boundary
data provision compared to the off-line simulations (Fig. 1a) is required, since with the
on-line coupling the boundary data is no longer interpolated between two instants of
time, but changes instantaneously to new values at each coupling time step (for more10

details about the technical realisation of the on-line coupling see Kerkweg and Jöckel,
2011a). As this study considers specific meteorological situations, the climate model
EMAC has been nudged to the “observed” meteorology, i.e. to the same ECMWF anal-
ysis data set that is used for the generation of the initial and boundary data of the
off-line simulations. We applied a weak nudging of four prognostic model variables:15

temperature, divergence, vorticity and the logarithm of surface pressure (described in
Jöckel et al., 2006). The nudging is only applied on the synoptical scale in the free tro-
posphere, allowing the EMAC model to develop to a certain degree “its own dynamics”.

As shown in Fig. 1a, for the off-line simulations, ECMWF analysis data are di-
rectly transformed and interpolated to the COSMO grid using the pre-processing tool20

INT2LM. In case of a MECO(2) simulation, EMAC is initialised by ECMWF analysis
data interpolated (in an off-line pre-processing step) to the EMAC grid by the program
INTERA. During the initialisation phase the initial fields of EMAC are interpolated to
the intermediate COSMO model grid using the MESSy submodel INT2COSMO (i.e.
the “on-line version” of INT2LM). Finally, during the initial phase of the intermediate25

COSMO simulation, its initial fields are again interpolated by INT2COSMO to the tar-
get COSMO model grid. Thus, while the off-line COSMO simulation gets its initial fields
by one interpolation, the initial fields of the on-line COSMO simulation are the result of
three interpolation steps, where the first interpolation coarsens the data fields (onto the

1540
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EMAC grid), before it is interpolated twice to a finer grid. Thus we expect small differ-
ences due to the various interpolation steps in the initial conditions of the off-line and
on-line COSMO simulations. Nevertheless, the basis for both simulations are ECMWF
analyses and the resulting initial fields are very similar.

4 Case studies5

Figure 2a shows the regions of both COSMO instances in the MECO(2) setup, which
are used for the first two case studies. The smaller COSMO has a grid point distance
of 0.0625◦ (≈7 km), the coarser COSMO simulations with a grid point distance of 0.36◦

(≈40 km). Fig. 2a also shows the coarser grid of EMAC (≈90 km).

4.1 Case 1: cold-frontal passage10

In the first case study the cold-frontal passage of a low-pressure system named “Judy”
and the associated precipitation over Germany is analysed.

At the beginning of 26 March 2010 “Judy” developed as a weak depression along the
occluding front of a complex low-pressure system located over Great Britain and moved
towards northeastern Germany later during the day. Warm subtropical air transported15

from southern regions ahead of the surface cold front and cold moist air advected
equatorward behind the front led to a large horizontal temperature contrast up to 15◦ C
over Germany. Strong wind gusts and intense precipitation characterised this frontal
passage over Germany. Two different start times (00:00 UTC 24 and 26 March) are
used to investigate the passage across Germany of this marked cold front. The differ-20

ent lead times of these simulations relative to the frontal passage (two days compared
to a few hours) are important for the performance of the simulations, which both end
at 00:00 UTC 28 March. In the following, the COSMO simulations are labelled as de-
scribed in Sect. 3.
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Figure 3 compares the temporal development of typical meteorological parameters
averaged in the area of Germany. Only some slight deviations between model simu-
lations and verifying ECMWF analyses are apparent, concerning mainly the maximum
and minimum values. While specific humidity (Fig. 3b) is better represented by the off-
line simulations at the beginning of the simulations, sea level pressure (SLP, Fig. 3d)5

and geopotential height (Fig. 3c) are better captured at the end of the simulations. On-
line simulations yield better results for the overall temperature development (Fig. 3a)
and for SLP at the beginning of the simulation.

As described in Sect. 3, initial fields of all simulations are calculated from ECMWF
analyses. After the initialisation, the off-line simulations obtain information from10

ECMWF analyses directly at the boundaries. In contrast, the boundary data for the
MECO(2) system is provided by the global driving model EMAC, whose simulations
are nudged by ECMWF analyses. In spite of this important difference, simulations of
the two types develop in a very similar way. The essential development of the different
parameters, e.g. a strong temperature decrease accompanying the frontal passage15

(Fig. 3a), is captured by all simulations. Keeping in mind that these time series are
averaged over a large area (Germany), no essential differences appear for the different
lead times of the simulations. In summary, regionally averaged values of the on- and
off-line simulations evolve similarly and compare favourably with the reference analy-
ses.20

To get an impression of the spatial representation of the cold front, Fig. 4 shows
low-tropospheric temperature and wind fields in Germany and the neighboring coun-
tries. The large temperature gradient mentioned above is obvious in all simulations
as well as the strong southerly winds. But there are also significant differences, es-
pecially for the COSMO simulations with longer lead times: the temperature gradient25

in the simulation COSMOoff,24 00 is clearly underestimated compared to the ECMWF
analyses, whereas in COSMOon,24 00 the position of the front is too far to the east.
Although the fields in EMAC24 00 look almost the same as the ones in EMAC26 00 (not
shown), COSMOon,26 00 performs much better than COSMOon,24 00. The simulations
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with longer lead time have been initialised 48 h earlier with slightly different initial fields
(described in Sect. 3). After their initialisation, COSMO models are able to develop
their own dynamics and the resulting fields increasingly differ with increasing runtime.

Comparing the 6-hourly accumulated simulated precipitation between 06:00 and
12:00 UTC (Fig. 5) leads to similar results: the frontal rainfall and its propagation over5

Germany is well simulated in all cases. In general, intensity and location of the frontal
band of precipitation agree with the observational data of the rain gauge stations for
all COSMO simulations apart from a few slight deviations. The EMAC simulation with
longer lead time (EMAC24 00) shows the most obvious deviation in Fig. 5, as the pre-
cipitation field reaches too far to the north. Due to the performance of its driving model,10

COSMOon,24 00 yields worse results than its off-line counterpart COSMOoff,24 00. For
the simulations with shorter lead times, results of COSMOon,26 00 are as close to the
observations as those of COSMOoff,26 00. Figure 6 shows precipitation accumulated
between 12:00 and 18:00 UTC. During this period the front propagates across Ger-
many. The observations show three precipitation maxima: the largest one in the north15

east, one to the north of the Alps and one near the Czech border (Fichtelgebirge).
The largest maximum is well reproduced in the simulations with shorter lead time. The
third maximum is missing in the ECMWF short-range forecast, it is too far in the east
in on-line and too large in off-line simulations, whereas the southern field is much too
strong in all COSMO simulations. Although the front in EMAC24 00 is located nearly at20

the same place as in EMAC26 00, COSMOon,26 00 produces much better results than
COSMOon,24 00, because of the later initialisation. Again, all simulations with longer
lead times show stronger deviations, which is understandable, because these simula-
tions could develop their own dynamics during sixty hours.

Summarising this first case study, MECO(2) is able to simulate a frontal passage25

accompanied by large scale precipitation. Nevertheless, simulations with a shorter lead
time perform better. Comparing the off- and on-line simulations for different parameters,
differences between the simulations occur in the range of the spread, an usual COSMO
ensemble forecast would have.
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4.2 Case 2: intense linearly organised convection during the COPS campaign

In a second case study the performance of MECO(2) in simulating an event of con-
vective summertime precipitation in Central Europe is analysed. Therefore a frontal
passage dominated by convective processes on 20 July 2007 was selected. The event
occurred during the COPS field experiment (Convective and Orographically induced5

Precipitation Study, Wulfmeyer et al., 2011) and is referred to as the intense observa-
tions period IOP-9c. As described in Kottmeier et al. (2008), a mesoscale convective
system over eastern France was mainly responsible for initiating convection in this
case. Its cold front formed and propagated quickly north-eastward during the morn-
ing of 20 July. Ahead of the front, thermally driven circulations caused the formation10

of a convergence line, which triggered several new convective cells. This case has
also been investigated using different observational data to identify the processes re-
sponsible for initiating the convection (Corsmeier et al., 2011). Schwitalla et al. (2011)
simulated this case using the WRF model2.

As in the previous section, off- and on-line simulations starting at two different times15

are compared in this case study. The simulations with longer lead times are started at
00:00 UTC 19 July, the ones with shorter lead time at 00:00 UTC 20 July. The end time
of all simulations is 12:00 UTC 21 July. The COSMO region and resolution is the same
as in Sect. 4.1.

Figure 7 shows the diurnal cycle of precipitation associated with the passage of this20

front, averaged over Germany. Obviously, the simulations with the longer lead times,
COSMOon,19 00 and COSMOoff,19 00, have difficulties to produce the right amount of
precipitation. While COSMOon,19 00 underestimates precipitation at the beginning of
the event, COSMOoff,19 00 produces too much rainfall at the end. Starting the simu-
lations 24 h later leads to a considerable improvement. On- and off-line simulations25

are very similar at the beginning of the simulation. Compared to the distribution of
the observed precipitation, they reach the first maximum with correct intensity, but

2http://www.wrf-model.org/index.php
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approximately three hours later than observed. Figure 8 shows the structure of the
precipitation field and confirms the time offset of approximately 3 h. Apart from the
convective structures in the foothills of the Alps, COSMO simulations with shorter lead
times produce the precipitation associated with the front nearly at the same place as
observed three hours earlier. Clearly, on the small scale there are also some devia-5

tions between the short-range COSMO simulations and the observations, especially
considering the location and strength of the precipitation maxima along the front.

While according to Fig. 7 the observed precipitation reveals a second maximum
about four hours later, the distance to the second maximum in both COSMO simula-
tions is considerably longer, approximately seven hours. Regarding the spatial distribu-10

tion of the precipitation in Fig. 9, this second maximum can be dedicated to convective
precipitation in the area of the foothills of the Alps, which is not associated with the
frontal passage. As all COSMO models simulate this convection later than observed,
the second maximum in Fig. 7 appears delayed and not as strong as observed, be-
cause the frontal convection already starts decaying.15

Although for numerical weather prediction models convection is one of the most
difficult processes to simulate accurately, on- and off-line COSMO simulations produce
the frontal convection reasonably well, with a slight time shift but approximately at the
right place. Keeping in mind that the aim of this study is to test the MECO(2) system
concerning its meteorological performance, it is also very important to realise that the20

on-line simulations perform also for this case study as good as the off-line simulations.

4.3 Case 3: development of winterstorm Kyrill

In the third case, the accuracy of the synoptic evolution of the winterstorm “Kyrill” is
investigated in the various model simulations. As shown by Fink et al. (2009), the de-
velopment of this cyclone can be separated in two stages. The original “Kyrill” cyclone,25

hereafter named K1, formed over northeastern Arkansas (USA) during 14 January,
thus about four days before “Kyrill” caused strong storm damages in Europe between
17 and 19 January 2007. Driven by the upper-level flow, K1 propagates north-eastward
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to the western North Atlantic, where it experiences a rapid intensification. According
to ECMWF analyses (Fig. 10), there is a remarkable pressure decrease in the centre
of the cyclone by 35 hPa between 12:00 UTC 16 January (998 hPa) and 12:00 UTC
17 January (963 hPa). At 00:00 UTC 18 January, just at the time when the propagation
of K1 over the North Atlantic comes to a halt, occludes, and starts to decay, a second5

depression, referred to as K2, forms at the occlusion point of K1. In the following, K2
experiences a further intensification again triggered mainly by upper level processes
(described in Fink et al., 2009), which led to an even deeper core pressure (961 hPa
according to ECMWF analyses) compared to its parent cyclone K1. Afterwards, K2
keeps its low pressure and associated intense circulation while moving across Cen-10

tral and Eastern Europe, causing strong storm damages. As shown by Fink et al.
(2009), damage occurred in an exceptionally large area (compared to other damaging
European winterstorms). In the following, we focus on the representation of the devel-
opment of “Kyrill” over the North Atlantic in the model simulations, in particular on the
track and the development of minimum sea level pressure (SLP) for K1 and K2.15

Because of the fairly large domain required to capture the evolution of this storm, a
coarser grid point distance of 0.125◦ (≈14 km) is selected for the inner COSMO region
(Fig. 2b), compared to the first two case studies. As before, the coarser COSMO model
uses a grid point distance of 0.36◦ (≈40 km), and the driving model EMAC is used in
the T106L31 setup. The simulations with longer lead times are started on 12:00 UTC20

16 January; the ones with shorter lead time at 00:00 UTC 18 January. All simulations
end at 12:00 UTC 19 January.

Using the tracking algorithm of Wernli and Schwierz (2006), the track of “Kyrill”
and the time evolution of the cyclone’s minimum SLP are determined in the analy-
ses and model simulations, as shown in Fig. 10. First the COSMO simulations start-25

ing at 12:00 UTC 16 January (marked with crosses in Fig. 10) are compared with
ECMWF analysis data. The decrease of the minimum SLP associated with K1 cor-
responds more favourably to the analysis data in the simulation COSMOon,16 12 than
in COSMOoff,16 12. In COSMOoff,16 12, K1 reaches a minimum SLP that is 5 hPa too
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high compared to the analyses. The tracks of K1 are nearly identical for all simu-
lations. For K2 the performance of the two simulations is reversed and the simula-
tion COSMOoff,16 12 has a deviation of up to 7 hPa. While it is possible to follow the
track of K2 in the simulation COSMOon,16 12, there are difficulties in following K2 in
COSMOoff,16 12. In this simulation the development of a new depression near the par-5

ent cyclone, associated with a new minimum in SLP, occurs three times instead of
once. These additional depressions are also striking in Fig. 10a.

As in the previous case studies, there are no remarkable differences concerning
the COSMO simulations with shorter lead time. Starting at the time when K2 be-
gins to develop, the temporal evolution of central SLP and the track are very similar in10

COSMOon,18 00 and COSMOoff,18 00. As mentioned in Fink et al. (2009), the estimates
of minimum SLP along the track of “Kyrill” are around 960 hPa and the off- and on-line
COSMO simulations are both close to this value.

Figure 11 shows the field of specific humidity at 700 hPa and contours of SLP at
06:00 UTC 18 January 2007. Six hours after the genesis of the second depression, all15

simulations capture the dipolar structure of “Kyrill” with the two local SLP minima K1
and K2. The characteristic distribution of specific humidity of this cyclone, including the
marked gradients across the surface fronts, is well captured even by the simulations
with longer lead times.

Also for this case study it can be concluded, that the MECO(2)-system is able to20

simulate the dynamical evolution of an intense extratropical cyclone like “Kyrill”. The
development of the cyclone track, minimum SLP, the humidity field, and further param-
eters (not shown) are captured well (in parts even better) compared to off-line COSMO
simulations.

5 Remarks about the coupling strategy25

The case studies presented in Sects. 4.1 to 4.3 provide evidence that it is possible to
simulate different meteorological situations using the MECO(2) system. For all these
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studies, the COSMO instances and its driving model EMAC have been started at the
same time. In this section these simulations are compared to simulations, in which
EMAC starts earlier than COSMO. In this case, hereafter called “restart simulation”
(e.g. COSMOres,26 00), EMAC simulations for a certain time before the COSMO simu-
lations start. The initial fields for the COSMO simulation are calculated from the actual5

EMAC simulation, which is nudged with ECMWF analysis data. For a better compar-
ison, the EMAC simulation starts at the same time as the simulation with longer lead
time (e.g. as COSMOon,24 00 for the frontal case), whereas the COSMO simulations
start, when the simulation with shorter lead time (e.g. COSMOon,26 00) were initialised.

As an example, Fig. 12 shows the resulting fields of equivalent potential temperature,10

SLP and precipitation for the frontal case at 12:00 UTC 26 March 2010 (Sect. 4.1).
The restart simulation COSMOres,26 00 yields better results than COSMOon,24 00 and
simulates the front in good agreement with the analyses and observations, respectively.
The minimum of SLP and the maximum of precipitation are simulated slightly too far in
the north. These aspects are captured best in the simulation COSMOon,26 00 although15

in this simulation the front has already propagated too far to the east. Because both
simulations differ from the reference, it is difficult to decide whether COSMOon,26 00
or COSMOres,26 00 lead to better results. Restart simulations for additional cases (not
shown) reveal qualitatively similar results. Typically, simulations with the shortest lead
time and simultaneous starts of EMAC and COSMO yield the best results.20

To get further insight into the performance of the different types of simulations, Fig. 13
shows time series of the gridpoint-based root-mean-square error (RMSE) for different
variables and for the two frontal cases in 2010 (Sect. 4.1) and 2007 (Sect. 4.2). Results
are presented for temperature at 850 hPa, specific humidity at 700 hPa, and geopo-
tential at 500 hPa. The RMSE is calculated between the COSMO simulations and25

the ECMWF analyses for the complete smaller region (Fig. 2a) except for a bound-
ary frame of 15 gridpoints. Comparing first off-line and on-line COSMO simulations,
their development is very similar at the beginning. After a certain time, the RMSE
of the on-line simulation rises faster, resulting in smaller errors for COSMOoff at the
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end of most simulations. As the comparison is made with ECMWF analyses, this
outcome is not surprising: while the boundary fields of the off-line simulation are di-
rectly computed from ECMWF analyses, the on-line simulations get their boundary
data from EMAC, which is only nudged by ECMWF analyses and develops partly its
own dynamics. Because of the slight differences in calculating initial fields (described5

in Sect. 3), the RMSE is not zero at the initial time step. Comparing the RMSE of
the restart simulation with the other on-line coupled simulations leads to the same re-
sults as mentioned above: in most cases, COSMOres simulations yield a lower RMSE
than the simulation with longer lead time, e.g. COSMOon,24 00. Simulations with shorter
lead time (COSMOon,26 00), however, yield the best results. Especially at the initial time10

step of a COSMOres simulation the RMSE is fairly high, sometimes even higher than in
COSMOon,24 00, because of the calculation of the initial field from EMAC. Comparing
the different parameters, nearly all parameters develop similarly. The RMSE values for
the frontal case are generally lower, indicating that the cold frontal passage (Fig. 13,
left panel) is easier to simulate than the convective case (Fig. 13, right panel) for the15

COSMO model. Only the RMSE of the geopotential for the convective case deviates
from this behaviour. Here COSMOres appears to be as good as COSMOon,20 00 and
both simulations are clearly better than the off-line simulations. Note, however, that all
simulations lead to very good results for the geopotential in this case, as RMSE values
are very small.20

In summary, the experiments indicate that in order to get the best results for a certain
meteorological event, the best way to handle MECO(2) is to start simulations of EMAC
and COSMO at the same time and as closely as possible to the time of the event. If
initial fields for EMAC simulations are only available a few days before the event, it is
preferable to do a restart simulation than to start also COSMO with an extended lead25

time.
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6 Conclusions

This third part of a series of articles on the new 1-way on-line coupled chemistry model
system MECO(n), presents three case studies associated with intense surface weather
conditions in order to test the model system’s ability in accurately representing the
meteorological flow evolution. The simulations with the new system are compared5

with standard off-line simulations, where the boundary conditions of the regional model
COSMO are calculated by temporal interpolation from 6-hourly available ECMWF anal-
yses. In contrast, the on-line simulations obtain updated boundary data at every time
step of the global model EMAC, which is nudged with the ECMWF analyses. The off-
line simulations are used as a benchmark and various model validation diagnostics are10

applied to quantify the accuracy of the two types of simulations for the three case stud-
ies in comparison to ECMWF analyses and observed precipitation fields. For all on-line
simulations a double nesting is applied, with a first coarser COSMO/MESSy instance
nested within EMAC (with a grid spacing of 40 km) and a second, higher-resolution
COSMO instance nested within the coarser COSMO. The model validation focuses on15

these higher-resolution COSMO simulations.
The first case is associated with the passage of an intense cold front across Ger-

many in March 2010. All simulations, starting at 00:00 UTC 24 March and 00:00 UTC
26 March well capture the pronounced temperature decrease and the passage of the
upper-level trough over Germany during the 26 March. The horizontal temperature20

contrast of the surface front is underestimated in all COSMO simulations, but slightly
less so in the on-line simulations. The structure of the frontal precipitation is reasonably
well simulated by the later simulations starting at 00:00 UTC 26 March. Precipitation
intensity is realistically captured by the off-line simulation and slightly underestimated
by the on-line simulation.25

The second case considers an event of intense frontal convection during the COPS
field experiment in July 2007. Again, simulations with different lead times are initi-
ated at 00:00 UTC 19 July and 00:00 UTC 20 July. Averaged over Germany, the later
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simulations produce the precipitation maximum during the evening of the 20 July rather
accurately, whereas the simulations with a greater lead time strongly underestimate
precipitation during this day, in particular the on-line simulation. In terms of precip-
itation structure, the later simulations (off-line and on-line) both capture to a certain
degree the frontal band that extended over large parts of Germany and its intense5

embedded maxima of convective precipitation, however with a time shift of approxi-
mately 3 h. It is known from model verification studies that timing errors of up to 3 h are
common for short-range predictions with the COSMO model of summer precipitation
in Germany (Zimmer and Wernli, 2011). It is important that also for this challenging
type of precipitation system, the quality of the on-line simulation is comparable to the10

standard off-line approach.
In the third case study, simulations of the severe winter storm “Kyrill” are considered

that are initiated at 00:00 UTC on 16 and 18 January 2007, respectively. For this case,
a larger model domain and a coarser resolution of the second COSMO instance have
been chosen, illustrating the flexibility in the setup of the MECO(n) model system. The15

focus of the validation is on the track, intensity, and surface structure of the storm’s sec-
ondary low pressure system that led to devastating winds in Germany on 18 January.
The earlier off-line simulation is not able to produce the complex evolution associated
with the genesis of the secondary low over the eastern North Atlantic. All other simu-
lations capture this development and produce rather accurate tracks of the secondary20

system (although by slightly overestimating the storm’s intensity). The frontal structure
associated with the cyclone and the prefrontal transport of humid air masses are well
represented in all simulations.

In addition, for the first and second case study, sensitivity experiments are performed
to assess the sensitivity of MECO(n) simulations to the coupling strategy. Simulations25

with a simultaneous start of all model instances (EMAC and the two COSMO/MESSy
instances) at time t0 are compared to simulations with an earlier start of the global
model EMAC (at t0−∆t) and to simulations with a simultaneous start of all instances at
the earlier time, t0−∆t. The simulation errors, measured in terms of the RMSE of a set
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of key parameters, are typically smallest for the simulations with a simultaneous start
of all models at the later time t0. The strategy with starting EMAC at an earlier time
produces larger errors, most likely because of accumulated model errors of the global
model until the start of the COSMO instances at t0. However, these simulations still
perform slightly better than the simultaneous strategy where all instances are launched5

at the earlier time t0−∆t.
The three case study experiments indicate that the newly developed model system

MECO(n) is able to simulate the meteorological evolution associated with extratropical
cyclones, fronts, and frontal convection with similar accuracy than the usually per-
formed off-line COSMO simulations driven by ECMWF analysis fields. This is a key10

prerequisite for the future application of the MECO(n) model system for simulations of
atmospheric chemistry during complex weather situations. Clearly, the small sample
of cases investigated in this study does not allow to draw a statistically robust con-
clusion about the overall model performance – however, the detailed comparison of
frontal structures, intense frontal convection, and cyclone tracks provides important15

insight into the model’s capability in simulating these complex meteorological phenom-
ena, which will be essential for an accurate simulation of the transport and removal of
chemical species.
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Fig. 1. Schematic illustration of the temporal evolution of (a) off-line and (b) on-line simulations.
Abbreviations are used for boundary (B), initial (I), nudging (N) and interpolated (int) data.
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Fig. 2. Model setup, showing smaller and larger COSMO instances nested within EMAC. The
height of the topography is shown (colours, in m a.s.l.) to illustrate the different resolutions of
the instances of the MECO(2) system. Panel (a) shows the model setup used for the frontal
passage over Germany (Sect. 4.1) and the convective processes during the COPS campaign
(Sect. 4.2), panel (b) shows the setup for winterstorm “Kyrill” (Sect. 4.3).
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Ch. Hofmann et al.: Meterological Evaluation of MECO(n) 5

Fig. 3. Time series of typical meteorological parameters averaged in the area of Germany for the frontal case from 00 UTC 24 to 00 UTC
28 March 2010. Shown are (a) temperature (T, in ◦C) at 850 hPa, (b) specific humidity (QV, in g/kg) at 700 hPa, (c) geopotential height (Z,
in m) at 500 hPa and (c) sea level pressure (SLP, in hPa). Because the output of Z and SLP is not available for EMAC, time series of these
variables are not shown for EMAC in panels (c) and (d).

4.1 Case 1: Cold-frontal passage

In the first case study the cold-frontal passage of a low-
pressure system named “Judy” and the associated precipi-
tation over Germany is analysed.

At the beginning of 26 March 2010 “Judy” developed as
a weak depression along the occluding front of a complex
low-pressure system located over Great Britain and moved
towards northeastern Germany later during the day. Warm
subtropical air transported from southern regions ahead of
the surface cold front and cold moist air advected equator-
ward behind the front led to a large horizontal temperature
contrast up to 15◦C over Germany. Strong wind gusts and
intense precipitation characterised this frontal passage over
Germany. Two different start times (00 UTC 24 and 26

March) are used to investigate the passage across Germany
of this marked cold front. The different lead times of these
simulations relative to the frontal passage (two days com-
pared to a few hours) are important for the performance of
the simulations, which both end at 00 UTC 28 March. In the
following, the COSMO simulations are labelled as described
in Sect. 3.

Figure 3 compares the temporal development of typical
meteorological parameters averaged in the area of Germany.
Only some slight deviations between model simulations and
verifying ECMWF analyses are apparent, concerning mainly
the maximum and minimum values. While specific humid-
ity (Fig. 3b) is better represented by the off-line simulations
at the beginning of the simulations, sea level pressure (SLP,

Fig. 3. Time series of typical meteorological parameters averaged in the area of Germany for
the frontal case from 00:00 UTC 24 March to 00:00 UTC 28 March 2010. Shown are (a) tem-
perature (T , in ◦C) at 850 hPa, (b) specific humidity (QV, in g kg−1) at 700 hPa, (c) geopotential
height (Z , in m) at 500 hPa and (c) sea level pressure (SLP, in hPa). Because the output of Z
and SLP is not available for EMAC, time series of these variables are not shown for EMAC in
panels (c) and (d).
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Fig. 4. Temperature (colours, in ◦C) and horizontal wind vectors at 850 hPa at 12:00 UTC
26 March 2010 for different model simulations and ECMWF analyses (top left panel).
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Ch. Hofmann et al.: Meterological Evaluation of MECO(n) 7

Fig. 5. 6h-accumulated precipitation for 06-12 UTC 26 March 2010 for different simulations and rain gauge observations (top left panel).
The red dashed line enables a better comparison between the location of the precipitation fields.Fig. 5. 6h-accumulated precipitation for 06:00–12:00 UTC 26 March 2010 for different sim-

ulations and rain gauge observations (top left panel). The red dashed line enables a better
comparison between the location of the precipitation fields.
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8 Ch. Hofmann et al.: Meterological Evaluation of MECO(n)

Fig. 6. 6h-accumulated precipitation for 12-18 UTC 26 March 2010 for different simulations and rain gauge observations (top left panel).
Fig. 6. 6h-accumulated precipitation for 12:00–18:00 UTC 26 March 2010 for different simula-
tions and rain gauge observations (top left panel).
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Ch. Hofmann et al.: Meterological Evaluation of MECO(n) 9

ary data for the MECO(2) system is provided by the global
driving model EMAC, whose simulations are nudged by
ECMWF analyses. In spite of this important difference,
simulations of the two types develop in a very similar way.
The essential development of the different parameters, e.g., a
strong temperature decrease accompanying the frontal pas-
sage (Fig. 3a), is captured by all simulations. Keeping in
mind that these time series are averaged over a large area
(Germany), no essential differences appear for the different
lead times of the simulations. In summary, regionally aver-
aged values of the on- and off-line simulations evolve simi-
larly and compare favourably with the reference analyses.

To get an impression of the spatial representation of the
cold front, Fig. 4 shows low-tropospheric temperature and
wind fields in Germany and the neighboring countries. The
large temperature gradient mentioned above is obvious in all
simulations as well as the strong southerly winds. But there
are also significant differences, especially for the COSMO
simulations with longer lead times: The temperature gra-
dient in the simulation COSMOoff,24 00 is clearly under-
estimated compared to the ECMWF analyses, whereas in
COSMOon,24 00 the position of the front is too far to the east.
Although the fields in EMAC24 00 look almost the same as
the ones in EMAC26 00 (not shown), COSMOon,26 00 per-
forms much better than COSMOon,24 00. The simulations
with longer lead time have been initialised 48 hours earlier
with slightly different initial fields (described in Sect. 3). Af-
ter their initialisation, COSMO models are able to develop
their own dynamics and the resulting fields increasingly dif-
fer with increasing runtime.

Comparing the 6-hourly accumulated simulated precipi-
tation between 06 and 12 UTC (Fig. 5) leads to similar re-
sults: The frontal rainfall and its propagation over Germany
is well simulated in all cases. In general, intensity and lo-
cation of the frontal band of precipitation agree with the ob-
servational data of the rain gauge stations for all COSMO
simulations apart from a few slight deviations. The EMAC
simulation with longer lead time (EMAC24 00) shows the
most obvious deviation in Fig. 5, as the precipitation field
reaches too far to the north. Due to the performance of its
driving model, COSMOon,24 00 yields worse results than its
off-line counterpart COSMOoff,24 00. For the simulations
with shorter lead times, results of COSMOon,26 00 are as
close to the observations as those of COSMOoff,26 00. Fig-
ure 6 shows precipitation accumulated between 12 and 18
UTC. During this period the front propagates across Ger-
many. The observations show three precipitation maxima:
the largest one in the north east, one to the north of the Alps
and one near the Czech border (Fichtelgebirge). The largest
maximum is well reproduced in the simulations with shorter
lead time. The third maximum is missing in the ECMWF
short-range forecast, it is too far in the east in on-line and
too large in off-line simulations, whereas the southern field
is much too strong in all COSMO simulations. Although
the front in EMAC24 00 is located nearly at the same place

Fig. 7. Diurnal cycle of averaged precipitation in the area of Ger-
many from 06 UTC 20 to 06 UTC 21 July 2007, as observed and
simulated by different COSMO simulations.

as in EMAC26 00, COSMOon,26 00 produces much better re-
sults than COSMOon,24 00, because of the later initialisation.
Again, all simulations with longer lead times show stronger
deviations, which is understandable, because these simula-
tions could develop their own dynamics during sixty hours.

Summarising this first case study, MECO(2) is able to
simulate a frontal passage accompanied by large scale
precipitation. Nevertheless, simulations with a shorter
lead time perform better. Comparing the off- and on-line
simulations for different parameters, differences between
the simulations occur in the range of the spread, an usual
COSMO ensemble forecast would have.

4.2 Case 2: Intense linearly organised convection dur-
ing the COPS campaign

In a second case study the performance of MECO(2) in sim-
ulating an event of convective summertime precipitation in
Central Europe is analysed. Therefore a frontal passage
dominated by convective processes on 20 July 2007 was se-
lected. The event occurred during the COPS field experiment
(Convective and Orographically induced Precipitation Study,
Wulfmeyer et al. (2011)) and is referred to as the intense ob-
servations period IOP-9c. As described in Kottmeier et al.
(2008), a mesoscale convective system over eastern France

Fig. 7. Diurnal cycle of averaged precipitation in the area of Germany from 06:00 UTC 20 to
06:00 UTC 21 July 2007, as observed and simulated by different COSMO simulations.
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10 Ch. Hofmann et al.: Meterological Evaluation of MECO(n)

Fig. 8. 1h-accumulated precipitation for 17-18 UTC 20 July 2007 for different simulations and an observational data set (top left panel). In
addition, the top right panel shows the observed 1h-accumulated precipitation for 14-15 UTC.

was mainly responsible for initiating convection in this case.
Its cold front formed and propagated quickly north-eastward
during the morning of 20 July. Ahead of the front, thermally
driven circulations caused the formation of a convergence
line, which triggered several new convective cells. This case
has also been investigated using different observational data
to identify the processes responsible for initiating the con-
vection (Corsmeier et al. (2011)). Schwitalla et al. (2011)
simulated this case using the WRF model2.

As in the previous section, off- and on-line simulations

2http://www.wrf-model.org/index.php

starting at two different times are compared in this case study.
The simulations with longer lead times are started at 00 UTC
19 July, the ones with shorter lead time at 00 UTC 20 July.
The end time of all simulations is 12 UTC 21 July. The
COSMO region and resolution is the same as in Sect. 4.1.

Figure 7 shows the diurnal cycle of precipitation asso-
ciated with the passage of this front, averaged over Ger-
many. Obviously, the simulations with the longer lead
times, COSMOon,19 00 and COSMOoff,19 00, have difficul-
ties to produce the right amount of precipitation. While
COSMOon,19 00 underestimates precipitation at the begin-

Fig. 8. 1h-accumulated precipitation for 17:00–18:00 UTC 20 July 2007 for different simula-
tions and an observational data set (top left panel). In addition, the top right panel shows the
observed 1h-accumulated precipitation for 14:00–15:00 UTC.
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Ch. Hofmann et al.: Meterological Evaluation of MECO(n) 11

Fig. 9. 1h-accumulated precipitation for 23 UTC 20 July to 00 UTC 21 July 2007 for different simulations and an observational data set (top
left panel). In addition, the top right panel shows the observed 1h-accumulated precipitation for 20-21 UTC 20 July.

ning of the event, COSMOoff,19 00 produces too much rain-
fall at the end. Starting the simulations 24 hours later leads
to a considerable improvement. On- and off-line simulations
are very similar at the beginning of the simulation. Com-
pared to the distribution of the observed precipitation, they
reach the first maximum with correct intensity, but approx-
imately three hours later than observed. Fig. 8 shows the
structure of the precipitation field and confirms the time off-
set of approximately three hours. Apart from the convec-
tive structures in the foothills of the Alps, COSMO simula-
tions with shorter lead times produce the precipitation asso-

ciated with the front nearly at the same place as observed
three hours earlier. Clearly, on the small scale there are also
some deviations between the short-range COSMO simula-
tions and the observations, especially considering the loca-
tion and strength of the precipitation maxima along the front.

While according to Fig. 7 the observed precipitation re-
veals a second maximum about four hours later, the distance
to the second maximum in both COSMO simulations is con-
siderably longer, approximately seven hours. Regarding the
spatial distribution of the precipitation in Fig. 9, this second
maximum can be dedicated to convective precipitation in the

Fig. 9. 1h-accumulated precipitation for 23:00 UTC 20 July to 00:00 UTC 21 July 2007 for
different simulations and an observational data set (top left panel). In addition, the top right
panel shows the observed 1h-accumulated precipitation for 20:00–21:00 UTC 20 July.
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12 Ch. Hofmann et al.: Meterological Evaluation of MECO(n)

Fig. 10. (a) Temporal development of minimum sea level pressure (in hPa, from 12 UTC 16 January to 06 UTC 19 January), and (b) the
track of winterstorm “Kyrill” to the east of 60◦W for different model simulations and ECMWF analyses. Label K1 denotes the end of the
original cyclone, label K2 denotes the beginning of the second depression.

area of the foothills of the Alps, which is not associated
with the frontal passage. As all COSMO models simulate
this convection later than observed, the second maximum in
Fig. 7 appears delayed and not as strong as observed, because
the frontal convection already starts decaying.

Although for numerical weather prediction models con-
vection is one of the most difficult processes to simulate ac-
curately, on- and off-line COSMO simulations produce the
frontal convection reasonably well, with a slight time shift
but approximately at the right place. Keeping in mind that
the aim of this study is to test the MECO(2) system concern-
ing its meteorological performance, it is also very important
to realise that the on-line simulations perform also for this
case study as good as the off-line simulations.

4.3 Case 3: Development of winterstorm Kyrill

In the third case, the accuracy of the synoptic evolution of
the winterstorm “Kyrill” is investigated in the various model
simulations. As shown by Fink et al. (2009), the develop-
ment of this cyclone can be separated in two stages. The
original “Kyrill” cyclone, hereafter named K1, formed over
northeastern Arkansas (USA) during 14 January, thus about
four days before “Kyrill” caused strong storm damages in
Europe between 17 and 19 January 2007. Driven by the
upper-level flow, K1 propagates north-eastward to the west-
ern North Atlantic, where it experiences a rapid intensifica-
tion. According to ECMWF analyses (Fig. 10), there is a
remarkable pressure decrease in the centre of the cyclone by
35 hPa between 12 UTC 16 January (998 hPa) and 12 UTC
17 January (963 hPa). At 00 UTC 18 January, just at the

time when the propagation of K1 over the North Atlantic
comes to a halt, occludes, and starts to decay, a second de-
pression, referred to as K2, forms at the occlusion point of
K1. In the following, K2 experiences a further intensification
again triggered mainly by upper level processes (described
in Fink et al., 2009), which led to an even deeper core pres-
sure (961 hPa according to ECMWF analyses) compared to
its parent cyclone K1. Afterwards, K2 keeps its low pressure
and associated intense circulation while moving across Cen-
tral and Eastern Europe, causing strong storm damages. As
shown by Fink et al. (2009), damage occurred in an excep-
tionally large area (compared to other damaging European
winterstorms). In the following, we focus on the representa-
tion of the development of “Kyrill” over the North Atlantic in
the model simulations, in particular on the track and the de-
velopment of minimum sea level pressure (SLP) for K1 and
K2.

Because of the fairly large domain required to capture
the evolution of this storm, a coarser grid point distance of
0.125◦ (≈ 14 km) is selected for the inner COSMO region
(Fig. 2b), compared to the first two case studies. As be-
fore, the coarser COSMO model uses a grid point distance
of 0.36◦ (≈ 40 km), and the driving model EMAC is used in
the T106L31 setup. The simulations with longer lead times
are started on 12 UTC 16 January; the ones with shorter lead
time at 00 UTC 18 January. All simulations end at 12 UTC
19 January.

Using the tracking algorithm of Wernli and Schwierz
(2006), the track of “Kyrill” and the time evolution of
the cyclone’s minimum SLP are determined in the analy-
ses and model simulations, as shown in Fig. 10. First the

Fig. 10. (a) Temporal development of minimum sea level pressure (in hPa, from 12:00 UTC
16 January to 06:00 UTC 19 January), and (b) the track of winterstorm “Kyrill” to the east of
60◦ W for different model simulations and ECMWF analyses. Label K1 denotes the end of the
original cyclone, label K2 denotes the beginning of the second depression.
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Fig. 11. Specific humidity at 700 hPa (colours, in g/kg), contours of SLP (965, 970, 975, and 980 hPa) in the environment of “Kyrill” at 06
UTC 18 January for the ECMWF analysis (top left), the EMAC simulations (top right), several COSMO simulations. Both centres of the
depression (K1, K2) are marked in the top-left panel.

COSMO simulations starting at 12 UTC 16 January (marked
with crosses in Fig. 10) are compared with ECMWF anal-
ysis data. The decrease of the minimum SLP associated
with K1 corresponds more favourably to the analysis data
in the simulation COSMOon,16 12 than in COSMOoff,16 12.
In COSMOoff,16 12, K1 reaches a minimum SLP that is
5 hPa too high compared to the analyses. The tracks of K1
are nearly identical for all simulations. For K2 the perfor-
mance of the two simulations is reversed and the simula-
tion COSMOoff,16 12 has a deviation of up to 7 hPa. While

it is possible to follow the track of K2 in the simulation
COSMOon,16 12, there are difficulties in following K2 in
COSMOoff,16 12. In this simulation the development of a
new depression near the parent cyclone, associated with a
new minimum in SLP, occurs three times instead of once.
These additional depressions are also striking in Fig. 10a.

As in the previous case studies, there are no remarkable
differences concerning the COSMO simulations with shorter
lead time. Starting at the time when K2 begins to develop,
the temporal evolution of central SLP and the track are very

Fig. 11. Specific humidity at 700 hPa (colours, in g kg−1), contours of SLP (965, 970, 975,
and 980 hPa) in the environment of “Kyrill” at 06:00 UTC 18 January for the ECMWF analysis
(top left), the EMAC simulations (top right), several COSMO simulations. Both centres of the
depression (K1, K2) are marked in the top-left panel.
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Fig. 12. Left: Equivalent potential temperature (Θe) at 850 hPa (colours, in K) and contours of SLP (in hPa) at 12 UTC 26 March 2010.
Right: 1h-accumulated precipitation for 11-12 UTC 26 March 2010 (in mm).Fig. 12. Left: equivalent potential temperature (Θe) at 850 hPa (colours, in K) and contours

of SLP (in hPa) at 12:00 UTC 26 March 2010. Right: 1h-accumulated precipitation for 11:00–
12:00 UTC 26 March 2010 (in mm).
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16 Ch. Hofmann et al.: Meterological Evaluation of MECO(n)

Fig. 13. Time series of the RMSE for two case studies: cold-frontal passage in March 2010 (left, Sect. 4.1) and convective front in July 2007
(right, Sect. 4.2). Top panels show RMSE of temperature at 850 hPa (in ◦C), middle panels RMSE of specific humidity at 700 hPa (in g/kg)
and bottom panels RMSE of geopotential height at 500 hPa (in m).

Fig. 13. Time series of the RMSE for two case studies: cold-frontal passage in March 2010
(left, Sect. 4.1) and convective front in July 2007 (right, Sect. 4.2). Top panels show RMSE of
temperature at 850 hPa (in ◦C), middle panels RMSE of specific humidity at 700 hPa (in g kg−1)
and bottom panels RMSE of geopotential height at 500 hPa (in m).
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