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First of all, we would like to express our appreciation for the work of both reviewers.
We find the reviews insightful, and we acknowledge the reviewers’ contribution to the
paper in the revised manuscript.

Comments to the review by Jeff Snider dated 10 Sep. 2010

Arabas and Pawlowska contribute significantly to a long-standing problem in
cloud physics. At issue is the simulation of cloud droplet nucleation on a
discrete population of particles (nuclei) and the particle size bifurcation that
results as the humidity reaches it maximum value.

Inspired by the above sentence we introduced to the manuscript a statement (just after
Eq. 18) clarifying that the model considers a set of continuous populations of particles,
rather than a discrete population of particles. The size spectrum of solution droplets
is approximated with a piecewise constant function having a histogram-like shape. The
width of each bin in the histogram is taken into account when calculating water vapour
uptake by the water droplets (by way of the γ(r0, r1) function defined in Eq. 18). The
domain of the considered probability density functions is thus continuous.

By way of the scheme developed by Arabas and Pawlowska, the concentration
of nucleated droplets and the particle size bifurcation are better resolved. Both
of these properties need refinement in numerical aerosol-cloud studies. My
main criticism is that the paper does not provide a justification for the com-
putational expense of tracking the droplet temperature. In Figure 2 we are
shown that growing droplets are warmer (0.1 K warmer than the air), as is
expected, but we are not told what the ramification is. Since this aspect of
the problem is often approximated by evoking the Maxwell-Mason formulation
(e.g., Equation 7.18 of Rogers and Yau) it would be useful to have a com-
parison of two model simulations - one with the droplet heat budget analyzed
(Equation 6) and one with the Maxwell- Mason treatment.

The focus of the paper, in line with its title and the journal choice, was meant to be
the construction and the implementation of a numerical model for accurately solving the
evolution of aerosol size spectra. Presented numerical method is applicable regardless of
the choice of the drop growth law formulation. The employed formulation covering drop
temperature evolution differs indeed from the commonly used Maxwell-Mason approach;
however,

(i) it is based on the same basic principles,

(ii) it is more general than the Maxwell-Mason treatment and

(iii) it was previously used in analogous context in the cited work of Vesala et al. (1997).

Consequently, we argue that discussion of the ramifications of choosing the Fick/Fourier
equations as opposed to the Maxwell-Mason formula may be considered out of scope of
this paper.

We introduced to the program code the option allowing to switch to the Maxwell-Mason
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formula, and it is briefly mentioned in the revised manuscript. Results obtained with
the Maxwell-Mason formulation virtually do not differ from the results presented in the
original manuscript (see discussion of the figure below). Nevertheless, we consider the
feature of the model allowing tracking of drop temperatures as potentially useful.

The figure above presents CCN activity spectra obtained with the model using the two
formulations of particle growth, for two different size spectra (marine and clean continen-
tal distributions from Whitby, 1978), and two different values of the κ parameter. Data
points plotted with crosses correspond to results obtained using the the Maxwell-Mason
equation for the rate of growth of a particle of radius r:
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where ρw is the density of liquid water, T is temperature, p is pressure, K and D are the
variable diffusion coefficients, pvs is the saturation vapour pressure over a plane surface of
pure water, lv is the latent heat, Rv is the gas constant for water vapour, and ρv denotes
vapour density. The ”+” symbols are used for results obtained with the drop growth
formulation used in the paper (labelled ”Fick” in the key), that is:
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where Tw is the drop temperature tracked in the model by including the drop heat budget
equations into the model ODE system. The simulations were run with different values
of vertical velocity spanning the 0.1 – 10 m/s range, with adaptivity turned on, and with
initial number of bins set to 40. In all cases the ”+” and the ”x” symbols intersect meaning
that the model-predicted maximal supersaturations, and total droplet concentrations are
virtually insensitive to the choice of drop growth formulation.

The ”tolerance”, as defined by Arabas and Pawlowska, is a bin-threshold con-
centration that triggers splitting. Presentation of a ”concentration” with di-
mension of count per unit mass is common, but I was confused by the pre-
sentation on P1293. For the marine accumulation mode, the correct value
should be 0.3 per milligram (0.005*60 per milligram) not 0.3 per microgram.
The authors need to check carefully for this mistake. Also, see the X-axis in
Figures 3 and 7; these should be labeled with per milligram not per microgram
(I think).

This error has been corrected.

My final criticism is about the comparison to Twomey in Figure 8. As the
authors point out, this is complicated because the spectrum of nuclei (cumula-
tive N versus SS) is different, and because ”transition” regime effects, particle
composition, etc. are different. It is my opinion that a useful comparison
requires the same CCN activity spectrum, numerically and in Twomey’s ana-
lytic scheme, and proper accounting of the transition effects. As an example,
see Table A1 in Snider et al. (2003) and our discussion of the effect of a
varied condensation coefficient.

Agreeing with both reviewers on the deficiencies of this section of the manuscript, we
have removed it completely from the revised manuscript.

Detailed Comments
P1273L8 The difference between the ambient and the surface vapor pressures
is commonly referred to as the ”driving factor.”

The following change has been made:
”[vapour pressure is] ... the driving factor of the diffusion process”
;

”[composition and curvature] ... influence the pace of the diffusion process”

P1273L29 What is a ”...positive-defined algorithm”?
I see this defined on P1285, perhaps you should reference parenthetically to
that section of the paper.

That should have read ”positive definite” and concerned the property of preserving pos-
itive sign of such quantities as mixing ratios by an advection scheme. This mention was
removed from the revised manuscript.
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P1274L11 The Snider et al. (2003) model is described in detail, it is ”moving-
sectional”, it treats the growth of particles differently depending on their re-
sponse time and compares to Twomey’s analytic formulation and the Young
formulation. In my opinion, Snider et al. (2003) is an appropriate reference
here.

This paper was cited elsewhere in the original version of the manuscript, and we were
aware of the features of the model. Anyhow, we have exchanged the reference to Nenes
et al. 2001b with Snider et al. 2003 (the idea was to enumerate one paper per decade in
order to show the continuous use of the moving-sectional technique).

cloud-drop -> droplet
drop -> droplet

We followed the suggestion, leaving the ”cloud droplets” phrase only in few places such as
in the first sentence of the abstract or when introducing the CNDC acronym. The word
”particle” is now used when referencing drops of any size. The paper title was changed
(”... and cloud droplet activation” ; ”... and CCN activation”).

P1276L15-16
This sentence is confusing. We are told that the model is ”...aimed at describ-
ing the growth of aerosol at high humidity, and corresponding high relative
water contents within particles of the wet spectra.” Would it be simpler, and
sufficient, to state ”...is designed to described the time dependence of the wet
particle spectrum.” Furthermore, you can ameliorate my criticism about the
drop density (see below) with discussion, written here. Specifically, it needs to
be stated that for the conditions modeled (RH>95%) the mass of the salt is
small in comparison to the mass of the water. As a result, the drop density
in Equation 11 and the drop surface tension (Equation 12) can be assumed
independent of drop composition.

We have removed the confusing sentence from the revised manuscript. The last sen-
tences of section 2.3 (”Initial condition”) in the revised manuscript read: ,,High initial
relative humidity translates to high initial water content it the particles. This assures
that the mass of solute is small in comparison to the mass of the water, a prerequisite
for the assumption that both the particle density and the surface tension coefficients are
independent of particle composition.”

Related to this, you have the drop temperature as a derived parameter. Why
not allow the temperature/size dependence to influence the Kelvin term in
Equation 12? I.e., σ/Tw is temperature dependent and the numerator’s tem-
perature dependence is amplified by the temperature dependence of the denom-
inator.

P1277L10
The vapor diffusivity is also pressure dependent.
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We evaluate the Kelvin term using the drop temperature Tw. In all calculations we
assumed constancy of diffusion coefficients, liquid water density and the surface tension
coefficient. This is stated in the text, and as with the drop growth equation choice issue,
we argue that discussion of the ramifications of such assumptions might be considered
out of scope of the paper.

P1276L20
Tracking of the temperature of each size and each chemical component is ad-
mirable, but is the sensitivity of the calculation to drop temperature significant
and therefore worth the computational expense? Please see my general com-
ment in the introduction.

Issue discussed before (see page 2).

P1278 Equation 11
1) Since the ”total mass” has contributions from water and salt (P1276L16-
L17), and the drop density has contributions from water and salt (see P1277L5),
the drop density needs to be behind the time derivative. If not, then you are as-
suming that the drop density is a constant for all sizes and chemical classes.
If you are not going to make the assumption that the drop density is con-
stant, then a constitutional parameter is needed behind the time derivative.
See Equation A8 in Snider et al. (2003)

We do assume that the particle has the density of pure water and that the water density
is constant. Both assumptions are stated explicitly in the revised manuscript.

2) Parenthesis should go around the product of the third moment and the sum
of number concentrations.

Corrected.

P1278 Equation 12
1) You have a droplet temperature for every size and for every chemical class
(P1276L20), but the Petters and Kreidenweis (2007) Koehler equation as-
signs all drops the same temperature, surface tension and drop density. Two
of the effects (temperature and surface tension in the Kelvin part of the PK07
Koehler equation) are significant; they can shift a particle’s critical supersat-
uration by as much as 0.1% (Sc going from 1.0 to 1.1%, for example). There
is discussion of this in Section 4.5 of this reference:
http://www-das.uwyo.edu/~jsnider/snider_jgr_2010.pdf

We plan to ameliorate this part of the model formulation in future model developments.

2) In Equation 12, I suggest you state the assumptions (e.g. constant surface
tension in Equation 12, constant drop density in Equation 11).

A statement reminding of the assumption of constant surface tension is present in the
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text right after Eq. 13. A sentence clarifying that we treat ρl as a constant was added
after Eq. 5 where the symbol is defined.

3) In Equation 12, I suggest that you show the water activity explicitly as a
function of wet and dry radius.

Corrected.

4) ”Water activity” is not the ”Raoult term.” ”Raoult” also appears some-
where else in the paper.

Corrected. Raoult is mentioned now only in the sentence: ”The density of water vapour
... is assumed to be equal to the equilibrium (saturation) value taking into account the
Gibbs-Kelvin and Raoult effects related to surface curvature and composition, respectively
(the so-called Köhler curve)”.

5) Show explicitly the multiplication in the second term of the denominator.

Corrected.

P1279L9
A semantic issue, but it seems that a real gas can have temperature-dependent
heat capacities and still behave ”perfectly.” In fact, you are making the com-
mon assumption that the heat capacities are constants for all temperatures and
pressures.

Nevertheless, we do not see a need to change this sentence (i.e. keeping ”perfect gas” in
parenthesis).

P1280 Equation 17
Parenthesis should go around the product of the third moment and the sum of
number concentrations.

Corrected.

P1282 Equation 19
1) The vapor diffusivity is also pressure dependent.

The assumption of constancy of the diffusion coefficients K0 and D0 is now clearly stated
in the revised manuscript.

2) The second term on the right hand side comes from the coupled heat/mass
budget equations (Equations 4, 5, 6, 7, 8, 9 10). The path from Equations
4-10 to Equation 19 is not clear. Since this coupling is novel (apparently), it
is important to develop the path. Please don’t leave the algebra for the reader.
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The path from equations in section 2.1 to the ODE system (Eq. 19) is described in the
revised manuscript (right after the Eq. 19).

3) Thanks for pointing out Maxwell-Mason in lines 4-6.

It is now also mentioned that Maxwell-Mason treatment is available in the program as
an option.

P1283 Equation 20
Here you are developing complexity with the subscript ”m”, yet ”m” and ”c”
seem to be the same thing. Is the subscript ”m” necessary?

Subscript ”c” refers to a chemical component, while subscript ”m” refers to a mode in
the lognormal spectrum. The initial spectrum for a given chemical component might be
defined using a multi-modal lognormal distribution (as in most of the distributions used
in the paper). It has been clarified in the revised manuscript by including the subscript
names in the sentence.

P1283 Equation 21
Classically, the equilibrium state is defined by the Koehler equation at the
initial RH. Is the second of these two equations stating that? The drop size
initialization is detailed on the next page; perhaps that text should be merged
with this text.

Both equations combined together state that the vapour pressure (relative humidity,
supersaturation) over the particle is equal to the ambient vapour pressure (RH, S). A
sentence clarifying it was introduced into the revised manuscript.

P1283L17
This is the first discussion of the ”dilute” approximation for the solution. In
my opinion, this discussion needs to be in Section 2.1, and clearly articulated.
In that case, my criticism about the drop density and drop surface tension
would be addressed. My point is this: For RH in excess of 95%, the mass
of water is large in comparison to the mass of salt. Hence, the drop density
and the surface tension can be assumed independent of composition, although
they may still be functions of temperature. As we discussed in Snider et al.
(2010), the effect of temperature on σ(Tw)/Tw is significant for some nuclei.
Also relevant is this paper: Growth of Cloud Drops by Condensation: Effect
of Surface Tension on the Dispersion of Drop Sizes, R.C.Srivastava, Journal
of the Atmospheric Sciences, Volume 48, Issue 13 (July 1991) pp. 1596-1599

It is now clearly articulated in section 2.1 that ”the liquid water density ρl is assumed
constant”. The discussion of the ”dilute” approximation at the end of Section 2.3 was
rewritten.

P1285L23 Why limit moment calculations to droplets smaller than 25 um?
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The 1µm–25µm range was chosen for it is the range of the FSSP cloud droplet spectrom-
eter, and hence the measured cloud droplet spectrum properties reported in the literature
often correspond to this particle size range.

P1287L21 built -> built

Corrected (build ; built).

P1289L2
Given that the response time of supermicron seasalt particles to is quite long
(>1 second), is it appropriate to start the simulation at this large of RH?

We followed the set-up of Ghan et al. 1998, even reducing the initial RH from 100% to
99%. Nevertheless, we do agree that lower humidities should be used for quantitative
studies. Since the presented sample simulation results are intended mainly for presenting
model capabilities, we opt for retaining this set-up.

P1290L9 The phrase ”The boundary of the very bin....” is confusing. com-
ment.

Changed into ”The highlighted bin boundary ...”.

P1292L4 stronger that due –> stronger than that due

Corrected.

Also see P1289L16, similar

This comment is unclear to us.

P1293L19 (suggested change) Both being the focus of studies of cloud albedo
and climate impacts

Changed as suggested.

P1295L1-L4 I do not understand the point of this paragraph.
Figure8 The green and red fields for Twomey is confusing. Why not use a
line?

The relevant section has been removed from the revised manuscript.

Comments to the review by Hennele Korhonen dated 30 Sep.
2010

This is a nicely written and thorough paper that introduces a new procedure to
solve particle behavior at activation to cloud droplets. The formulation of the
procedure is clearly described and the first tests presented are fairly convincing.
I also highly appreciate the authors’ decision to release their code as a part
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of their submission. I recommend the manuscript to be published after the
following comments have been addressed.

Main comments:
1) I would expect numerical diffusion to be an issue with the chosen bin

splitting procedure and it could explain the lower end tail of the distribution in
Fig 7b. The authors should quantify numerical diffusion in their approach e.g.
by running their model back to the initial state (if growth is the only process
considered, the aerosol should return back to the initial distribution).

The Lagrangian approach to simulate evolution of the size spectrum as well as the em-
ployed bin splitting scheme assure particle number conservation by design. While we
argue that ”numerical diffusion” is thus irrelevant, we agree that interpolation errors are
inherent to the employed bin splitting technique. Such errors are minimised by repeating
the last step of calculations after each refinement event.

Figure below shows the behaviour of the solution with the suggested scenario of running
the model back to the initial state.

In the simulation the constant vertical velocity profile was exchanged with:

w(t) = U · sin(2πft) · |sin(2πft)| (3)
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with the amplitude U = 0.5 m/s, and the frequency f = 1/300s. The calculations were run
for 600 s. The tolerance of the adaptive scheme was set at 5mg−1. The setup is based
on the one presented in Section 3.1 with the sulphate spectrum used only. The final wet
spectra curve (dotted blue line) covers perfectly the initial wet spectra curve (green line).
This confirms that the addition of 12 new size bins, and the related interpolation, did
not affect conservation of particle number during this simulation.

In the figure it can be seen that the relative humidity profile is not symmetric in time/altitude
even though the vertical velocity profile has a symmetric bell-curve shape. We argue that,
in principle, such hysteresis-like features of the solution does allow the spectrum to differ
from the initial one for physically meaningful reasons not related to interpolation errors.

2) How much does the bin splitting and the fact that solver will need to return
to the beginning of the time step slow the calculations?

A partial answer to this question is given in the Figure 6 where the final number of bins is
plotted as a function of the initial number of bins. This gives a rough estimate of the cost
(or benefit) of the grid refinement. We feel that a comprehensive answer to this question
would have to involve a much detailed coverage of the CVODE/SUNDIALS internals.
The model implementation does not reallocate memory in order to carry out the bin
splitting procedure.

Could the same accuracy and computational efficiency be achieved using an
unevenly spaced bin spectrum to start with, i.e. narrower bins in the critical
region?

Yes, the presented bin-splitting procedure may be thought of as a method for automati-
cally locating the critical region.

3) Why is LWC dependent on the number of bins? Overall, the reasons for
the sensitivity of the different quantities to the bin number (Figure 4) merit
more discussion.

The total amount of liquid water in the parcel is virtually insensitive to the number of
bins what can be seen in the supersaturation plots. However, the LWC is defined in the
paper (right after Eq. 25) as an integral of the size spectrum in the cloud-droplet region,
that is between r = 1µm and r = 25µm. Consequently, the spectrum shape which varies
with the bin number affects the value of LWC.

Minor comments:
1) Almost half of the abstract is dedicated to describing the motivation

behind the new model; this can be done in the Introduction. I would rather
see the abstract highlight the new aspects presented in THIS study: explain
how the new procedure improves the old ones (”adaptive spectrum refinement”
does really say much) and summarize the evidence for its good performance
(rather than just state that certain things have been compared).
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While retaining the description of the motivation behind the study, we extended the
abstract mentioning the main concepts of the grid refinement procedure, and the key
advantage of its application. The phrase ”spectrum refinement” is replaced throughout
the revised manuscript with ”grid refinement”.

2) Page 1272, last three lines: This discussion of the content of the manuscript
is oddly placed. Could it be moved towards the end of the Introduction?

We integrated these lines into the ,,Summary and outlook” section.

3) Page 1273, lines 15-20 from ”all being however –”: these lines can be
deleted

We opt for keeping it (the ”historical” note about the BESK and the SWAC computers).

4) Page 1275, line 15: tables and figures should be referred to in the text in
numerically descending order. Easiest solution is to reassign table 3 -> table
1, table 1 -> table 2, etc.

Table 3 (list of symbols) was moved into an appendix.

5) Page 1292, line 4: that -> than

Corrected.

6) Page 1292, first full paragraph: ”observed” is easily taken to mean mea-
sured, should be changed to simulated/modeled/predicted.

Corrected.

7) Figure 7: I doubt it would change the results much, but I think it be fairer
to use 69 bins in the non-adaptivity case (roughly the same computational
expense?).

While we agree that this might seem ”fairer”, it would still not make the two cases
directly comparable. Figure 7 is intended primarily for qualitative depiction of how the
grid refinement mechanism works. Figures 4–6 are intended for qualitative analysis.

8) Page 1296: Some discussion on how well the modeled distributions agree
with the Twomey aerosol parameters is needed. 9) Figure 8: I’m confused
about the coloured areas for Twomey upper bound solutions. Equations 27
and 28 imply single values for each updraft velocity value.

As mentioned above, the relevant section has been removed from the revised manuscript.

10) Page 1297, line 25: how can the method be used in nucleation studies?

Some aspects of the presented discussion on the application of the moving-sectional tech-
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nique to the aerosol activation problem seem relevant regardless of the particle or vapour
type. The cited paper (Anttila et al. 2004) describes usage of the moving-sectional
technique for modelling activation of nanometer-size clusters by organic vapour:

• ,,[the framework applied for modelling activation of freshly-nucleated clusters by
an organic vapour] is based on the traditional Köhler theory with two fundamental
differences: 1) the activating droplets are nanometer-size clusters comprising of an
inorganic salt and water, and 2) the activating vapour is a water-soluble organic
vapour.”

• ,,The time evolution of clusters and secondary particles that are formed during the
model run are simulated using a separate grid which consists of 100 size sections. For
the size distribution representation we chose a moving sectional technique because
of its advantages in simulating condensation dominated problems”
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Manuscript prepared for J. Name
with version 3.2 of the LATEX class copernicus.cls.
Date: 15 December 2010

Adaptive method of lines for multi-component aerosol
condensational growth and CCN activation
S. Arabas and H. Pawlowska
Institute of Geophysics, Faculty of Physics, University of Warsaw, Pasteura 7, 02-093 Warsaw, Poland

Abstract. The process of formation of cloud droplets on an
ensemble of aerosol particles is modelled by numerous in-
vestigators using the method of lines (MOL). The method
involves discretization of the aerosol size spectrum into bins
whose position and width evolve with time. One of the draw-
backs of the method is its poor representation of the aerosol
spectrum shape in the region between the unactivated aerosol
mode and the activated droplet mode. An adaptive grid re-
finement procedure is introduced. The procedure splits any
overly wide bins into several narrower ones during integra-
tion. The number of new bins added is a function of particle
concentration in the bin being split. Application of the grid
refinement procedure results in suppression of the sensitivity
of the computed cloud droplet spectrum characteristics such
as droplet number concentration or effective radius to the
initial grid choice. A model of droplet formation on multi-
component aerosol is formulated for the purpose of the study.
Model formulation includes explicit treatment of the droplet
temperature evolution. Several examples of the model set-
up are used to demonstrate model capabilities. Model results
are compared to those without adaptivity. A C++ implemen-
tation of the model is available as an electronic supplement
of the paper.

1 Introduction

Cloud droplets form on cloud condensation nuclei,
CCN (Aitken, 1880, and the works of his contempo-
raries). CCN are the atmospheric aerosol that con-
tribute to the heterogeneous nucleation of the water
vapour. As a result, the microphysical properties of
clouds (i.e. the size spectrum of droplets) strongly de-
pend on physicochemical properties of aerosol parti-
cles (see e.g., the review of McFiggans et al., 2006).

Correspondence to: S. Arabas (sarabas@igf.fuw.edu.pl)

Owing to the fact that the radiative properties of clouds and
their ability to precipitate are both dependant on characteris-
tics of the size spectrum of droplets (see e.g., the review of
Stevens and Feingold, 2009), the description of the activa-
tion process is of importance to the studies on aerosol-cloud-
climate interactions (e.g., Kulmala et al., 2009).

Aerosol growth by condensation of water vapour is con-
ceptualised as a twofold diffusion process. First, there is the
diffusion of water molecules towards the particle, and the
condensation of water vapour on the particle surface. Con-
currently, the latent-heat release triggers the diffusion of heat
from the particle, hence the system is akin to the wet-bulb
thermometer described by Maxwell (1878). The chemical
composition of the growing particle and its curvature deter-
mine the vapour pressure over its surface (Köhler, 1936, and
his earlier works), and hence influence the pace of the diffu-
sion process. Additional complexities are introduced when
considering an ensemble of particles of different sizes (How-
ell, 1949; Kraus and Smith, 1949), with different shapes and
soluble material content (Kornfeld, 1970), nuclei of differ-
ent solubility (Fitzgerald, 1974), and finally nuclei composed
of different chemical species (Lee and Pruppacher, 1977)
all competing simultaneously for the available water vapour.
Yet another level of detail is reached when considering the
feedback with the dynamics of the air (turbulence, entrain-
ment and mixing), the interactions between the individual
droplets (i.e. collision/coalescence) or more sophisticated de-
scription of cloud chemistry, all being however distant from
the scope of this study. Numerical solutions of the problem
had been repeatedly challenged using the fastest computers
in the early years of electronic computing, starting with the
studies of Mordy (1959) performed using the Swedish BESK
computer, and the study of Neiburger and Chien (1960) car-
ried out on the American SWAC.

The key complexity of the problem, from the mathemati-
cal standpoint, is the necessity to solve the partial differen-
tial equation describing the evolution of aerosol size spec-
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trum. Analytical solutions to the problem (or semi-analytical
estimates) can be derived only under significant approxima-
tions (see e.g., Squires, 1952; Twomey, 1959; Gelbard, 1990;
Khvorostyanov and Curry, 2009, and references therein).
Numerical solutions based on finite-difference approach us-
ing a fixed-grid representation of the size spectrum may be
used (also called Eulerian or fixed-bin approaches). Such
methods are characterised by computational difficulties, and
the complexity of the description of chemical properties of
aerosol (see e.g., Chap. 5 in Williams and Loyalka, 1991).

The partial differential equation may be reduced to a sys-
tem of ordinary differential equations (ODE) by spatial dis-
cretization of the initial size spectrum into sections with
constant-in-time number of particles. The boundaries of
these sections are then allowed to evolve with time, hence the
name moving-sectional technique/Lagrangian approach/full-
moving structure (Jacobson, 1999, Sect. 14.5 therein) or
method of characteristics (Gelbard, 1990), or method of lines
(Debry et al., 2007). This approach was introduced by How-
ell (1949), and has since been used in modelling CCN activa-
tion (e.g., Mordy, 1959; Neiburger and Chien, 1960; Fitzger-
ald, 1974; Hänel, 1987; Feingold and Heymsfield, 1992;
Nenes et al., 2001b; Grabowski et al., 2010). Such formu-
lation of the model eliminates the computational difficulties
inherent to numerical treatment of partial differential equa-
tions, and allows accurate description of the evolution of
aerosol composition because particle properties such as mass
of solute are retained throughout the computation.

The moving-sectional technique does pose computational
difficulties because of the ODE system stiffness (see e.g., the
discussion by Gelbard, 1990). The physical process of com-
petition for the water vapour between particles of different
sizes and chemical composition can be correctly resolved in
a numerical solution only under sufficiently short time-steps.
The approximations inherent to the bin-representation of the
aerosol size spectrum introduce significant uncertainties to
the solution if low-resolution discretization is used (Korho-
nen et al., 2005). The issues of stiffness of the system and of
appropriate time-step choice are addressed herein by using
an adaptive Gear-type ODE solver. The issue of sensitivity
of the results to the bin-number choice, being one of the fac-
tors causing discrepancies among results of different models
(Kreidenweis et al., 2003) is the very focus of this study. The
problem is tackled by introducing an adaptive size-spectrum
discretization refinement. The resultant solution procedure
is analogous to what is referred to as the adaptive method of
lines (e.g. Wouwer et al., 2001).

The following section of the paper covers model formula-
tion and implementation. Sample results are discussed in the
third section. First, a set of model runs without adaptivity
is discussed revealing the sensibility of the results to param-
eters controlling the discretization of the initial aerosol size
spectrum (Sects 3.1 and 3.2). Second, the properties and effi-
cacy of the adaptive size-spectrum discretization method are
presented (Sect. 3.3). The fourth section concludes the pa-

per with a brief outlook on the possible applications of the
discussed method within different domains of atmospheric
research.

2 Model formulation and implementation

The model provides a description of the droplet formation
process at the initial stage of cloud-formation triggered by
vertical air motion (i.e. in convective or orographic clouds).
The model utilises the method of lines (MOL) for numer-
ically solving the so-called dynamic equation of aerosol
growth by condensation. A list of symbols used in the text is
given in Table A1.

2.1 Air-parcel system and its governing equations

The model describes an air parcel with the temperature T ,
pressure p, and specific humidity qv being vertically dis-
placed with constant velocity w. The parcel does not ex-
change heat or mass with the environment and hence its heat
budget (neglecting terms related to mass and heat content of
the particles) is expressed as:

cp(qv)dT =
R(qv)T

p
dp− lv(T )dqv (1)

where lv is the latent heat of evapouration,
cp(qv)=cpvqv+cpd(1−qv) is the specific heat capacity at
constant pressure of moist air, andR(qv)=Rvqv+Rd(1−qv)
is the gas constant of moist air. Rv and Rd depict gas
constants for water vapour and dry air, respectively; cpv and
cpd depict specific heat capacities at constant pressure for
water vapour and dry air, respectively.

The parcel’s pressure adapts instantaneously to the envi-
ronmental value defined through the hydrostatic equilibrium.
It follows that the pressure changes are driven by the vertical
velocity of the parcel:

dp

dt
=− pg

R(qv)T
w (2)

where g is the gravitational acceleration.
Physical characteristics of the aerosol suspended in the

parcel are described by a set of probability density functions
(PDFs) defining the size spectra of dry aerosol, each PDF
corresponding to different chemical composition. The dry
spectra n[c]

d (rd) are invariant with time, are defined as a func-
tion of dry radius rd, separately for each chemical compo-
nent c. Each dry spectrum has a corresponding wet spectrum
n

[c]
w (rw,t) defined analogously but varying with time. Both
n

[c]
d and n[c]

w are expressed in terms of particle number per
unit mass of moist air, and are referred to as specific concen-
trations. The total mass of particles is assumed to be propor-
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tional to the third moment of the wet PDFs (i.e. neglecting
the contribution from soluble substance):

〈r3
w〉=

∑

c

1

N [c]

∞∫

0

n[c]
w (rw,t)r

3
wdrw (3)

where N [c]=
∫∞

0
n

[c]
w drw is the total specific concentration

for a given chemical component. For each wet spectrum
a corresponding particle temperature field T [c]

w (rw,t) is also
introduced.

Water is considered to be present in liquid and vapour
phases only. The diffusion of both water vapour and heat
around the particles is treated assuming stationary state with
time-varying boundary conditions what results in the follow-
ing form of the Fick’s first law and Fourier’s law (cf. e.g.,
Chap. 7 in Rogers and Yau, 1989):

dM

dt

1

4πr2
w

=
D

rw

(
ρv− ρv|particle surface

)
(4)

dQ

dt

1

4πr2
w

=
K

rw
(T −Tw) (5)

where M=4πr3
wρl/3 is the mass of a particle of density ρl,

ρv is the density of water vapour in the parcel, D and K
are diffusion coefficients discussed below. The liquid water
density ρl is assumed constant. The two diffusion equations
are coupled via a heat budget equation:

dQ=McldTw− lv(Tw)dM (6)

where cl is the specific heat capacity of liquid water.
Equations (4) and (5) evaluated with diffusion coefficients

D and K independent of particle size represent the so-called
continuum régime in which the efficiency of diffusion is lim-
ited solely by the diffusivity of water vapour in air. Contin-
uum régime is applicable for particles of sizes larger than
the free path of water molecules in air (i.e. rw�0.1 µm).
Evolution of size of much smaller particles is described us-
ing the molecular régime, and the transition between the
two régimes may be approximately allowed for by introduc-
ing a particle radius-dependency to the diffusion coefficient
(Langmuir, 1944, discussion of Eq. 52 therein). Here, we
apply the transition régime correction factors of Fuchs and
Sutugin (1970) in the form suggested for cloud modelling by
Laaksonen et al. (2005):

D=D0

1+ λD

rw

1+1.71 · λD

rw
+1.33 ·

(
λD

rw

)2 (7)

K =K0

1+ λK

rw

1+1.71 · λK

rw
+1.33 ·

(
λK

rw

)2 (8)

where D0 is the diffusivity of water vapour in air (assumed
constant), K0 is the thermal conductivity of air (assumed

constant), λD is the mean free path of water vapour in air,
and λK is a length scale for heat transfer in air (the ratio of
a mean free path to a characteristic length is called the Knud-
sen number). The two last are defined as:

λD =2D0(2RvTw)
−1/2 (9)

λK =
4

5
K0

T

p
(2RdT )

−1/2 (10)

(Williams and Loyalka, 1991, Eqs 6.6 and 6.33 therein).
The condensation/evapouration of water on/from the

aerosol is the only source of changes in specific humidity
qv and thus:

dqv

dt
=−(1−qv)

4πρl

3

d

dt

[
〈r3

w〉
∑

c

N [c]

]
(11)

where the (1−qv) term stems from the employment of spe-
cific quantities.

The density of water vapour at particle surface
ρv|particle surface in Eq. (4) is assumed to be equal to
the equilibrium (saturation) value taking into account the
Gibbs-Kelvin and Raoult effects related to surface curvature
and composition, respectively (the so-called Köhler curve):

pvs = pv∞(Tw) ·a(rw,rd) ·exp
(

2σ

RvTwρlrw

)
(12)

where pv∞ is the equilibrium vapour pressure over plane sur-
face of pure water, σ is the surface tension coefficient, and
the water activity a is parameterised in accordance with ex-
perimental data using the single-parameter representation of
Petters and Kreidenweis (2007, Eq. 6 therein):

a(rw,rd)=
r3
w−r3

d

r3
w−r3

d ·(1−κ[c])
(13)

where κ[c] is the single parameter representing chemical
composition in spectrum c. The dry aerosol is assumed to
be entirely soluble. A constant surface-tension coefficient
σ=0.072 J/m2 is used (value for pure water at 298 K) in ac-
cordance with the parameterisation of Petters and Kreiden-
weis (2007).

The specific heat capacities of dry air cpd, and water
vapour cpv are assumed constant (perfect gas), hence the la-
tent heat of vapourisation is given by:

lv(T
′)= lv0+(cpv−cl) ·(T ′−T0) (14)

and the equilibrium pressure over a plane surface of pure wa-
ter (solution of the Clausius-Clapeyron equation) is given by:

pv∞(T ′)= p0 ·exp


 lv0−(cpv−cl) ·T0

Rv ·
(

1
T0
− 1
T ′

)−1



(
T ′

T0

) cpv−cl
Rv

(15)

where T0, p0 and lv0 correspond to the triple-point val-
ues, and T ′ denotes here the temperature for which the for-
mulæ are evaluated. The specific heat capacity of liquid wa-
ter cl is assumed constant.
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2.2 MOL’s ODE system

As outlined in the first section, the mathematical formula-
tion of the model constitutes a system of ODEs which ap-
proximate the partial differential equation for describing the
evolution of aerosol size spectrum. This approach is based
on an approximation of the PDFs with piecewise constant
functions. Here, each bin (numbered by b) is defined by
a constant-in-time number of particles N [c,b] (per unit mass
of air), and variable-in-time left and right boundaries r[c,b]

wl (t)

& r
[c,b]
wr (t). The third moment of the particle size spectrum is

thus approximated using:

∞∫

0

n[c]
w r

3
wdrw =

∑

b

N [c,b]

r[c,b]wr∫

r
[c,b]
wl

r3
w

r
[c,b]
wr −r[c,b]

wl

drw (16)

This allows expressing the time derivative of the total mass
of wet aerosol without employing partial differentials using:

d

dt

[
〈r3

w〉
∑

c

N [c]

]
=

1

4

∑

b

∑

c

N [c,b] · (17)

·
[
γ
(
r[c,b]
wr ,r

[c,b]
wl

) dr[c,b]
wr

dt
+γ
(
r

[c,b]
wl , r[c,b]

wr

) dr[c,b]
wl

dt

]

where

γ(r0,r1)= (3r4
0 +r

4
1−4r3

0r1) ·(r0−r1)
−2 (18)

stems from analytical differentiation of the integral in
Eq. (16) and introduces the dependence on bin widths into
Eq. (17). An assumption that r[c,b]

wl <r
[c,b]
wr is inherent in this

formulation (cf. the discussion and a related proof of particle
ordering principle in Gelbard, 1990). The same discretiza-
tion is applied to dry radii rd, and particle temperatures Tw

introducing r
[c,b]
dl and r

[c,b]
dr , and T

[c,b]
wl (t) and T

[c,b]
wr (t), re-

spectively. The MOL is thus applied to calculate the evolu-
tion of rw(rd,t) and Tw(rd,t) by discretising rd and letting t
to be the only independent variable.

If the size spectra are discretised into adjacent bins then
T

[c,b]
wr =T

[c,b+1]
wl , r[c,b]

dr = r
[c,b+1]
dl and r[c,b]

wr = r
[c,b+1]
wl . Conse-

quently, the state vector of the model assuming discretization
of the size-spectrum into Nb adjacent bins and Nc chemical
components consists of:

– Nc×Nb constant concentrations N [c,b]

– Nc×(Nb+1) constant dry radii r[c,b]
dl

– Nc×(Nb+1) variable wet radii r[c,b]
wl

– Nc×(Nb+1) variable temperatures T [c,b]
wl

– variable p, T and qv

While still constant from the standpoint of the ODE solver,
Nb, N [c,b] and r[c,b]

dl change during the grid refinement, and
Nb becomes N [c]

b (cf. Sect. 2.5).
The system of ODEs defines the derivatives of all the vari-

ables with respect to time as:

d

dt




r
[c,b]
wl

T
[c,b]
wl

qv

p

T




︸ ︷︷ ︸
x

=




D(λD,rw)

ρlr
[c,b]
wl

[
pqv

R(qv)T −
pvs

(
T

[c,b]
wl ,r

[c,b]
wl ,r

[c,b]
dl

)

RvT
[c,b]
wl

]

3
cl

[
dr

[c,b]
wl

dt

lv(T
[c,b]
wl )

r
[c,b]
wl

+
T−T [c,b]

wl

r
[c,b]
wl

2
K(λK ,rw)

ρl

]

(qv−1)πρl3

∑
c

∑
b

N [c,b]·

·
[
γ
[
r

[c,b]
wr ,r

[c,b]
wl

]
dr[c,b]wr

dt +γ
[
r

[c,b]
wl ,r

[c,b]
wr

]
dr

[c,b]
wl

dt

]

− pg
TR(qv)w

1
cp(qv)

[
TR(qv)

p
dp
dt − lv(T )

dqv
dt

]




︸ ︷︷ ︸
F (x,t)

(19)

The first equation for the rate of change of the wet radii is
the Fick’s law (Eq. 4). The rate of change of particle temper-
atures (second equation in the system) is obtained by substi-
tuting dQ defined in Eq. (6) into the Fourier’s law (Eq. 5).
The third equation in the system expressing the time deriva-
tive of specific humidity in the parcel is obtained by com-
bining Eqs (11) and (17). The last two equations defining
the rate of change of pressure and temperature in the parcel
correspond to Eqs (2) and (1), respectively.

Particle growth is described here using separate equations
for particle-temperature and particle-radius evolution (see
e.g., Vesala et al., 1997), as opposed to a single explicit equa-
tion (the so-called Maxwell-Mason equation, Howell, 1949;
Tsuji, 1950; Mason, 1957). The Maxwell-Mason approxi-
mation is available as an option in the program.

2.3 Initial conditions

The initial dry-aerosol size spectra and their chemical com-
position, initial temperature, pressure, humidity and the ver-
tical velocity profile are the key parameters for each model
run.

PDFs of tropospheric aerosol are generally well repre-
sented using a trimodal log-normal distribution (Whitby,
1978). The initial spectra of dry aerosol are thus defined for
each model run using (Williams and Loyalka, 1991, Eq. 1.22
therein):

n
[c]
d (rd)=

1

ρ

∑

m

N
[c]
m√

2π ln
(
σ

[c]
m

) 1

rd
exp


−




ln
(
rd
r
[c]
m

)

√
2ln
(
σ

[c]
m

)




2

(20)
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where N [c]
m is the total concentration in the mode m, σ[c]

m is
the geometric standard deviation of a mode, and r[c]

m is the
mode radius (all defined separately for each chemical compo-
nent c). Nm is generally reported as concentration (defined
in terms of a unit volume, as opposed to unit mass as it is in
case of specific concentration nd) hence the division by the
air density ρ in Eq. (20). The bins are initially equally spaced
in logarithm of radius over the 1 nm–100 µm range what en-
sures accurate representation of the log-normal shape of the
initial spectra.

The initial spectra of wet aerosol are calculated by assum-
ing an equilibrium state defined by

T
[c]
wl

∣∣∣
t=0

= T
[c]
wr

∣∣∣
t=0

=T

dr
[c]
wl

dt

∣∣∣∣
t=0

=
dr[c]wr

dt

∣∣∣
t=0

=0
(21)

that is effectively by the equality of the vapour pressure over
the particle surface and the ambient vapour pressure.

The initial values of T , p and qv are chosen to describe
the air properties slightly beneath the cloud base, i.e. at high
relative humidity (RH) but below saturation. High initial rel-
ative humidity translates to high initial water content it the
particles. This assures that the mass of solute is small in
comparison to the mass of the water, a prerequisite for the
assumption that both the particle density and the surface ten-
sion coefficients are independent of particle composition.

2.4 Numerical solution

Integration of Eq. (19) without further approximations re-
quires a numerical algorithm capable of solving a stiff ODE
system (the stiffness of the system is confirmed e.g. by the
significant inefficiency of the Adams-Moulton method with
functional iteration). In addition, calculation of the initial wet
spectra using an equilibrium condition defined by Eqs (21)
is not possible analytically. The latter problem is solved by
employing an iterative root-bracketing procedure (using the
Brent-Dekker method, cf. Sect. 2.6). The initial search in-
terval for root-bracketing is defined using the dry radius for
the lower bound, and the equilibrium value with the Gibbs-
Kelvin effect neglected for the upper bound.

The ODE system is solved using the variable-order,
variable-step backward differentiation formula (BDF) as im-
plemented in the CVODE solver (Cohen and Hindmarsh,
1996, cf. Sect. 2.6 herein). In each time-step (numbered by i)
the ODE system dx/dt=F (x,t) defined by Eq. (19) is inte-
grated by finding a root of f(xi):

f(xi)=

h∑

k=1

αi,kxi−k+(ti− ti−1)βiF (xi,ti)−xi (22)

using the Newton-Raphson iteration (here h varies between 1
and 5, and defines the order of the method at the current time-

step, and αi,k & βi are variable coefficients). The iteration
(with steps numbered by j) is of the following form:

xj+1
i =xji −

f(xi)

f ′(xi)
=xji +

f(xi)

1−(ti− ti−1)βi
∂F
∂x

(23)

The Jacobian matrix ∂F/∂x is updated at least once every
twentieth time-step. The Jacobian is approximated by mul-
tiple evaluations of the right-hand side of Eq. (19) using the
current, and slightly perturbed values of x.

The CVODE solver adaptively chooses time-step accord-
ing to the desired accuracy to be achieved in each step of
integration (relative tolerance of 1×10−8 and zero absolute
tolerance was used in the calculations presented here). In ad-
dition, the solver is instructed to shorten the time-step if an
unphysical condition is detected during evaluation of the sys-
tem right-hand side F (x,t) (e.g. if a positively-defined quan-
tity has a negative value or if the left edge of a bin outruns its
right edge).

The right-hand side of the ODE system is evaluated in the
order presented in Eq. (19). The integration is performed
until a desired time (altitude) is passed, and an interpolated
set of values for this time (altitude) is calculated and returned.

After each successful integration step, a spectrum-
refinement procedure is carried out, if necessary, and in
that case the integration over the last time-step is repeated.
The conditions for triggering the grid-refinement are defined
and discussed in the following subsection. Each refinement
causes a change of the length of x, which in turn results in
reducing the current order h to unity, and re-evaluation of the
Jacobian matrix.

A solution of the problem in context of cloud-
microphysical studies is a set of properties of the droplet
spectrum such as cloud droplet number concentration
(CDNC), liquid water content (LWC), average droplet radius
(〈r〉), the standard deviation of the size spectrum (σr) and
effective radius (reff ). The k-th moment of the droplet spec-
trum is evaluated, taking into account that the left-most (and
right-most) bins may fall only partially in the given droplet
size range, using:

〈rkw〉=Zk/Z0 (24)

where

Zk =
∑

c

∑

b

N [c,b]

r
[c,b]
wr −r[c,b]

wl

rb−ra
r

[c,b]
wr −r[c,b]

wl

rk+1
b −rk+1

a

k+1
(25)

where ra = max(rmin,r
[c,b]
wl ), rb = min(rmax,r

[c,b]
wr ); rmin

was set at 1 µm and rmax at 25 µm. Consequently:

– CDNC=ρZ0

– LWC=4ρπρlZ3/3

– σr=
√
Z2/Z0−(Z1/Z0)2

– reff=Z3/Z2
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2.5 The adaptive size-spectrum discretization scheme

The key task of the adaptive discretization scheme is to con-
trol the accuracy of the discretization by splitting any overly
wide bins into several smaller bins while the ODE system
is integrated. Using the MOL nomenclature (Wouwer et al.,
2001, Sect. 1.3 therein) it is thus an h-refinement of the spa-
tial grid. Insertion of new bins takes place at discrete time
levels only, namely when the ODE solver reaches its next in-
ternal time-step. Consequently, the grid adaptation procedure
is decoupled from the ODE integration and as such the static
girding is employed. The method utilises the so-called full
restart as the ODE solver is reinitialised after each refine-
ment event, and restarts with the lowest order. The restart
and the reduction of the method order is a consequence of
changing the length of the model state vector x.

The criterion for triggering the division of a given bin is
defined as follows. Bin splitting happens whenever the ra-
tio of the logarithm of the width of a given bin to its initial
value reaches a certain limit. The limit was set at 2 for most
of the simulations discussed in the text (save for the case of
urban aerosol where 1.8 was used, cf. Sect. 3.3), meaning
that no bin was allowed to double its width when viewed in
logarithmic scale (the previous step of the solver is repeated
each time new bins are added). Smaller limits cause the al-
gorithm to carry out the refinement earlier in time and hence
increase the computational effort. Larger limits delay the re-
finement and at the same time increase the uncertainty in-
herent to the interpolation performed to calculate the particle
temperatures and dry/wet radii at the edges of the newly cre-
ated bins. No refinement takes place when the particle con-
centration in a given bin is below a certain level hereinafter
referred to as the tolerance.

Each refinement event causes a full-restart of the ODE
solver which, in turn, causes the solver to reduce the or-
der, tighten its time-step, re-evaluate the Jacobian matrix, and
consequently slow down the computations. For this reason,
the number of bins into which a bin is split is chosen in a way
ensuring no further splitting of any of the newly created bins
will occur. The number of new bins added is thus chosen by
dividingN [c,b] by the tolerance. The new bins are spaced lin-
early in radius, and hence the specific concentration in each
of the new bins is equal. The values of particle temperature
and particle dry/wet radii at the newly introduced bin bound-
aries are linearly interpolated from the values at the bound-
aries of the bin being split.

The refinement criterion and the refinement procedure are
local to a given bin and thus different bins may be split at
different times during the integration.

In principle, the presented approach replaces the single pa-
rameter of the discretization, the number of bins, with two
new parameters: the initial number of bins and the toler-
ance. The former determines the uncertainty related to the
discretization of the initial condition (initial dry radii). The
later controls the uncertainty associated with the final spec-

trum, and has a physical meaning, being the highest number
of particles allowed to reside in a bin laying in between the
two modes of the final aerosol spectrum (i.e. modes of acti-
vated and non-activated particles).

2.6 Implementation of the model

The program is implemented in an object-oriented manner
in C++. The implementation is built upon the Boost.Units
framework for dimensional analysis of the code at compila-
tion time (Schabel and Watanabe, 2008) hence a physical unit
is assigned to every variable/expression in the code with no
performance penalty. The GNU Scientific Library (Galassi
et al., 2009) is used for root-bracketing using the Brent-
Dekker method (cf. Sect. 2.4 herein and Sect. 33.8 therein).
The ODE system is solved using the CVODE solver (Cohen
and Hindmarsh, 1996) interfaced through the SUNDIALS
package (Hindmarsh et al., 2005). CVODE is a C-written
successor to the Fortran-written VODE solver and a close
relative of the LSODE solver. LSODE was used e.g. in Ghan
et al. (1998), Nenes et al. (2001b) and Romakkaniemi et al.
(2006) while two out of five models compared in Kreiden-
weis et al. (2003) and the model of Debry et al. (2007) were
based on VODE.

The source code of the program is available as an elec-
tronic supplement of this paper and is released under the
GNU General Public License. All model parameters are
passed using UNIX-like command-line options. Toggling
such settings of the model as transition régime corrections,
the Gibbs-Kelvin effect or the adaptivity do not require re-
compilation. Similarly, altering the numerical solution pa-
rameters such as the tolerances or switching from BDF to
Adams-Moulton method for ODE integration is possible us-
ing command-line options. A web-based interface (written
in HTML/PHP) allowing alteration of all model options, vi-
sualisation of single simulation results, as well as control of
parallel runs of simulations with different input parameters is
included.

3 Example results

3.1 Example run without adaptivity: sea-salt/sulphate
competition in marine
aerosol activation

Ghan et al. (1998) presented an analysis of relative impor-
tance of sea-salt and sulphate particles during CCN activa-
tion. The study was based on a series of simulations using
a moving-sectional model of CCN activation. We use here
a similar set-up for discussing an example model run without
adaptivity and relatively low spectral resolution (45 bins over
the 1 nm–100 µm radius range).

In the set-up the initial aerosol content of the air parcel is
described by a sum of a single-mode log-normal distribution
of ammonium sulphate aerosol, and a tri-modal log-normal
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distribution of sodium chloride aerosol. The parameters of all
modes are listed in Table 1 and are based on measurement-
data fits summarised in O’Dowd et al. (1997, values for hor-
izontal wind speed of 15 m/s were used ).

A steady updraft w=0.25 m/s is driving the changes in the
parcel’s temperature, pressure, and relative humidity which
are initially set at 280 K, 1000 hPa and 99%, respectively.
The integration is performed for 250 s.

A summary of evolution of the aerosol spectra is presented
in Fig. 1 (see figure caption for details). The shift towards
larger sizes of the initial wet spectra (green lines in Fig. 1a)
with respect to the initial dry spectra (red lines) reflects
the growth of particles up to RH=99% calculated assum-
ing equilibrium condition (cf. O’Dowd et al., 1997, Fig. 4
therein). Further growth of the aerosol is calculated resolving
the diffusion kinetics, and leads to activation of CCN and for-
mation of droplets (peaks on right-hand side of the final blue
spectra in Fig. 1b). The final spectra of both sulphate and
sea-salt particles are distinctly bi-modal. The large-particle
mode corresponds to cloud droplets, and is visible in both
sulphate and sea-salt distribution. The small-particle mode
corresponds to unactivated particles. The largest droplets
were formed on sea-salt aerosol. For both aerosol compo-
nents, the region of spectra between the two modes of the
final PDFs is represented with a single bin spanning over an
order of magnitude in radius. This very section(s) is here-
inafter referred to as the critical section(s) following Korho-
nen et al. (2005).

Figure 2 presents the time-evolution of particle sizes, par-
ticle temperatures (colour scale representing Tw−T ), and
the time/height profile of relative humidity. Wet radii cor-
responding to the two chemical components considered are
plotted using circles and diamonds. The differences in wet
radii for the same dry size (i.e. the differences arising from
the differences in water activity for sea-salt and sulphate so-
lutions) are most pronounced in the left-hand side of the plot
(i.e. particles of less than 10 nm in radius). Elsewhere, the
two symbols (i.e. circles and diamond) overlap. The symbols
are drawn every fiftieth time-step of the solver, and what fol-
lows the time-step adjustments made by the solver may be
observed.

Four phases of the process can be distinguished (Howell,
1949). First, the particles grow slowly approximately until
the relative humidity reaches 100%. From then on, the rel-
ative humidity does not fall below 100% and hence all sub-
sequent phases occur at supersaturation with respect to the
plane surface of pure water. The second phase is charac-
terised by a rapid growth of particles in the 0.5–5 µm range,
and continuous increase of the relative humidity until reach-
ing a maximum value of 100.2%. In the third phase, occur-
ring roughly from 120 s until 150 s, the rate of growth of par-
ticles stabilises throughout the whole spectrum, with the ex-
ception of the region separating the unactivated and activated
modes. There, one of the bin-boundaries undergoes a differ-
ent evolution for sulphate and sea-salt aerosol, initially hav-

ing equal volume of dry material (highlighted with the thick
light-grey bifurcated line in the background in Fig. 2). The
highlighted bin boundary in the sulphate spectrum becomes
the smallest one in the activated part of the spectrum, while
the one of the sea-salt aerosol is the largest one in the unac-
tivated part of the spectrum. The relative humidity decreases
during the third phase. Finally, the fourth phase of the growth
represents a quasi-equilibrium state with activated droplets
steadily growing at almost constant relative humidity.

The characteristics of the droplet spectra (spectrum mo-
ments calculated over the 1 µm–25 µm radius range) are pre-
sented in Fig. 3. The shapes of both spectra (sea-salt and
sulphate solution droplets) are plotted at six intermediate al-
titudes (histograms constructed with thick and thin blue lines,
respectively). The droplet specific number concentration
(turquoise line) increases till about 140 s (35 m), and stays
constant afterwards. The mean radius (thick orange line) in-
creases continuously with height from the onset of droplet
formation till the end of the model run. The standard devi-
ation of the droplet radius (thin orange lines) stays approx-
imately constant. The droplets formed on sulphate aerosol
dominate in the small-size part of the spectrum, while the
sea-salt aerosol took part in formation of the largest droplets.

3.2 Sensitivity to the discretization resolution (without
adaptivity)

Apart from the physical parameters of the model (such as
vertical velocity profile), and the initial values of model vari-
ables (such as initial temperature and the dry aerosol spectra),
the model results depend on parameters controlling the dis-
cretization scheme and the integration process. As pointed
out in Kreidenweis et al. (2003) the droplet number con-
centrations obtained with models relying on the moving-
sectional technique are sensitive to the number of bins used
for the discretization of the aerosol spectra. To assess the
degree to which the choice of the number of bins used to
represent the initial spectrum influences the results, a set of
simulations run with different number of bins is compared.
The variability of the results due to changes in discretization
parameter is compared with the variability associated with
the aerosol physical and chemical properties, and the vertical
air velocity.

Four tri-modal aerosol distributions corresponding to
properties of aerosol of different air-mass types are taken into
account. Their parameters are listed in Table 2 and are based
on the marine, clean continental, average background and
urban cases reported in Whitby (1978). For each distribu-
tion, a nuclei mode, an accumulation mode, and a coarse
mode is defined. The spectra are assumed to represent the
sizes of dry particles. This is the set of cases used in Nenes
et al. (2001b) for studying the influence of aerosol character-
istics on cloud radiative properties using a moving-sectional
model of CCN activation.
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For each of the considered initial aerosol size distributions
the calculations are carried out separately assuming pure am-
monium sulphate and pure sodium chloride aerosol, and for
three different updraft speeds, namely 0.25, 1 and 4 m/s. Cal-
culations are performed until reaching 125 m. Each set-up
(defined by one of the four size-spectra, one of the two chem-
ical compositions, and one of the three vertical velocities) is
tested with 54 different numbers of bins ranging from 30 to
300, with a step of 5. All other model parameters are defined
as in the example run described in Sect. 3.1.

Figure 4 presents the results from all 1296 model runs.
Six quantities are compared, out of which five represent the
final values reached at the altitude of 125 m above the ini-
tial level: the droplet concentration CDNC, the mean radius
of the droplets 〈r〉, the standard deviation of the droplet ra-
dius σr, the effective radius reff and the liquid water con-
tent LWC. The sixth quantity is the maximum supersatura-
tion Smax=max(RH−1) encountered during the model run,
expressed in percent. It is evident that the model results are
sensitive to the number of bins used to represent the initial
spectra of aerosol. The maximum supersaturation is the only
quantity not exhibiting significant variation. The variability
associated with the changes in the number of bins is in some
cases stronger than that due to different chemical composi-
tion or updraft velocity (e.g. σr in the marine case). Gradual
increase of the number of bins does lead to the convergence
of the result to an asymptotic value; however, arguably 300
bins is not a sufficient number in some cases. Clearly, the re-
sults obtained with less than 100–150 bins are characterised
by significant uncertainty.

The spread of the obtained CDNC values is roughly in line
with results reported in Kreidenweis et al. (2003) and Korho-
nen et al. (2005). While the differences in the model formu-
lations, and the differences in model set-ups rule out direct
comparison of the results, it is worth to mention several of
observations from the two mentioned studies. In both cases
the focus was given to the droplet number concentration.
Kreidenweis et al. (2003, Par. 22 and Fig. 8 therein) com-
pared results from four different models, running them with
different number of bins ranging from 20 to 100. The bins
were spaced equally in logarithm of radius and in all cases
covered at least two decades of the 1 nm–10 µm size range.
The variability of droplet number concentrations was ob-
served for all of the models. The discrepancies between the
results obtained with the same model but with different num-
ber of bins reached ca. 10%. Korhonen et al. (2005) com-
pared results obtained using five different activation schemes
run at low spectral resolution (10 bins within the 10 nm–
1.5 µm range) with a high-resolution run in which 500 bins
were used. The variations were analysed separately for ma-
rine, rural, and urban aerosol, and for a variety of vertical
velocities (all below 1 m/s). Predictions of the most accurate
low-resolution models differed from the high-resolution cal-
culations by roughly, up to 1%, 10% and 50% for marine,
rural, and urban aerosol, respectively (Korhonen et al., 2005,

Fig. 3 therein).
The problem of the sensitivity of the moving-sectional

model results to the spectrum discretization resolution was
also discussed in Takeda and Kuba (1982, Sect. 2.5 therein)
where the authors mention large influence of the number of
particles in a critical section on the total number of activated
cloud droplets, as well as broadening of the cloud droplet size
spectrum with increasing number of bins used. Ghan et al.
(1998) used bins of equal number of particles, as opposed
to the present logarithmic layout, effectively increasing the
discretization resolution near the critical section(s).

3.3 Example results with adaptivity

The same series of simulations as presented in the previous
section was repeated with adaptivity. The tolerances were set
to min(0.5%·Nm, 50mg−1) using Nm of the accumulation
mode (see Table 2) giving 0.3mg−1, 4mg−1, 11.5mg−1 and
50mg−1 for marine, clean continental, average background
and urban cases, respectively. The results of multiple simu-
lations with adaptivity are summarised in Fig. 5 intended for
direct comparison with Fig. 4. The previously observed vari-
ability of the results with varying number of bins is visibly
suppressed confirming the efficacy of the proposed method.
The quality of the results (i.e. the stability with regard to the
number of initial bins) obtained with low initial number of
bins is significantly enhanced, in particular in the case of
LWC. This suggests that introduction of the adaptivity helps
the model to correctly resolve both droplet mass- and droplet
number-related quantities, even though the model is formu-
lated using particle number distributions. Both the effective
radius reff and cloud droplet number concentration CDNC do
not exhibit virtually any variability (both being the focus of
studies of cloud albedo and climate impacts, cf. e.g., Bren-
guier et al., 2000, and references therein). Comparison of
Figs. 4 and 5 confirms that i) the sensitivity of the model-
predicted values of CDNC to number of bins reported by
Kreidenweis et al. (2003) and Korhonen et al. (2005) is re-
lated to the poor representation of the spectrum shape near
the critical section(s); ii) the adaptive discretization scheme
correctly identifies the critical section(s); iii) the proposed re-
finement strategy helps to limit the uncertainty of the results.

Figure 6 summarises the relation between the initial and fi-
nal number of bins, and thus provides a brief estimate of the
memory/CPU footprint of the adaptive refinement scheme.
The key observation is that the final number of bins corre-
sponding to ca. 50 bins on the abscissa (i.e. roughly the num-
ber of bins needed to obtain convergence with adaptivity) is,
in general, lower than the number of bins needed to obtain
convergence without adaptivity. Consequently, the method
offers a reduction of computational effort needed to obtain
results of a given precision.

An in-detail comparison of one of the simulations pre-
sented in Figs. 4 and 5 is presented in Fig. 7a (without adap-
tivity) and 7b (with adaptivity). The vertical velocity was set
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at 1 m/s, the aerosol size spectrum was initialised with the
average background distribution, and the composition was
assumed to be pure ammonium sulphate. To enhance the
readability of the figure by lowering the number of bins, the
initial number of bins was set at 55, and the tolerance was
decreased to 46mg−1. During the simulation with adaptivity
14 bins were added to the spectrum. There are two most ev-
ident differences among the plots in Fig. 7a and b. First, the
final concentration calculated with adaptivity is about 15%
higher, and consequently the predicted average droplet ra-
dius is smaller. Second, the shape of the spectra at different
heights is asymmetric for the case without adaptivity.

Enabling adaptivity, and thus increasing the resolution of
the discretization in the very region of the spectrum where
the droplet-growth is most vigorous, allows the model to
resolve the shape of the left-hand side slope of the droplet
spectrum. This suggests that the asymmetry of the droplet
spectrum near cloud base, predicted by the model with-
out adaptivity, is a numerical artefact. Finding support for
this observation in experimental data is difficult as most of
the cloud droplet spectrometers nowadays are optical instru-
ments which, for physical reasons, cannot sense the smallest
(i.e. <1.5 µm in radius) droplets (see e.g., Fig. 10a in Law-
son and Blyth, 1998, presenting the cloud spectra 50 m above
cloud base as measured by three different instruments).

The ability of the model to faithfully resolve the spectrum
shape at the very onset of droplet growth is of potential im-
portance for the development of parameterisations of the ac-
tivation process for use in cloud-resolving hydrodynamical
models (see e.g., the discussion in Grabowski and Wang,
2009, where the authors underline the need for parameter-
ising the initial width of the spectrum of activated droplets).

Comparison of the right-hand side panels of Fig. 7a and b
suggests that the adaptivity contributes as well to a better rep-
resentation of the transition-régime corrections in the model.
The increase of the number of bins near 100 nm results
in probing the transition-régime interpolation formulæ at
denser intervals.

4 Summary and outlook

This paper discussed a numerical method for studying the
kinetics of aerosol growth by vapour condensation in the
context of CCN activation. A simple yet robust air-parcel
model of droplet formation utilising the adaptive method of
lines was formulated. Implementation of the model was dis-
cussed and its source code is available as an electronic sup-
plement of the paper. Example results for single- and multi-
component aerosol, with- and without adaptivity, for differ-
ent vertical velocities, and different initial aerosol spectra
were presented.

The key advantages of the introduced grid refinement
method are i) the suppression of bogus sensitivity of the
model results to the discretization parameters when work-

ing in low resolution; ii) the introduction of physically-based
uncertainty-related parameters controlling the spectrum dis-
cretization independently of the resolution of model input;
iii) the enhancement in resolution of the shape of the left edge
of the model-predicted droplet spectrum; iv) the reduction
of computational effort needed to obtain results of a given
precision. The discussion of results obtained without adap-
tivity constitutes an assessment of the uncertainty of results
obtained using classical MOL (see Fig. 5).

Presented method is potentially applicable to numerous
fields of aerosol/hydrosol-related research where moving-
sectional models of aerosol growth are used, including
i) studies of closure among the CCN activation theory and
in-situ measurements of cloud properties (e.g., Snider et al.,
2003); ii) design and calibration of aerosol instruments (e.g.,
Nenes et al., 2001a); iii) research on the nucleation of aerosol
in the atmosphere (e.g., Anttila et al., 2004); iv) estimations
of the impact of aerosol properties and the kinetics of its
growth on cloud albedo (e.g., Nenes et al., 2001b) and the
related assessments of geoengineering techniques for global
warming mitigation (e.g., Bower et al., 2006); v) investiga-
tions on cloud processing of aerosol (e.g., Romakkaniemi
et al., 2006); vi) construction and evaluation of parameteri-
sations to be employed in hydrodynamical models run at res-
olutions where CCN activation is a sub-scale process (e.g.,
Feingold and Heymsfield, 1992). Further studies underway
are aimed at validating the model with aircraft measure-
ments, and at enhancing the representation of links between
particle growth kinetics and its composition. The imple-
mented logic for efficiently handling variable number of bins
shall be a valuable component for implementing an accu-
rate treatment of the coagulation process using the moving-
sectional approach. Results of these studies will be reported
in future publications.

Supplementary material related to this article is avail-
able online at: . . .
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Table 1. Aerosol distributions used in the example model run dis-
cussed in Sect. 3.1. Data after O’Dowd et al. (1997), as used in
Ghan et al. (1998).

Mode Solute Nm [cm−3] rm [µm] σm [1]

Film drop NaCl 51.1 0.10 1.90
Jet drop NaCl 2.21 1.00 2.00
Spume drop NaCl 0.00001 6.00 3.00
Accumulation (NH4)2SO4 100 0.08 1.45
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Table 2. Aerosol distributions used in the model runs presented in
Sects 3.2–3.3. Data after Whitby (1978), as used in Nenes et al.
(2001b).

Spectrum (mode) Nm [cm−3] rm [µm] σm [1]

Marine (nuclei) 340 0.005 1.6
Marine (accumulation) 60 0.035 2.0
Marine (coarse) 3.1 0.31 2.7

Clean continental (nuclei) 1000 0.008 1.6
Clean conti. (accumulation) 800 0.034 2.1
Clean conti. (coarse) 0.72 0.46 2.2

Average background (nuclei) 6400 0.008 1.7
Average bg. (accumulation) 2300 0.038 2.0
Average bg. (coarse) 3.2 0.51 2.16

Urban (nuclei) 106 000 0.007 1.8
Urban (accumulation) 32 000 0.027 2.16
Urban (coarse) 0.43 0.43 2.21
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Fig. 1. A summary of aerosol size spectra evolution as calculated in
the model run discussed in Sect. 3.1. The four data sets plotted in
plot (a) correspond to the initial dry (red colour), and the initial wet
(green colour) spectra for sea-salt (thin lines) and sulphate (thick
lines) aerosol. In plot (b) the initial wet spectrum (green colour) is
shown again, together with the final wet spectrum (blue colour).
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Fig. 2. Evolution of the aerosol spectra (symbols) and the relative
humidity (green curve) as calculated in the model run discussed in
Sect. 3.1. Wet radii at bin boundaries are drawn every 50 time-steps.
Circles and diamonds correspond to sea-salt and sulphate aerosol,
respectively. Colour of the symbols indicate the difference between
the temperatures of particles and the surrounding air. The two dark-
grey vertical lines at 1 and 25 µm indicate the region of the spectra
used for calculating the moments of the droplet spectrum, as defined
by Eq. (25). The thick light-grey bifurcated line in the background
is drawn to highlight the two bin boundaries of the same dry radius
which undergo markedly different evolution for sulphate and sea-
salt aerosol (discussed in the text).
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Fig. 3. A summary of the evolution of droplet spectrum as calcu-
lated in the model run discussed in Sect. 3.1. The wet spectra are
drawn at six selected time-steps using separate histograms for sul-
phate (thin blue lines) and sea-salt (thick blue lines). The vertical
scaling factor is the same for all twelve histograms, and has an arbi-
trary value. The thick orange line denotes average droplet radius,
while the two surrounding thin orange lines represent the width
of the spectrum (±σr). Both the average radius and the standard
deviation are shown only after the specific concentration reaches
50mg−1. The turquoise line denotes specific droplet concentration
(units at the top axis).
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Fig. 4. A summary of results obtained without adaptivity in the 1296 model runs
discussed in Sect. 3.2 (see text for details) plotted as a function of the number of bins.
The lines are drawn by connecting points every 5 bins. The width and colour of a line
correspond to the vertical velocity and solute, respectively (cf. the key in the top-right
corner of the figure). Each of the four columns of plots corresponds to a different initial
aerosol size spectrum (i.e. marine, clean continental, average background and urban),
all plots in a column share the x-axis. Each of the top five rows of plots corresponds
to a droplet spectrum parameter (i.e. CDNC, <r>, σr, LWC and reff ). The bottom
row of plots corresponds to the maximum supersaturation. The ranges of the y-axes
differ. Figure 5 presents analogous results obtained with adaptivity (with maximum
supersaturation plots omitted).
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Fig. 5. A summary of results obtained with adaptivity in the 1296
model runs discussed in Sect. 3.3 (see text for details). Figure 4
presents analogous results obtained without adaptivity (see caption
for explanation of the plot elements).
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Fig. 6. Final number of bins plotted as a function of the initial num-
ber of bins for the model runs with adaptivity presented in Fig. 5
and discussed in Sect. 3.3. Dashed lines in the plot are 1 : 1 lines
representing cases without adaptivity. Consult the caption of Fig. 4
for explanation of the plot elements.
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Fig. 7. A comparison of aerosol spectra evolution as calculated
in two model runs with adaptivity toggled off (a) and on (b). See
captions of Figs. 1–3 for description of the plot elements. Figure
discussed in Sect. 3.3.
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Table A1. List of symbols.

Symbol SI unit Description

α, β [1] coefficients in the BDF formula
γ [m2] helper symbol in Eqs 17 and 18
ρ [kg/m3] density of moist air in the parcel
ρl=1000 [kg/m3] density of liquid water
ρv [kg/m3] density of water vapour in the parcel
σ=0.072 [J/m2] surface tension coefficient of water
σm, σ[c]

m [1] geometric std dev. of a log-normal mode
σr [m] standard deviation of droplet radius
κ[c] [1] chemical-composition parameter for spec. c
κ[0]=1.28 [1] CCN-derived value of κ for NaCl

κ[1]=0.61 [1] CCN-derived value of κ for (NH4)2SO4

λD [m] mean free path of water vapour in air
λK [m] length scale for heat transfer in air
a [1] water activity
b [0,1, . . . ] bin number enumerator
CDNC [1/m3] cloud droplet number concentration
c [0,1, . . . ] chemical composition enumerator
cl=4218 [J/kg/K] specific heat capacity of liquid water
cp(qv) [J/kg/K] specific heat capacity of moist air
cpd=1005 [J/kg/K] specific heat capacity of dry air
cpv=1850 [J/kg/K] specific heat capacity of water vapour
D(λD,rw) [m2/s] diffusivity of water vapour in air (trans. rég.)
D0=2.21×105 [m2/s] diffusivity of water vapour in air (conti. rég.)
E, Emax [K] dew-point elevation (maximum)
F (x,t) n/a ODE system right-hand side
f(xi) n/a the function used in Newton-Raphson iteration
g=9.8067 [m/s2] gravitational acceleration
h [1,2, . . . ] BDF formula order
i [0,1, . . . ] solver time-step enumerator
j [0,1, . . . ] root-finding iteration enumerator
K(λK ,rw) [J/m/s/K] thermal conductivity of air (trans. régime)
K0=2.4×10−2 [J/m/s/K] thermal conductivity of air (conti. régime)
k [0,1,2, . . . ] spectrum moment enumerator
LWC [kg/m3] liquid water content
lv(T ) [J/kg] latent heat of evapouration
lv0=2.5×106 [J/kg] latent heat of evapouration at the triple point
M [kg] particle mass
m [0,1, . . . ] log-normal mode enumerator
N=CDNC/ρ [1/kg] cloud droplet specific concentration
N [c] [1/kg] total specific conc. of aerosol in spec. c
N [c,b] [1/kg] specific conc. of aerosol in bin b of spec. c
Nb, N [c]

b [1] number of bins in a size spectrum
Nc [1] number of chemical components
Nm, N [c]

m [1/m3] total aerosol conc. in a log-normal mode
nd, n[c]

d [1/kg/m] dry aerosol specific conc. density
n

[c]
w [1/kg/m] wet aerosol specific conc. density
p [Pa] air-parcel pressure
p0=611.73 [Pa] water vapour pressure at the triple point
pv [Pa] partial pressure of water vapour
pv∞(T ) [Pa] equil. vapour press. (plane surf., pure water)
pvs(T,...) [Pa] equil. vapour press. over solution droplet
Q [J] particle heat content
qv [1] air-parcel specific humidity
R(qv) [J/K/kg] gas constant of moist air
Rd=287.1 [J/K/kg] gas constant of dry air
Rv=461.4 [J/K/kg] gas constant of water vapour
RH=pv/pvs [1] air-parcel relative humidity
r0,r1,ra,rb [m] helper symbols in Eqs (18) and (25)
reff [m] cloud droplet effective radius
rd, r[c,b]

dl , r[c,b]
dr [m] particle dry radius (at left/right bin boundary)

r
[c]
m [m] mode radius of a log-normal mode
rmin, rmax [m] cloud droplet spectrum range (1 and 25 µm)
rw, r[c,b]

wl , r[c,b]
wr [m] particle wet radius (at left/right bin boundary)

S, Smax [1] supersaturation (maximum)
t, ti [s] time (at model time-step i)
T [K] air-parcel temperature
T ′ [K] temperature
T0=273.16 [K] temperature of the triple point of water
Td [K] dew-point temperature
Tw, T [c,b]

wl , T [c,b]
wr [K] particle temperature (at left/right bin boundary)

w [m/s] air-parcel vertical velocity
x n/a ODE set variables vector
Zk [mk/kg] helper symbol in Eqs (24) and (25)
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