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Abstract. The Canadian Terrestrial Ecosystem Model

(CTEM) is the interactive vegetation component in the Earth

system model of the Canadian Centre for Climate Modelling

and Analysis. CTEM models land–atmosphere exchange of

CO2 through the response of carbon in living vegetation,

and dead litter and soil pools, to changes in weather and

climate at timescales of days to centuries. Version 1.0 of

CTEM uses prescribed fractional coverage of plant func-

tional types (PFTs) although, in reality, vegetation cover con-

tinually adapts to changes in climate, atmospheric composi-

tion and anthropogenic forcing. Changes in the spatial distri-

bution of vegetation occur on timescales of years to centuries

as vegetation distributions inherently have inertia. Here, we

present version 2.0 of CTEM, which includes a representa-

tion of competition between PFTs based on a modified ver-

sion of the Lotka–Volterra (L–V) predator–prey equations.

Our approach is used to dynamically simulate the fractional

coverage of CTEM’s seven natural, non-crop PFTs, which

are then compared with available observation-based esti-

mates. Results from CTEM v. 2.0 show the model is able

to represent the broad spatial distributions of its seven PFTs

at the global scale. However, differences remain between

modelled and observation-based fractional coverage of PFTs

since representing the multitude of plant species globally,

with just seven non-crop PFTs, only captures the large-scale

climatic controls on PFT distributions. As expected, PFTs

that exist in climate niches are difficult to represent either

due to the coarse spatial resolution of the model, and the cor-

responding driving climate, or the limited number of PFTs

used. We also simulate the fractional coverage of PFTs us-

ing unmodified L–V equations to illustrate its limitations.

The geographic and zonal distributions of primary terres-

trial carbon pools and fluxes from the versions of CTEM that

use prescribed and dynamically simulated fractional cover-

age of PFTs compare reasonably well with each other and

observation-based estimates. The parametrization of compe-

tition between PFTs in CTEM v. 2.0 based on the modified

L–V equations behaves in a reasonably realistic manner and

yields a tool with which to investigate the changes in spa-

tial distribution of vegetation in response to future changes

in climate.

1 Introduction

Dynamic global vegetation models (DGVMs) are now con-

sidered an integral component of Earth system models

(ESMs). DGVMs model vegetation as a dynamic component

of the Earth system, allowing simulation of the atmosphere–

land flux of CO2 and other trace gases. A correspond-

ing ocean carbon cycle component in ESMs simulates the

atmosphere–ocean flux of CO2. Together they allow for mod-

elling of the atmospheric CO2 concentration as a prognostic

variable in ESMs and quantification of the biogeochemical

feedbacks that affect the carbon cycle and physical climate

system (Arora et al., 2013; Arora and Boer, 2014). Modelling

vegetation as a dynamic component of the climate system

also permits simulation of biophysical feedbacks. Land sur-

face vegetation in ESMs responds to variations in weather

and climate and, in turn, influences the climate, on hourly to

centennial timescales. Over short periods (hourly to daily),

the simulated latent heat flux is affected by changes in veg-

Published by Copernicus Publications on behalf of the European Geosciences Union.



324 J. R. Melton and V. K. Arora: Competition in CTEM v. 2.0

etation’s stomatal conductance, which controls the rate of

transpiration. On seasonal timescales, changes in leaf area

index (LAI) influence the land surface albedo and the tran-

spiration and evaporation of intercepted precipitation from

canopy leaves. On timescales from inter-annual to centen-

nial, changes in structural attributes of vegetation such as

LAI, vegetation height, rooting depth and, in particular, the

spatial distribution of vegetation, affect the land surface

albedo and various components of the land surface energy

and water balance. These biophysical interactions between

vegetation and climate are well documented (Wang et al.,

2011; Kim and Wang, 2007; Gobron et al., 2010).

DGVMs typically represent vegetation in terms of a mod-

est number of plant functional types (PFTs). This simplifi-

cation is justified by the ability to categorize plant species

on the basis of their form and interaction with the environ-

ment (Box, 1996). For example, fir (Abies), spruce (Picea)

and pine (Pinus) can all be classified as needleleaf evergreen

trees. From a purely practical standpoint, PFTs are used be-

cause it is impossible, at present, to obtain model parameters

for the thousands of plant species based on the sparse avail-

able data.

In its simplest form, the dynamic behaviour of vegeta-

tion can be described by two aspects: changes in plant struc-

ture and changes in areal coverage. First, as vegetation re-

sponds to changes and variability in climate, its structure

changes affecting its height, LAI and rooting depth, typically

on seasonal to decadal timescales. Second, vegetation also

adapts by changing its areal extent. Areal changes are slower

than the structural changes, typically occurring on decadal to

centennial timescales for woody vegetation and sub-decadal

to decadal timescales for herbaceous vegetation. Together,

these changes in structure and areal extent capture vegeta-

tion’s dynamic behaviour in response to changes and vari-

ability in climate at different timescales.

DGVMs may incorporate only the structural, or both

the structural and areal, aspects of vegetation dynamics.

The Canadian Terrestrial Ecosystem Model (CTEM) (Arora,

2003; Arora and Boer, 2005a; Arora et al., 2009; Melton and

Arora, 2014), for example, has so far incorporated only struc-

tural vegetation dynamics, i.e. it uses prescribed fractional

coverage of its nine PFTs (seven natural and two crop PFTs;

see Table 1). The fractional coverage of PFTs in CTEM is

based on a reconstruction of historical land cover from 1850

to present as described in Wang et al. (2006) and Arora and

Boer (2010). Other DGVMs with prescribed fractional cov-

erage of their PFTs include the Community Land Model

version 4 (CLM4) (Lawrence et al., 2011) and the Terres-

trial Ecosystem Model (TEM) (Tian et al., 1999). Obviously,

this approach does not account for changes in plant distribu-

tion due to changing climate or atmospheric CO2 concentra-

tion. Examples of DGVMs that account for both structural

and areal vegetation dynamics include Top-down Represen-

tation of Interactive Foliage and Flora Including Dynamics

(TRIFFID), which is currently implemented in the Hadley

Centre’s Earth System Model (HadGEM2-ES) (Jones et al.,

2011), and the Lund–Potsdam–Jena (LPJ) DGVM (Sitch

et al., 2003).

Removing the constraint of specified fractional cover-

age of PFTs and simulating the areal vegetation dynamics

adds another degree of freedom to DGVMs. Simulating both

structural and areal vegetation dynamics in a realistic manner

is a more stringent test of a DGVM’s abilities. An incorrect

simulation of the geographical distribution of PFTs will lead

to a similarly flawed distribution of primary terrestrial carbon

pools and fluxes, regardless if the model correctly simulates

the structural vegetation dynamics.

Modelling areal dynamics of vegetation requires simulat-

ing competition for available space and resources between

PFTs. In the real world, plants compete for space to acquire

both aboveground (light) and belowground (water and nu-

trients) resources. Attempts to capture competition between

plants to allow these interactions have generally been accom-

plished using three different kind of models: (i) theoretical

models, (ii) gap models, and (iii) DGVM-based models.

Theoretical models (e.g. Tilman, 1982 and Pacala and

Tilman, 1994) generally relate mortality and colonization to

bulk parameters that are not easily related to physiological

traits or mechanisms (although Pacala and Tilman, 1994, al-

low some mechanistic approaches). Gap models, which at-

tempt to explicitly represent plant growth that occurs fol-

lowing the creation of a forest gap, provide a more mecha-

nistic approach that simulates resource competition between

individual trees at the spatial scale of a few metres (e.g.

Bugmann, 2001). There have been attempts to integrate gap

model dynamics into DGVMs (e.g. the Spatially Explicit

Individual-Based DGVM (SEIB-DGVM), Sato et al., 2007;

the LPJ General Ecosystem Simulator (LPJ-GUESS), Smith

et al., 2001; and the Ecosystem Demography (ED) model ap-

proach, Moorcroft et al., 2001). At the large spatial scales at

which DGVMs are typically implemented (0.5 to 4◦ reso-

lution), gap model dynamics impose a high computational

load and thus have generally been applied only at local and

regional scales (e.g. eastern North America in Fisher et al.,

2015). An exception is that SEIB-DGVM has been globally

applied in the Kyousei2 model albeit with difficulties repre-

senting the global vegetation distribution (for e.g. see Fig. 13

in Sato et al., 2007). DGVM-based competition schemes are

either based on (i) the Lotka–Volterra (L–V) equations (e.g.

TRIFFID, Cox, 2001; University of Sheffield Conifer Model

(USCM), Brentnall et al., 2005; and CTEM, Arora and Boer,

2006a, b), (ii) simpler approaches that assume PFTs occupy

area in proportion to their net primary productivity (NPP)

(e.g. LPJ, Sitch et al., 2003; the Organizing Carbon and Hy-

drology in Dynamic Ecosystems model (ORCHIDEE), Krin-

ner et al., 2005; Zhu et al., 2015) or (iii) account for compet-

itiveness via both NPP and mortality (e.g. Jena Scheme for

Biosphere–Atmosphere Coupling in Hamburg (JSBACH);

Brovkin et al., 2009). These latter DGVM-based approaches

generally suffer from an amplified expression of dominance,
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Table 1. Parameters used in the competition module of CTEM v. 2.0. Ssap is the multiplying factor for converting biomass density to

sapling density (Eq. 15 in Sect. 2.1.2). LAImin is the minimum LAI below which a PFT does not expand and LAImax is the maximum

LAI above which a PFT expands at a maximum rate (Eqs. 17 and 18; Sect. 2.1.2). Amax is the PFT maximum age, which is used in the

calculation of intrinsic mortality (Eq. 20; Sect. 2.1.3). mge,max is the maximum growth-related mortality used in Eq. (21) for calculating

growth-related mortality. Some parameter values differ between the model versions when PFTs’ fractional coverage is specified and when

they are dynamically modelled using competition between PFTs. If modified, the parameter values for the dynamically modelled version are

shown in parentheses.

Plant functional type (PFT) PFT short name Ssap LAImin LAImax Amax mge,max

– m2 m−2 m2 m−2 yr yr−1

Needleleaf evergreen trees NDL-EVG 0.32 1.00 4.00 800 0.005

Needleleaf deciduous trees NDL-DCD 0.20 1.00 3.00 500 0.005

Broadleaf evergreen trees BDL-EVG 0.08 1.50 6.00 700 0.005

Broadleaf cold deciduous trees BDL-DCD-COLD 0.14 1.00 5.00 450 0.005

Broadleaf drought/dry deciduous trees BDL-DCD-DRY 0.13 1.00 5.00 500 0.005

C3 crop∗ C3-CROP – – – – –

C4 crop∗ C4-CROP – – – – –

C3 grass C4-GRASS 0.20 0.01 4.00 – 0.00 (0.05)

C4 grass C4-GRASS 0.20 0.01 4.00 – 0.00 (0.10)

∗ Prescribed fractional cover.

i.e. the dominant PFT ends up occupying a disproportion-

ately large fraction of a grid cell. As a result, forests are sim-

ulated in regions, which, in reality, are largely savannas (e.g.

see Fig. 2 in Cramer et al., 2001, for Hybrid, TRIFFID, LPJ

and the Integrated Biosphere Simulator (IBIS) models).

Here, we evaluate CTEM v. 2.0, which explicitly models

the competition for space between PFTs using a modified

version of the L–V equations (Lotka, 1925; Volterra, 1926)

to interactively determine the fractional coverage of seven

non-crop PFTs as a function of climate and soils. The com-

petition scheme used here was presented in Arora and Boer

(2006a, b), but this study is the first evaluation of the scheme

on a global scale. Section 2 summarizes CTEM v. 2.0 and in-

cludes a description of its competition parametrization based

on a modified version of the L–V equations. Section 3 de-

scribes the experimental set-up and observation-based data

sets used for model evaluation. Results from simulations with

prescribed and dynamically simulated fractional coverage of

CTEM’s seven non-crop PFTs, along with discussion, are

presented in Sect. 4. We also present results from simula-

tions that use an unmodified version of the L–V equations

for comparison. Simulations with unmodified L–V equations

highlight the tendency of the unmodified L–V relations to

simulate excessive coverage of dominant PFTs. Finally, con-

clusions are presented in Sect. 5. A detailed model descrip-

tion of CTEM v. 2.0 is provided in the Appendix.

2 CTEM structure and processes

Version 1 of the CTEM is the terrestrial carbon cycle compo-

nent of the second generation Canadian Earth System Model

(CanESM2) (Arora et al., 2011) where it is coupled to ver-

sion 2.7 of the Canadian Land Surface Scheme (CLASS).

CTEM v. 2.0, used here, is currently coupled to the CLASS

v. 3.6 (Verseghy, 2012). The coupled CLASS–CTEM model

is capable of being run online in the CanESM model or of-

fline, as is the case in this study, driven by observation-based

meteorological forcings. CTEM models terrestrial ecosys-

tem processes for nine PFTs, two of which are crop PFTs

(see Table 1), by tracking the flow of carbon through three

living vegetation components (leaves, stem and roots) and

two dead carbon pools (litter and soil). The carbon bud-

get equations for the model’s five pools are summarized in

Sect. A7 of the Appendix. The amount of carbon in these

five carbon pools is simulated prognostically. CLASS mod-

els the land surface energy and water balance and calcu-

lates liquid and frozen soil moisture, and soil temperature for

three soil layers (with thicknesses 0.1, 0.25 and 3.75 m). In

the CLASS–CTEM framework, CLASS uses structural veg-

etation attributes (including LAI, vegetation height, canopy

mass and rooting depth) simulated by CTEM, and CTEM

uses soil moisture, soil temperature and net radiation calcu-

lated by CLASS. Combined, CLASS and CTEM simulate

the atmosphere–land fluxes of energy, water and CO2.

Version 1.0 of CTEM is described in a collection of papers

detailing parametrization of photosynthesis, autotrophic and

heterotrophic respiration (Arora, 2003); phenology, carbon

allocation, biomass turnover and conversion of biomass to

structural attributes (Arora and Boer, 2005a); dynamic root

distribution (Arora and Boer, 2003); and disturbance (fire)

(Arora and Boer, 2005b). These processes are modelled over

prescribed fractional coverage of nine PFTs (Wang et al.,

2006) and determine the structural vegetation dynamics in-

cluding vegetation biomass, LAI, vegetation height, fraction

of roots in each of the three soil layers, leaf onset and offset

times and primary CO2 fluxes of gross primary productivity
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(GPP) and NPP. A full description of CTEM and changes

from v. 1.0 to v. 2.0 are included in the Appendix.

A parametrization for competition between PFTs in an ear-

lier version of CTEM is described by Arora and Boer (2006a,

b) where it was evaluated at select locations. Here we present

CTEM v. 2.0, which builds upon the model framework of

CTEM v. 1.0 and can be run in two different modes, either

(i) using specified fractional coverage of its nine PFTs, or

(ii) allowing the fractional coverage of its seven non-crop

PFTs to be dynamically determined based on competition

between PFTs. The parametrization for simulating compe-

tition between PFTs is summarized in Sect. 2.1. The fire

parametrization has also been refined in the new model ver-

sion as described in Appendix A9. The CLASS–CTEM mod-

elling framework has the capability of representing the sub-

grid scale variability of PFTs using either a composite or

a mosaic configuration (Li and Arora, 2012; Melton and

Arora, 2014). In the composite (or single tile) configuration,

the vegetation attributes for all PFTs present in a grid cell

are averaged and used in energy and water balance calcu-

lations that determine the physical land surface conditions

including soil moisture, soil temperature and thickness and

fractional coverage of snow (if present). In the mosaic (or

multi-tile) configuration each PFT is allocated its own tile

for which separate energy and water balance calculations are

performed. As a result, the simulated carbon balance evolves

somewhat differently in the two configurations despite being

driven with identical climate forcing (see Melton and Arora,

2014). The results presented in this paper are obtained using

the composite configuration.

2.1 Representation of competition between PFTs

in CTEM

Competition between PFTs in CTEM is based upon modified

L–V equations (Arora and Boer, 2006a, b). The L–V equa-

tions (Lotka, 1925; Volterra, 1926) have been adapted from

their initial application for simulating predator–prey interac-

tions in ecosystem models as described below.

2.1.1 Competition parametrization

The change in fractional coverage (f ) of a PFT α through

time,
dfα
dt

, is expressed as the result of mortality, and compe-

tition and colonization (CC) interactions with the other PFTs

present in a grid cell and bare ground, collectively repre-

sented as B where α 6∈ B:

dfα

dt
= g(fα,fB)−mαfα. (1)

The CC interactions are represented symbolically by the

g(fα,fB) function. Mortality is assumed to be proportional

to the number density of plants and represented by the

mortality term, mαfα . The PFT-dependent mortality rate

(mα; day−1) (described further in Sect. 2.1.3) produces bare

ground via a number of processes, and that bare ground

is subsequently available for colonization. We consider the

fractional coverage for N PFTs plus bare ground (fN+1 =

fbare) where
∑N+1
j=1 fj = 1. For competition between unequal

competitors, the PFTs are ranked in terms of their domi-

nance. If PFT α is the most dominant, it will invade the

area of other PFTs and the bare ground (fB , α 6∈ B). Woody

PFTs are all more dominant than grass PFTs since trees can

successfully invade grasses by overshading them (Siemann

and Rogers, 2003) and thus are ranked higher. Within tree or

grass PFTs the dominance rank of a PFT is calculated based

upon its colonization rate (cα; day−1) with higher coloniza-

tion rates giving a higher dominance ranking. For the general

case of PFT α with a dominance rank of i, we describe the

ranking from most dominant to least as 1, 2, . . . , i− 1, i,

i+ 1, . . . , N . Equation (1) can then be reformulated follow-

ing a phenomenological approach as

dfα

dt
= f bα (cα,i+1fi+1+ cα,i+2fi+2+ . . .+ cα,NfN )

− fα(c1,αf
b
1 + c2,αf

b
2 + . . .+ c(i−1),αf

b
i−1)

−mαfα, (2)

where the exponent b is an empirical parameter, which con-

trols the behaviour of the L–V equations. In the original L–V

formulation, b is 1, but we modify the L–V relations by using

b = 0 following Arora and Boer (2006a, b) (implications of

this choice are expanded upon below). The fractional cover

of PFT α then changes depending on the gains it makes into

the area of less dominant PFTs and the losses it suffers due

to mortality and encroachment by more dominant PFTs. The

rate of change of the bare fraction, fbare, is expressed as

dfbare

dt
=

N∑
β=1

(mβfβ − cβ,baref
b
β fbare). (3)

The rate at which PFT α invades another PFT β is given by

cα,βf
b
α fβ = cα

(
cα,β

cα

)
f bα fβ = cαδα,βf

b
α fβ . (4)

A PFT invading bare ground has an unimpeded invasion rate,

cα . The ratio of the invasion rate by PFT α into area cov-

ered by another PFT β and its unimpeded invasion rate (
cα,β
cα

)

gives the relative efficiency of colonization, termed δα,β ,

which is a scalar between 0 and 1. δ is 1 for invasion of any

PFT into bare ground and 1 for tree PFT invasion into grass

PFTs. If a PFT β has a lower dominance ranking than an-

other PFT α then δβ,α = 0 implying that sub-dominant PFTs

do not invade dominant PFTs, but get invaded by them, i.e.

δα,β = 1. Equation (2) can then be written more succinctly

for each PFT as

dfα

dt
=

N+1∑
β=1

(cαδα,βf
b
α fβ − cβδβ,αfαf

b
β )−mαfα. (5)
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The value of parameter b is related to the manner in which

two PFTs interact, represented by f bα fβ , in Eqs. (2)–(4). As

a result, the value of b affects the equilibrium solution for

fractional coverage of PFTs as well as how fi evolves over

time.

For the usual form of the L–V equations with b = δ =

1, and for the case of a grid cell with two PFTs, the

competition–colonization equations are

df1

dt
= c1f1(f2+ fbare)−m1f1

= c1f1(1− f1)−m1f1, (6)

df2

dt
= c2f2fbare− c1f1f2−m2f2

= c2f2(1− f1− f2)− c1f1f2−m2f2, (7)

where the dominant PFT 1 invades PFT 2 and the bare frac-

tion, and PFT 2 invades only the bare fraction. The equilib-

rium solutions for f1 and f2 in this case are

f1 =max

[
c1−m1

c1

,0

]
, (8)

f2 =max

[
c2− c2f1− c1f1−m2

c2

,0

]
=max

[
(c2−m2)− (1+

c2

c1
)(c1−m1)

c2

,0

]
, (9)

In Eq. (9), as long as (c1−m1)> (c2−m2) the equilibrium

solution for f2 will always be zero and coexistence is not

possible.

For b = 0 and δ = 1, the competition–colonization equa-

tions are

df1

dt
= c1(f2+ fbare)−m1f1

= c1(1− f1)−m1f1, (10)

df2

dt
= c2fbare− c1f2−m2f2

= c2(1− f1− f2)− c1f2−m2f2, (11)

and the corresponding equilibrium fractions are

f1 =
c1

c1+m1

, (12)

f2 =
c2(1− f1)

(c1+ c2+m2)
. (13)

In Eqs. (12) and (13), as long asm1 > 0 and c2 > 0, then PFT

2 will always exist and equilibrium coexistence is possible.

Values of parameter b between 1 and 0 yield equilibrium val-

ues of f2 that vary between 0 (Eq. 9) and those obtained us-

ing Eq. (13). b = 0 yields a maximum value of equilibrium

f2 allowing PFT 2 to coexist maximally.

In the standard L–V equations for predator–prey interac-

tions coexistence is possible because the predator depends

on prey for its food and so the predator population suffers as

the prey population declines. This is in contrast to the appli-

cation of the equations for competition between PFTs where

the dominant PFT does not depend on sub-dominant PFTs

for its existence and is thus able to exclude them completely.

The PFTs interact with each other through the invasion term

(−cβδβ,αfαf
b
β ) in Eq. (5), where δα,β = 1 or 0 depending on

whether PFT α can or cannot invade PFT β, respectively, as

mentioned earlier. This interaction through invasion is repre-

sented by −c1f1f2 in Eq.( 7) (for b = 1) and by −c1f2 in

Eq. (11) (for b = 0). The magnitude of this interaction thus

depends on the value of parameter b. When b = 1 the interac-

tion is proportional to the product of the fractional coverage

of the two PFTs (f1f2). When b = 0, the interaction is pro-

portional to the fractional coverage of the PFT being invaded

(f2). The use of b = 0 thus reduces the product term f bα fβ to

fβ and implies that the invasion of sub-dominant PFT β does

not depend on the current fractional coverage of the domi-

nant PFT α. This case may be thought of as corresponding

to the general availability of the seeds of the dominant PFT

α that may germinate and invade the coverage of the sub-

dominant PFT β provided the climate is favourable, even if

PFT α does not exist in the grid cell, i.e. fα = 0 (in the case

where fα = 0, the PFT is always assumed to have a dormant

seed bank in the grid cell given the long lifetimes of seeds

and their wide dispersion). In contrast, in the standard ver-

sion of the L–V equations, as implemented for predator–prey

interactions, b always equals 1 since the amount of preda-

tion, and hence the reduction in the number of prey, depends

on the product of the number of predators and the number of

prey. Using b = 0 is thus consistent with invasion of the sub-

dominant PFT β being unaffected by the fractional coverage

of the dominant PFT α.

2.1.2 Colonization rate

The PFT-dependent colonization rate (cα; day−1) is cal-

culated based on the fraction (3α) of positive NPP

(kgCm−2 day−1) that is used for spatial expansion

cα =3α NPPα ξα, (14)

where ξα ((kgC)−1 m2) is the inverse sapling density cal-

culated as the reciprocal of vegetation biomass (Cveg,α;

kgCm−2) multiplied by a PFT-dependent constant (Ssap,α;

unitless; see Table 1)

ξα =
1

Ssap,α max[0.25,min(5.0,Cveg,α)]
. (15)

The fraction of NPP used for spatial expansion,3α , is calcu-

lated using the leaf area index (LAIα; m2 leaf (m2 ground)−1)

of a PFT

3α =min(λmax,max(λ1,α,λ2,α)), (16)
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if LAIα ≤ LAImin,α :

λ1,α = 0

if LAImin,α < LAIα < LAImax,α :

λ1,α =
LAIα −LAImin,α

LAImax,α −LAImin,α

λmax

if LAIα ≥ LAImax,α :

λ1,α = λmax (17)

if LAIα > 0.25LAImin,α :

λ2,α = cosh(0.115(LAIα − 0.25LAImin,α))− 1

if LAIα ≤ 0.25LAImin,α :

λ2,α = 0 (18)

The original formulation of Arora and Boer (2006a) only

considered λ1,α but here we adjust the parametrization with

the addition of λ2,α , which ensures that a small fraction of

NPP is used for spatial expansion even at very low LAI

values. This additional constraint allows for improved frac-

tional coverage of grasses in arid regions. Similar to Ssap,α ,

LAImin,α and LAImax,α are PFT-dependent parameters (see

Table 1).

The value of λmax is set to 0.1 so that a maximum of 10 %

of daily NPP can be used for spatial expansion. Finally, 3α
is set to zero for tree PFTs when they are in a full leaf-out

mode and all NPP is being used for leaf expansion (see Ap-

pendix A5).

2.1.3 Mortality

The PFT-dependent mortality rate (day−1),

mα =mintr,α +mge,α +mbioclim,α +mdist,α, (19)

reflects the net effect of four different processes: (1) intrinsic-

or age-related mortality, mintr, (2) growth or stress-related

mortality, mge, (3) mortality associated with bioclimatic cri-

teria,mbioclim and (4) mortality associated with disturbances,

mdist.

Intrinsic- or age-related mortality uses a PFT-specific max-

imum age, Amax (Table 1), to calculate an annual mortality

rate such that only 1 % of tree PFTs exceed Amax,α . Intrin-

sic mortality accounts for processes, whose effect is not ex-

plicitly captured in the model including insect damage, hail,

wind throw, etc.,

mintr,α = 1− exp(−4.605/Amax,α). (20)

Grasses and crops have mintr = 0. The annual growth-related

mortality mge is calculated using growth efficiency of a PFT

over the course of the previous year following Prentice et al.

(1993) and Sitch et al. (2003) as

mge,α =
mge,max,α

1+ kmge,α

, (21)

wheremge,max represents the PFT-specific maximum mortal-

ity rate when no growth occurs (Table 1). km is a parameter

set to 0.3 m2 (gC)−1. ge is the growth efficiency of the PFT

(gCm−2) calculated based on the maximum LAI (Lα,max;

m2 m−2) and the increment in stem and root mass over the

course of the previous year (1CS and 1CR; kgCm−2, re-

spectively) (Waring, 1983)

ge,α = 1000
max(0, (1CS,α +1CR,α))

Lα,max

. (22)

Mortality associated with bioclimatic criteria, mbioclim

(0.25 yr−1), is applied when climatic conditions in a grid

cell become unfavourable for a PFT to exist and ensures that

PFTs do not exist outside their bioclimatic envelopes, as ex-

plained in the next section.

The annual mortality rates for mintr, mge and mbioclim are

converted to daily rates and applied at the daily time step of

the model, while mdist is calculated by the fire module of the

model based on daily area burned for each PFT as summa-

rized in Appendix A9. In practice, the
dfα
dt
=−mdist,αfα term

of Eq. (5) is implemented right after area burnt is calculated.

2.1.4 Bioclimatic limits and existence

The mortality associated with bioclimatic criteria, mbioclim,

ensures that PFTs do not venture outside their bioclimatic

envelopes. The bioclimatic criteria that determine PFT ex-

istence are listed in Table 2 for tree PFTs. Bioclimatic lim-

its are not used for the C3 and C4 grass PFTs. The biocli-

matic limits represent physiological limits to PFT survival

that are either not captured in the model or processes that are

not sufficiently described by empirical observations to allow

their parametrization. Some examples of the latter include

a plant’s resistance to frost damage and xylem cavitation lim-

its due to moisture stress. The bioclimatic criteria include the

minimum coldest month air temperature (T cold
min ), the maxi-

mum coldest month air temperature (T cold
max ), the maximum

warmest month air temperature (T warm
max ), the minimum num-

ber of annual growing degree days above 5 ◦C (GDD5min),

the minimum annual aridity index (ratio of potential evapo-

transpiration to precipitation; aridmin) and the minimum dry

season length in a year (dryseasonmin), where the dry sea-

son length represents the number of consecutive months with

precipitation less than potential evaporation. The bioclimatic

indices are updated on a 25 year timescale (T = 25) such that

the slowly changing value of a bioclimatic indexX(t+1) for

time t+1 is updated using its previous year’s value X(t) and

its value x(t) for the current year as

X(t + 1)=X(t)e−1/T
+ x(t)(1− e−1/T ). (23)

Equation (23) implies that 63 % of a sudden change in the

value of a bioclimatic index 1x is reflected in X(t) in T

years (1− eT (−1/T )
= 1− e−1

= 0.63), while 86 % of the

change is reflected in 2T years (1− e2T (−1/T )
= 1− e−2

=

0.86).

Geosci. Model Dev., 9, 323–361, 2016 www.geosci-model-dev.net/9/323/2016/



J. R. Melton and V. K. Arora: Competition in CTEM v. 2.0 329

Table 2. Bioclimatic limits used in the competition parametrization of CTEM v. 2.0 as described in Sect. 2.1.4. T cold
min

and T cold
max are the

minimum and maximum coldest month temperatures, respectively. T warm
max is the maximum warmest month temperature, GDD5min is the

minimum growing degree days above 5 ◦C (GDD5), aridmin is the minimum aridity index and dryseasonmin is the minimum length of the

dry season.

Plant functional type T cold
min

T cold
max T warm

max GDD5min aridmin dryseasonmin

short name (◦C) (◦C) (◦C) (◦C) (unitless) (months)

NDL-EVG – ≤ 18.0 – ≥ 375.0 – –

NDL-DCD – ≤−28.0 ≤ 25.0 ≥ 600.0 – –

BDL-EVG ≥ 2.5 – – ≥ 1200.0 – –

BDL-DCD-COLD ≥−35.0 ≤ 16.0 – ≥ 300.0 – –

BDL-DCD-DRY ≥ 4.0 – – – ≥ 0.9 ≥ 5.5

C3-CROP – – – – – –

C4-CROP – – – – – –

C3-GRASS – – – – – –

C4-GRASS – – – – – –

3 Simulations and observation-based data

3.1 Simulations

We perform three equilibrium simulations for pre-industrial

conditions on a Gaussian 96× 48 grid with a horizontal spa-

tial resolution of approximately 3.75◦× 3.75◦. A globally

uniform CO2 concentration of 286.37 ppm (corresponding to

the year 1861 from Meinshausen et al., 2011) is used. The

fractional coverage of CTEM PFTs in these simulations is

(i) prescribed (hereafter referred to as the PRES simulation),

(ii) based on the CTEM competition parametrization as out-

lined in Sect. 2.1.1 (hereafter the CTCOMP simulation) and

(iii) based on competition between the PFTs using the orig-

inal L–V formulation (hereafter the LVCOMP simulation).

The competition parametrization in the LVCOMP simulation

uses a value of b = 1 in Eq. (5) similar to the L–V equa-

tions used in the TRIFFID (Cox, 2001) and USCM (Brent-

nall et al., 2005) models. By contrast, the CTCOMP simula-

tion uses a value of b = 0.

The simulations are driven with the Climate Research

Unit – National Centers for Environmental Prediction (CRU-

NCEP) v. 4 climate data (Viovy, 2012). The climate corre-

sponding to the 1901–1940 period is used repeatedly until

the model carbon pools reach equilibrium. The climate data

are disaggregated from their original 6-hourly temporal reso-

lution to a half-hourly time step. Surface temperature, surface

pressure, specific humidity and wind speed are linearly inter-

polated. Long-wave radiation is uniformly distributed across

a 6 h period, and shortwave radiation is diurnally distributed

over a day based on a grid cell’s latitude and day of year with

the maximum value occurring at solar noon. Precipitation is

treated following Arora (1997), where the total 6 h precipi-

tation amount is used to determine the number of wet half-

hours in a 6 h period. The 6 h precipitation amount is then

spread randomly, but conservatively, over the wet half-hourly

periods. Soil texture information (percent sand, clay and or-

ganic matter) for the three soil layers is adapted from Zobler

(1986). The driving climate data and soil and land cover in-

formation are interpolated to 3.75◦ resolution. All simula-

tions are performed offline, i.e. feedbacks between the vege-

tation and climate are not possible. Offline simulations allow

for more straightforward interpretation of model results and

are a necessary first step before proceeding with coupled sim-

ulations that incorporate two-way interactions between the

land surface and atmosphere.

The simulations with prescribed PFT fractions (PRES) use

a reconstruction of land cover for the year 1861 based on

the approach described in Wang et al. (2006) (hereafter re-

ferred to as W2006) and Arora and Boer (2010). Briefly,

the snapshot of land cover in the Global Land Cover 2000

(GLC2000) data set for year 2000 is first mapped on to the

CTEM PFTs and then extended back in time to account for

changing crop area according to the HYDE v. 3.1 data set

(Hurtt et al., 2011). We refer to this as the modified W2006

data set compared to the original W2006 land cover prod-

uct, which was based on the Ramankutty and Foley (1999)

crop data. The crop and grass fractions in each grid cell are

divided into C3 and C4 sub-types based on the global frac-

tional distribution of C4 vegetation developed by Still et al.

(2003), as described in W2006. Simulations with dynami-

cally determined fractional coverage of CTEM PFTs (CT-

COMP and LVCOMP) use only the C3 and C4 crop fractions

from the modified W2006 data set while competition de-

termines the fractional coverage of CTEM’s non-crop PFTs

over the remaining fraction. Disturbance, in the form of area

burned, is included in all simulations based on CTEM’s fire

parametrization described in Appendix A9.

3.2 Observation-based data sets

A Moderate-Resolution Imaging Spectroradiometer

(MODIS)-derived land cover product (Friedl et al., 2013)

and the modified W2006 product are used to evaluate the
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simulated fractional coverage of CTEM’s seven non-crop

PFTs.

The GLC2000 land cover product comprising of 22 land

cover types is mapped on to the nine PFTs represented in

CTEM by W2006 (their Table 2). W2006 split the broadleaf

deciduous PFT into cold deciduous and drought deciduous

versions. They made the simple but reasonably realistic as-

sumption that at high latitudes (above 34◦) deciduousness is

caused primarily by seasonality in temperature while at lower

latitudes (below 24◦) deciduousness is caused by seasonality

in precipitation, with a linear transition in-between. In ad-

dition, they separated grass and crops into their C3 and C4

sub-types as mentioned above.

The MODIS land cover product contains 17 land cover

types and we map it to CTEM PFTs following the mapping

scheme of W2006, as closely as possible (see Table S1 in

the Supplement). The MODIS product is averaged across the

years 2001–2011 and interpolated to the Gaussian 96× 48

resolution. We do not attempt to subdivide the fractional

coverage of MODIS broadleaf deciduous trees into their

cold and drought deciduous versions, nor do we subdivide

fractional coverage of MODIS grasses and crops into their

C3 and C4 sub-types, since our classification scheme is not

ground-truthed to the extent the approach used by W2006

has been. As such, the MODIS-based data set is used only

for comparisons of global total coverage while the modified

W2006 data set is also used for comparison of geographic

distribution of CTEM’s seven non-crop PFTs.

Both the MODIS-derived product (17 land cover types)

and the modified W2006 land cover (based on GLC2000’s

22 land cover types) product are subject to errors in cate-

gorizing remotely sensed vegetation into broad-scale vegeta-

tion types and then their further mapping onto CTEM’s nine

PFTs. The latter mapping requires assumptions about which

of the land cover types contribute to which of the CTEM

PFTs and in what proportion, including the bare fraction.

For instance, W2006 assign the GLC2000 tree cover, needle-

leaved, deciduous land cover type to CTEM’s needleleaf de-

ciduous tree, grass and bare fraction in proportions of 80, 10

and 10 %, respectively. The subjectiveness inherent in recon-

structing observation-based data sets of PFT fractional cov-

erage that can be directly compared to model output there-

fore implies that these data sets only provide information to

constrain simulated results at large continental scales.

We also compare the latitudinal distribution of simu-

lated gross primary productivity (GPP), vegetation biomass

and soil carbon with observation-based estimates of these

quantities. The observation-based estimate of GPP is from

Beer et al. (2010), who analyse the ground-based carbon

flux tower observations from about 250 stations using di-

agnostic models and extrapolate the flux tower observa-

tions to the global scale for the 1998–2005 period. We eval-

uate simulated vegetation biomass against two data sets.

The global data set of Ruesch and Holly (2008) is based

upon remotely sensed vegetation cover (Global Land Cover
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Figure 1. Comparison of observation-based and simulated global

areal extent of grass, treed, bare ground and total vegetated area

(sum of grass, treed and crop areas) from pre-industrial simulations

that use the CTEM competition scheme (modified L–V; CTCOMP)

and the unmodified L–V equations (LVCOMP) (a). (b) Shows the

comparison for areal extent of individual PFTs. The observation-

based estimates are from the modified Wang et al. (2006) data

set (corresponding to year 1861) and the MODIS-derived product

(which corresponds to the present day).

2000 Project, GLC2000) and carbon stocks at the national

level. The Saatchi et al. (2011) vegetation biomass data

set is available only for tropical and sub-tropical regions

between 55◦ S and 40◦ N. These data are based on for-

est height measurements that are used to estimate above-

ground biomass; belowground biomass is estimated on the

basis of aboveground biomass using tree allometric relation-

ships. The simulated zonally averaged soil carbon is evalu-

ated against the Harmonized World Soils Dataset (HWSD)

(FAO/IIASA/ISRIC/ISS-CAS/JRC, 2012).

4 Results

4.1 Global values

The performance of the original L–V-based competition

parametrization (LVCOMP) and its modified version as im-

plemented in CTEM (CTCOMP) is evaluated at the most ba-

sic level in Fig. 1a comparing the simulated coverage of trees

and grasses, and the bare and vegetated areas, at the global

scale with observation-based estimates of these quantities

from the modified W2006 and MODIS-derived data sets.

Overall, the modelled global coverage of trees and grasses,

and the global bare and vegetated areas in the CTCOMP

and LVCOMP simulations compare reasonably with their

observation-based estimates. The global tree cover in the

CTCOMP simulation is about 6 % lower than the W2006

data set but 20 % more than the MODIS-derived estimates,
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CTCOMPLVCOMP W2006
a) Tree cover

b) Grass cover

c) Bare ground

Figure 2. Global tree (a), grass (b), and bare ground (c) cover at equilibrium for pre-industrial conditions as simulated by CTEM using

the unmodified L–V relations (LVCOMP; left column), the CTEM competition scheme with modified L–V relations (CTCOMP; middle

column), and the observation-based fractions from the modified Wang et al. (2006) data set (W2006; right column).

which are for the modern period. Simulated coverage by

CTCOMP lies in-between the observation-based estimates

based on the modified W2006 and the MODIS-derived prod-

ucts, except for the area covered by grasses, which is lower

than both observation-based estimates (13 and 24 %, re-

spectively). LVCOMP simulated global area covered by

trees is the highest while coverage of grasses and vege-

tated area is the lowest compared to the CTCOMP simula-

tion and observation-based estimates. Total vegetation cover

in the CTCOMP (90.7× 106 km2) and LVCOMP simula-

tions (87.6× 106 km2) is slightly too small compared to

the modified W2006 data set (97.8× 106 km2) but close

to the MODIS-derived estimate (89.9× 106 km2) for the

modern period. Consequently, the simulated bare area (CT-

COMP, 53.0× 106 km2, and LVCOMP, 56.1× 106 km2) is

overestimated compared to the modified W2006 estimate

(45.8× 106 km2) and closer to the MODIS-derived estimate

(56.8× 106 km2).

Figure 1b compares the simulated global areas at the in-

dividual PFT level. This provides a more stringent test of

the competition parametrization in contrast to the aggregated

comparisons shown in Fig. 1a. The observation-based esti-

mates from the modified W2006 data set are available for

individual PFTs. However, we do not attempt to sub-divide

the MODIS-derived estimate for global broadleaf deciduous

(BDL-DCD) tree coverage into the dry-deciduous and cold-

deciduous sub-types, and grass and crop PFTs into C3 and

C4 sub-types, as mentioned earlier.

The global areas of individual PFTs in Fig. 1b from CT-

COMP and LVCOMP simulations compare reasonably to

the two observation-based estimates. The most dominant

and least dominant non-crop PFTs are BDL-DCD trees and

needleleaf deciduous (NDL-DCD) trees, respectively, for

both simulations and observation-based estimates. Crop ar-

eas are specified based on the modified W2006 data set in

the LVCOMP and CTCOMP simulations and therefore same

for all three cases. The total crop area based on the MODIS

data set for the modern period is higher than the value from

the modified W2006 data set, which corresponds to 1860,

consistent with the increase in crop area over the historical

period. As a result MODIS-derived global area covered by

all trees (in Fig. 1a) and individual tree PFTs (in Fig. 1b) is

lower than the value based on the modified W2006 product.

As with Fig. 1a, the LVCOMP simulation does somewhat

poorly compared to the CTCOMP simulation. The simulated

global area for broadleaf deciduous trees is the highest, and

C3 grasses is the lowest, in the LVCOMP simulation com-

pared to the CTCOMP simulation and observation-based es-

timates.
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CTCOMPLVCOMP W2006
a) Needleleaf evergreen

b) Needleleaf deciduous

c) Broadleaf evergreen

d) Broadleaf cold deciduous

e) Broadleaf drought/dry deciduous

Figure 3. Comparison of simulated fractional coverage of tree PFTs in the LVCOMP (based on the original L–V equations, left column)

and CTCOMP (based on modified L–V equations, middle column) simulations with the observation-based estimate from the modified Wang

et al. (2006) data set corresponding to year 1861 (right column).

4.2 Geographical distributions

Figure 2 compares the geographical distributions of tree and

grass PFTs and the bare fraction in the LVCOMP and CT-

COMP simulations with the observation-based estimate from

the modified W2006 product. Figures 3 and 4 compare the

simulated and observation-based geographical distributions

for individual tree and grass PFTs. The goodness of sim-

ulated geographical distributions of fractional coverage of

PFTs is assessed in Fig. 5, which plots the root mean square

difference (RMSD) against the spatial correlation when re-

sults from the LVCOMP and CTCOMP simulations are com-

pared to the modified W2006 product.

4.2.1 Tree cover

The broad spatial distribution of tree cover is simulated rea-

sonably well in the CTCOMP simulation, including the bo-

real and tropical forests, although the model tends to simulate

less tree cover in arid regions, especially the south-western
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United States. The spatial correlation between the modelled

tree fraction in the CTCOMP simulation and the modified

W2006 data set is 0.79 with a RMSD of 22.8 %. Three main

factors make simulating tree cover challenging in our mod-

elling framework. First, the sub-grid scale climatic niches are

unresolved at the ∼ 3.75◦ grid resolution used in this study.

This is especially problematic for grid cells with large varia-

tions in climate. For example, this is the case in western Mex-

ico where a strong elevation gradient creates climate niches

for trees on the windward side of the Sierra Madre Occiden-

tal, while the leeward side of the mountains is very arid. Sec-

ond, CLASS and CTEM do not presently simulate shrubs as

a separate PFT. Shrubs are extensive in both hot (e.g. Aus-

tralia) and cold (e.g. the Arctic) semi-arid to arid regions. In

these regions the model either grows only grasses, or small

trees. Finally, the limited number of natural PFTs represented

in CTEM (seven) limit our ability to capture the entire spatial

range of PFTs, e.g. needleleaf evergreen trees occur naturally

both in the Canadian Yukon territory and the south-western

United States. The trees found in these two regions have ex-

tensive physiological adaptations to their very different habi-

tats. The single needleleaf evergreen PFT in the model, how-

ever, has only one set of parameters and as a result the model

is unable to represent needleleaf evergreen trees realistically

in both regions (as also seen in Fig. 3a).

The spatial distribution of trees in the LVCOMP simula-

tion is similar to that in the CTCOMP simulation but gener-

ally shows less tree cover in arid regions and higher cover in

predominately forested regions compared to both the W2006

data set and the CTCOMP simulation. The LVCOMP simula-

tion demonstrates similar spatial correlation (0.76) but poorer

RMSD (27.5 %) against the modified W2006 data set than

the CTCOMP simulation (Fig. 5). The higher simulated tree

cover in the LVCOMP simulation, in areas where trees do

well, is a characteristic of the L–V formulation, which allows

the dominant PFT to cover a large fraction of the grid cell al-

lowing little coexistence (as discussed in detail by Arora and

Boer, 2006a). The result of this inability to allow adequate

PFT coexistence also leads to less gradation from areas with

high tree cover to areas of low tree cover in the LVCOMP

simulation compared to the CTCOMP simulation. This am-

plified expression of dominance, which suppresses PFT co-

existence, is also seen in the CLM-DGVM, which uses the

competition module of the LPJ dynamic vegetation model

(Levis et al., 2004). In the CLM-DGVM simulation reported

in Zeng et al. (2008) trees tend to occupy more than 90 %

of a grid cell in locations where they are able to exist (their

Fig. 7a). The Zeng et al. (2008) simulation is also unable to

capture the continuous stretch of boreal forest from Canada’s

west to east coast.

4.2.2 Grass cover

The spatial coverage of grass in the CTCOMP simulation

shows a fairly reasonable agreement compared to modified

W2006 data set, especially on the African continent (Fig. 2),

although the spatial correlation of 0.38 with the modified

W2006 data set is lower than that for trees (Fig. 5).

Grass cover in CTEM, regardless of the competition

parametrization (CTCOMP or LVCOMP), is influenced by

three main factors: (i) tree coverage, as trees are considered

superior to grasses because of their ability to invade them,

(ii) moisture availability and (iii) the disturbance regime.

Higher disturbance rates act to reduce tree cover and increase

grass cover because grasses colonize faster than trees after

a disturbance. Frequent disturbance thus reduces the superi-

ority of trees over grasses.

Grass coverage is overestimated in the northern high lat-

itude regions in the CTCOMP simulation (Fig. 2). This is

likely due to CTEM not representing shrub PFTs (as men-

tioned above), allowing greater grass coverage in areas where

shrubs should otherwise be extensive. Additionally, CTEM

has no moss or lichen PFTs, which are also widespread in

those regions and generally known to inhibit grasses. An-

other constraint is that CTEM represents only one C3 grass

PFT, which does not allow us to accommodate physiolog-

ical adaptations over the broad climatic envelope in which

grasses exist. As grasses cannot outcompete trees, low grass

cover is seen in the CTCOMP simulation in areas where

CTEM overestimates tree cover, for example the southern

regions of Brazil and Uruguay. In areas with very high tree

cover (like the western Amazon), the CTCOMP simulation

tends to slightly underestimate tree cover (by< 10 %), which

allows some grass cover (< 10 %) while the modified W2006

data set shows negligible grass cover.

The grassland extent in the parts of the US Plains and

Canadian Prairies is also underestimated in the CTCOMP

simulation. The modified W2006 data set shows around 60 %

grass cover in this region while CTEM estimates about 30 %

grass cover. This underestimate could be due to the following

three reasons. First, fire is simulated interactively in CTEM

and biases in simulated area burned will influence the PFT

dynamics as fire tends to reduce tree cover and increase

grass cover. The fire parametrization includes both human

(as a function of population density) and natural influences

but cultural differences in the human influence are not repre-

sented (see Appendix A9). While CTEM simulates more fire

in the plains–prairie region (annual fraction burned is around

1–5 %) than indicated by the remotely sensed GFED v. 3 data

set (Giglio et al., 2010) (which covers 1996–2009), it is dif-

ficult to estimate a realistic amount of annual burned area

during the pre-industrial period. Second, the plains region

was home to large herds of grazing herbivores prior to the

1880s, which also tend to damage tree seedlings providing

beneficial conditions for grass expansion. Herbivory is not

represented in CTEM. Finally, the simulated soil moisture in

these regions could be overly moist allowing trees to cover

a larger fraction than if the soil moisture was more limiting.

Grass cover in the LVCOMP simulation is relegated to ar-

eas where trees are not able to effectively colonize, due to
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CTCOMPLVCOMP W2006
a) C3 grass

b) C4 grass

Figure 4. Comparison of simulated fractional coverage of grass PFTs in the LVCOMP (based on the original L–V equations, left column)

and CTCOMP (based on modified L–V equations, middle column) simulations with the observation-based estimate from the modified Wang

et al. (2006) data set corresponding to year 1861 (right column).

conditions being overly arid, overly cold and/or with high

disturbance regimes. In the LVCOMP simulation, even more

extensive grass cover is simulated in the high latitudes than

in the CTCOMP simulation, approaching 90 % in many re-

gions. The LVCOMP simulation’s low grass cover in many

other regions reflects the high tree cover estimated in the

LVCOMP simulation due to its inability to allow appropri-

ate PFT coexistence (as mentioned earlier) acting to exclude

grasses. As a result the grass cover in the LVCOMP simula-

tion is low and patchy and differs greatly from the modified

W2006 data set, as is also indicated by a low spatial correla-

tion and higher RMSD in Fig. 5.

4.2.3 Bare ground

Bare ground in the modified W2006 data set occurs pri-

marily in arid, mountainous and arctic regions (Fig. 2c), as

is normally expected. Simulated bare fraction in the CT-

COMP simulation compares reasonably well with the mod-

ified W2006 estimates (spatial correlation of 0.85), espe-

cially in Africa and Eurasia although the model simulates

a higher bare fraction in the south-western United States,

Mexico and Australia. The model generally also simulates

a greater bare fraction in other areas like the Andes moun-

tains of South America and the Kalahari desert of Africa.

The overestimation of bare fraction in the CTCOMP simu-

lation in these regions reflects the processes mentioned ear-

lier, which affect the simulated distribution of trees and grass.

As well, the coarse spatial resolution (∼ 3.75◦) of our study

prevent us from capturing sub-grid scale niches. For exam-

ple, in mountainous regions, large elevation gradients cre-

Figure 5. Scatter plot of the model simulated vegetation cover root

mean square difference and correlation coefficient as compared to

the observation-based estimate derived from the modified Wang

et al. (2006) data set. Perfect agreement between the model and the

observation-based values would yield a RMSD of zero and a cor-

relation coefficient of 1. All simulations by CTCOMP show closer

agreements with the W2006 data set than the corresponding LV-

COMP simulations (each simulation pair between LVCOMP and

CTCOMP for each PFT/aggregate is linked with a grey line).

ate climatic niches that allow vegetation to exist whereas us-

ing mean climate averaged over a large grid cell may pre-

vent vegetation existence in the model. Other regions, such

as the arid and semi-arid interior regions of Australia and
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Mexico have sub-grid scale features that allow for the forma-

tion of landscapes with banded (Tongway and Ludwig, 2001)

or patchy (Tongway and Ludwig, 1994) vegetation. These

sub-grid scale processes are not resolved in our modelling

framework, which assumes uniform soil and climate condi-

tions within each grid cell. The LVCOMP simulation shows

a similar pattern to that in the CTCOMP simulation, but

with slightly more bare area especially in the south-western

United States and Mexico and poorer RMSD and spatial cor-

relation (Fig. 5).

4.3 Individual PFTs

The comparison of geographical distributions of simulated

tree, grass cover and bare ground cover with observation-

based estimates shows that, while some limitations remain,

the competition parametrization of CTEM performs reason-

ably realistically. A more stringent test of the model perfor-

mance is the comparison of geographical distributions of in-

dividual tree and grass PFTs against observation-based esti-

mates, as shown in Fig. 3 for tree PFTs and Fig. 4 for grass

PFTs.

4.3.1 Needleleaf evergreen trees

The modelled global total areal extent of the needleleaf ev-

ergreen (NDL-EVG) tree PFT in the CTCOMP simulation

is around 5 % less than the modified W2006 estimate and

about 21 % more than the modern-day MODIS-derived es-

timate (Fig. 1b). Spatially, the simulated fractional cover of

NDL-EVG trees compares reasonably to W2006 in the bo-

real regions (Fig. 3 row a). The modelled fractional cover-

age of NDL-EVG trees is, however, overly extensive in cen-

tral and western Europe as well as the southern tip of South

America with too little NDL-EVG in Mexico, parts of the bo-

real forest of Canada, and in a band across Eurasia. A model

limitation is that it is difficult to have NDL-EVG trees exist

as far south as Mexico, as observations suggest, but not en-

croach into southern Africa (we incorrectly simulate a small

fraction of NDL-EVG for a few grid cells in that region).

Much of this over- and underestimation can be attributed to

the use of a single PFT for NDL-EVG trees that are in real-

ity physiologically distinct depending on their geographical

location (as discussed in Sect. 4.1). The issue of physiolog-

ical distinction between needleleaf evergreen trees growing

in different regions is also illustrated by Reich et al. (2014),

who show that needle longevity reduces as mean annual tem-

perature increases and that this is an adaptive, rather than

a genetic, response. In contrast, the NDL-EVG trees in the

model have a constant needle lifespan regardless of their ge-

ographic location. The limitations of the use of a single NDL-

EVG tree PFT in CTEM has also been demonstrated by Peng

et al. (2014), who implemented CTEM at a regional scale for

the province of British Columbia, Canada. Peng et al. (2014)

found that while the use of a single NDL-EVG tree PFT

yields reasonable LAI and GPP in coastal British Columbia,

which experiences mild temperate climate, the same PFT

parameters result in lower than observed LAI and GPP in

the continental interior of the province, which experiences

a colder and drier climate.

The simulated distribution of NDL-EVG trees in the LV-

COMP simulation differs greatly from the modified W2006

estimate with much lower coverage of NDL-EVG trees ex-

cept in certain regions where the simulated coverage of NDL-

EVG trees is high (> 60 %). The global simulated coverage

of NDL-EVG trees in the LVCOMP simulation is about 25 %

less than the modified W2006 estimate although it compares

well to the modern-day MODIS-derived estimate. Compar-

ing the RMSD and spatial correlation between the modi-

fied W2006 data set and the model results shows a reduced

RMSD and a higher correlation, both of which imply an im-

proved performance, in the CTCOMP compared to the LV-

COMP simulation (Fig. 5).

4.3.2 Needleleaf deciduous trees

The observation-based distribution of needleleaf deciduous

(NDL-DCD) trees is primarily limited to areas in eastern

Siberia with some additional areas of low coverage in North

America (< 10 %) (Fig. 3 row b). This pattern predominantly

reflects the distribution of larches (Larix spp.), a common

NDL-DCD tree species found in much of Canada, Scandi-

navia, and Russia, with their primary habitat being the boreal

forests of Russia. To prevent NDL-DCD trees from occupy-

ing expansive regions in both Eurasia and North America,

bioclimatic limits are used to limit their range. As a result,

NDL-DCD in both CTCOMP and LVCOMP simulations ex-

ist in a closely defined area with little gradation from the re-

gions where NDL-DCD exist to regions where they do not,

reflecting the effect of the common bioclimatic limits. Within

the climatically favourable regions for NDL-DCD, the simu-

lated fractional cover in the CTCOMP simulation is similar

to the modified W2006 data set while the simulated fractional

coverage in the LVCOMP simulation is too high. The total

area covered by NDL-DCD trees in the CTCOMP simula-

tion is ∼ 28 % lower than in the modified W2006 data set

but ∼ 43 % higher than the modern-day MODIS-derived es-

timate (Fig. 1b). The total area covered by NDL-DCD trees

in the LVCOMP simulation is ∼ 16 % lower than the modi-

fied W2006 estimate but over twice the MODIS-derived esti-

mate. There is a slight reduction in RMSD and small increase

in spatial correlation, when compared to the modified W2006

values, in the CTCOMP compared the LVCOMP simulation

(Fig. 5).

4.3.3 Broadleaf evergreen trees

While CTEM parametrizes the broadleaved evergreen (BDL-

EVG) PFT as tropical trees (through bioclimatic limits; see

Sect. 2.1.4), the W2006 data set also includes evergreen
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shrubs when mapping the GLC2000 land cover to the nine

CTEM PFTs (see Table 2 of Wang et al., 2006). As a re-

sult, the modified W2006 data set shows small areas of BDL-

EVG outside the tropical regions. Excluding regions outside

of the tropics, the modelled distribution of BDL-EVG trees

in the CTCOMP simulation compares reasonably well to the

modified W2006 data set with expansive coverage along the

equator. The model generally simulates higher than observed

coverage of BDL-EVG around Indonesia and the western

margin of the Amazon and parts of South-east Asia. In the

LVCOMP simulation, BDL-EVG trees have a smaller range

and almost full coverage in regions where they are simulated

to exist with little gradation from areas with high to areas

with low coverage, which is characteristic of the unmodi-

fied L–V formulation. The global coverage of BDL-EVG

trees in the modified W2006 data set is 19.4 millionkm2 with

16.7 millionkm2 in the tropics (between 30◦ S and 30◦ N).

The simulated global coverage of the BDL-EVG trees in the

CTCOMP and LVCOMP simulations is somewhat larger at

18.7 and 18.2 millionkm2, respectively. The improved spatial

distribution of BDL-EVG trees in the CTCOMP compared to

the LVCOMP simulation is also seen in Fig. 5.

The western margin of the Amazon River basin shows the

limitations of the∼ 3.75◦ spatial resolution used in our study.

The observations show a gradation from high coverage in the

interior of the basin to lower values near the Pacific coast, re-

flecting the rise of the Andes mountains and the change in cli-

mate across them (Fig. 3 right column of row c). In our mod-

elling framework, however, climate averaged over the large

∼ 3.75◦ grid cells yields amenable conditions for BDL-EVG

trees to exist across the mountain range. The model also does

not take into account the fraction of a grid cell that may be

covered by rocks and stony outcrops, which would make it

impossible for the natural PFTs to expand into those areas.

Consideration of the rocky fraction of a grid cell will likely

improve model simulated tree cover in mountainous regions.

4.3.4 Cold and drought deciduous broadleaf trees

In CTEM, broadleaf deciduous (BDL-DCD) trees are di-

vided into cold (BDL-DCD-COLD) and drought/dry (BDL-

DCD-DRY) sub-types. The bioclimatic indices for BDL-

DCD-COLD and BDL-DCD-DRY trees are assigned so that

their geographical distributions are broadly limited to regions

where their deciduousness is primarily controlled by tem-

perature and soil moisture, respectively. For the observation-

based data set, this distinction is more arbitrary. W2006 used

latitudinal limits of> 34 and< 24◦ for characterizing decid-

uousness due to temperature and soil moisture, respectively,

with a linear gradation in-between, as mentioned earlier (also

visible in Fig. 3). As a result, in the modified W2006 data set,

the cold and drought deciduous sub-types of the BDL-DCD

PFT can coexist between the latitudes of > 24 and < 34◦.

A bioclimatic index that has been evaluated at a few sites

to predict the trigger of deciduousness could present a better

predictor and will be investigated in future work. The bio-

climatic indices and the methodology used in CTEM pre-

clude the two deciduous versions from coexisting. While it

is fairly obvious that temperature-based bioclimatic indices

will be needed for determining the geographical distribution

of BDL-DCD-COLD trees, we found that temperature-based

indices alone are not sufficient for determining the geograph-

ical distribution of BDL-DCD-DRY trees, as would also be

intuitively expected. In addition to minimum coldest month

temperature, we therefore also use the annual aridity index

and the length of the dry season for determining the geo-

graphical distribution of BDL-DCD-DRY trees.

The simulated geographical distribution of BDL-DCD-

COLD in the CTCOMP simulation is broadly similar to the

modified W2006 data set, although some differences remain.

Compared to the modified W2006 data set, the model sim-

ulates larger BDL-DCD-COLD extent in western Canada

(and lower NDL-EVG as a result) and smaller BDL-DCD-

COLD coverage in south-eastern Europe (with comparably

more NDL-EVG). These areas demonstrate that the compe-

tition between the NDL-EVG and BDL-DCD-COLD PFTs

is not perfectly modelled in these regions. The arbitrary lati-

tudinal limits used by W2006 imply that BDL-DCD-COLD

trees exist as far north as Australia’s Gold Coast in the east-

ern state of Queensland, which is certainly not realistic given

its tropical climate. The model does not simulate any broad-

scale existence of BDL-DCD-COLD trees between 24 and

34◦ S, although it reasonably estimates their coverage in New

Zealand. The simulated expanse of BDL-DCD-COLD trees

is much smaller in the LVCOMP simulation and most re-

gions, where it is present, generally show high coverage (60–

90 %). The global total areal coverage of BDL-DCD-COLD

in the CTCOMP simulation is very similar to the modified

W2006 data set while it is ∼ 22 % higher in the LVCOMP

simulation, despite its restricted spatial extent.

The simulated geographical distribution of BDL-DCD-

DRY trees in the CTCOMP simulation is also broadly similar

to the modified W2006 data set with some differences over

India, and in southern Africa near Botswana and Zambia.

CTEM coverage in these regions is lower by approximately

20 % than the modified W2006 estimate. As with other tree

PFTs, the simulated areal extent of BDL-DCD-DRY trees in

the LVCOMP simulation is more limited compared to the

CTCOMP simulation and the modified W2006 data set, but

of a higher percent cover in the grid cells where BDL-DCD-

DRY trees do exist. The global total areal coverage of BDL-

DCD-DRY trees in the CTCOMP and LVCOMP simulations

are∼ 12 % lower and∼ 5 % higher than the modified W2006

estimate, respectively. In Fig. 5, the RMSD between the sim-

ulated and modified W2006 values shows a large decrease in

the CTCOMP compared to the LVCOMP simulation.

The total BDL-DCD coverage, consisting of both the cold

and dry deciduous sub-types, in the CTCOMP simulation

is similar to the estimates based on MODIS and modified
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W2006 products but much higher in the LVCOMP simula-

tion (Fig. 1b).

4.3.5 C3 and C4 grasses

Both C3 and C4 sub-types of grasses are represented in

CTEM. The geographical distributions of C3 and C4 grasses

are determined solely on competitive advantages provided by

their different photosynthetic pathways and parameter val-

ues that determine their differing responses to environmental

conditions; bioclimatic indices are not used to limit the range

of C3 and C4 grasses (see Table 2). The fractional coverage of

grasses is, of course, influenced to a large extent by the frac-

tional coverage of trees, which are considered hierarchically

superior to grasses. The C3 and C4 grasses therefore com-

pete for the remaining fraction of a grid cell that the trees are

unable to occupy.

Figure 4 compares the simulated geographical distribution

of C3 and C4 grasslands with the observation-based modi-

fied W2006 data set, but with the caveat that the W2006 data

set itself is based on the part-modelled and part-observation-

based product of Still et al. (2003), which estimates the C4

fraction of total vegetation. The model is successfully able to

simulate the coexistence of C3 and C4 grasses, especially in

the CTCOMP simulation. The simulated global areal cover-

age of C3 grass in the CTCOMP simulation is ∼ 19 % less

than the modified W2006 data set and this is especially no-

ticeable in areas like the US Plains and the Brazilian high-

lands (Fig. 4). Low grassland estimation reflects either an

overly high tree cover (as is the case in the Brazilian high-

lands, see Fig. 2a) or too extensive areas of bare ground (as

is the case in the US Plains; see Fig. 2c).

Reasons for overly extensive bare ground include either

the inadequacies of using a single grass PFT globally for

each photosynthetic pathway (C3 and C4) or simulated soil

moisture that is too dry in those regions to allow grasses

to effectively colonize. Appropriate grass cover is, however,

simulated for other regions including southern Australia and

the Tibetan plateau in the CTCOMP simulation. The model

overestimates grass cover in the high latitudes regions. This

overestimation possibly reflects: (i) the lack of sensitivity

to high latitude climate of the single C3 grass PFT used in

the model, or (ii) the lack of shrubs, mosses, and lichens

in CTEM, which allows the expansion of grasses into areas

that are otherwise shrublands or moss and lichen covered,

as mentioned earlier. An additional possibility is that CTEM

does not presently take in sub-grid scale soil depth, which

may be important in parts of the Arctic and would limit plant

cover. The simulated grasslands in the LVCOMP simulation

are more isolated with even higher coverage in parts of the

Arctic region. In addition, the original L–V formulation does

not capture the African savannas and the grasslands of South

America.

The simulated distribution of C4 grass in the CTCOMP

simulation compares favourably to the modified W2006 data

set with a similar geographical distribution and fractional

cover. Small differences include an underestimation in the

Brazilian highlands (due to an overestimation of the sim-

ulated tree cover) and an overestimation over India (due

here to an underestimation of simulated tree cover). The

total global area covered by C4 grass also compares well

to the modified W2006 estimate (Fig. 1), while the simu-

lated global coverage in the LVCOMP simulation is low and

patchy.

4.4 Primary terrestrial carbon pools and fluxes

The differences between the simulations with prescribed

fractional coverage of PFTs (PRES) and the simulations in

which fractional coverage of PFTs are dynamically simu-

lated (CTCOMP and LVCOMP) are also the result of some-

what different parameter values between the two. The sim-

ulations with dynamically determined fractional coverage of

PFTs provide an additional constraint, which the model must

meet, i.e. the observation-based estimates of the fractional

coverage of PFTs. We found that the default parameter val-

ues used for simulations with prescribed fractional coverage

of PFTs did not yield optimum comparison with observation-

based estimates of fractional coverage of PFTs. Changes

in parameter values were required because the simulations

with dynamically determined fractional coverage of PFTs in-

clude additional processes such as mortality generating bare

ground (see Sect. 2.1.3) and spatial expansion consuming

a fraction of NPP that then reduces vegetation productivity.

Bare ground fraction does not need to be generated when

fractional coverage of PFTs is prescribed. In the PRES sim-

ulation mortality of grasses is implicitly represented through

the normal turnover of the leaves and root components (Ta-

ble 1). The additional constraint provided by observation-

based fractional coverage of PFTs provides the opportunity

to improve model parameters. Parameter changes when spa-

tial competition between PFTs is explicitly modelled include

a slight reduction in base respiration rates for NDL-EVG and

BDL-EVG with an increase for BDL-DCD-DRY (Table A2).

These values were adjusted to optimize the CTCOMP results

against observation-based data sets. The maximum cold and

drought stress loss rates, BDL-EVG leaf lifespan, as well

as the temperature threshold for determining the cold stress

scalar, were optimized in a similar manner for several PFTs

(Tables A5 and A6). The PFT-specific base allocation frac-

tions for leaf, stem, and roots (Table A4) were revised to be

in line with values derived from Luyssaert et al. (2007) and

Litton et al. (2007) and then further optimized against the

observation-based data sets. These changes in parameter val-

ues are listed in Appendix tables alongside the values used

in PRES simulations (specifically Tables 1, A2, A4, A5 and

A6). While, in the CTCOMP simulation, these changes in

parameter values allow simulation of reasonable geograph-

ical distributions of modelled PFTs and generally improve

www.geosci-model-dev.net/9/323/2016/ Geosci. Model Dev., 9, 323–361, 2016



338 J. R. Melton and V. K. Arora: Competition in CTEM v. 2.0

0

500

1000

1500

2000

2500

3000

G
P
P
 

(g
 C

 m
−

2
 y

e
a
r−

1
) LVCOMP

CTCOMP

PRES

Beer et al. (2010)

0

5

10

15

20

25

V
e
g
e
ta

ti
o
n
 b

io
m

a
ss

(k
g
 C

 m
−

2
)

Ruesch and Holly (2000)

Saatchi et al. (2011) 90th percentile

Saatchi et al. (2011) mean

50 ◦ S 30 ◦ S 10 ◦ S 10 ◦ N 30 ◦ N 50 ◦ N 70 ◦ N 90 ◦ N
Latitude

0

5

10

15

20

25

30

S
o
il 

ca
rb

o
n

(k
g
 C

 m
−

2
)

HWSD

Figure 6. Zonal mean GPP (top), vegetation biomass (middle) and soil carbon (bottom) for CTEM simulations using (i) prescribed PFT

fractional cover from the modified Wang et al. (2006) data set (PRES), (ii) the CTEM competition scheme, which uses modified L–V

equations (CTCOMP) and (iii) simulations that use unmodified L–V equations (LVCOMP) compared to observation-based estimates. The

observation-based estimate for soil carbon is based on the Harmonized World Soils Database (HWSD) version 1.2 (FAO/IIASA/ISRIC/ISS-

CAS/JRC, 2012).

aspects of the model, they also adversely affect some aspects

as discussed later in Sect. 4.4.2.

4.4.1 Global and zonally averaged values

Table 3 compares the global values of primary terrestrial

carbon pools and fluxes from the PRES, CTCOMP and

LVCOMP simulations with each other, and other model-

and observation-based estimates. Figure 6 shows the sim-

ulated zonally averaged values for vegetation and soil car-

bon, and GPP from the three simulations together with avail-

able observation-based estimates. Generally, the simulated

global values for primary terrestrial carbon pools and fluxes

in the CTCOMP and LVCOMP simulations are similar to

those in the PRES simulation, and values from all simula-

tions compare reasonably to previously reported model and

observation-based estimates (Table 3 and Fig. 6).

GPP is slightly higher in the CTCOMP and LVCOMP sim-

ulations compared to the PRES simulation. The primary rea-

son for this increase is the changes in PFT specific param-

eters, rather than the spatial distribution of PFTs itself. Per-

forming the PRES simulation, with the same parameter set as

in the CTCOMP and LVCOMP simulations, yields a global

GPP value of 140.8 PgCyr−1. The zonally averaged GPP in

the CTCOMP and LVCOMP simulations compares well to

that simulated in the PRES simulation and the observation-

based estimate of Beer et al. (2010) (Fig. 6) with an overes-

timate below 40◦ S, where there is relatively little land.

Similar to GPP, NPP in the CTCOMP and LVCOMP sim-

ulations is 9.1 and 6.2 % higher, respectively, compared to

the PRES simulation (Table 3). Evapotranspiration is also

slightly higher in the CTCOMP and LVCOMP simulations

(3.2 and 4.8 %, respectively) than in the PRES simulation, al-

though values from all three simulations compare well with

model and observation-based estimates summarized in Tren-

berth et al. (2011).

The simulated vegetation biomass and soil carbon mass

are the lowest in the CTCOMP simulation amongst the three

simulations. The LVCOMP simulation conversely yields the

highest vegetation biomass and soil carbon mass. The PRES

simulation has intermediate values of vegetation biomass and

soil carbon. Simulated litter mass is similar across all the

three simulations. Global values of vegetation, soil carbon

and litter mass from all simulations compare reasonably with

other estimates.

Compared to the PRES simulation, the zonally averaged

vegetation biomass in the CTCOMP and LVCOMP simula-

tions is higher in the high southern latitudes (> 40◦ S) and the

equatorial region (10◦ S–10◦ N) but less in the high north-

ern latitudes (> 40◦ N) (Fig. 6, middle row). Compared to

the observation-based estimates of Ruesch and Holly (2008)

for the whole globe and Saatchi et al. (2011) for the trop-

ics, the simulated vegetation biomass in the CTCOMP and
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Table 3. Comparison of primary model quantities from the three CLASS–CTEM simulations with observation-based estimates and other

model estimates. The CTCOMP simulation uses a modified form of the Lotka–Volterra equations for simulating competition between PFTs.

The LVCOMP simulation uses the unmodified Lotka–Volterra equations. The PRES simulation uses prescribed fractional coverage of PFTs

based on the modified Wang et al. (2006) data set.

Variable CTCOMP LVCOMP PRES Preindustrial values Other modern

from modelling studies estimates

GPP (PgC yr−1) 128.4 125.6 124.1 134.0 (Gerber et al., 2004) ca. 125 (Zhao et al., 2006)a,

123± 8b (Beer et al., 2010)

NPP (PgCyr−1) 68.1 66.0 61.9 64.0 (Sitch et al., 2003), 59.9 (Ajtay et al., 1979),

62.6 (Saugier et al., 2001),

50–70 (Friedlingstein et al., 2006) 56.6 (Running et al., 2004)

Evapotranspiration (103 km2 yr−1) 86.7 88.1 83.9 83.9± 9.9c (Trenberth et al., 2011)

Vegetation biomass (PgC) 559.1 693.7 645.2 932 (Sitch et al., 2003) 446d (Ruesch and Holly, 2008)

Soil carbon mass (PgC) 1382.3 1430.5 1419.5 1670 (Sitch et al., 2003) 1400–1600 (Schlesinger, 1977),

1395 (Post et al., 1982),

1348 (FAO/IIASA/ISRIC/ISS-CAS/JRC,

2012)d

Litter mass (PgC) 118.2 116.4 115.1 171 (Sitch et al., 2003) 90 (Ajtay et al., 1979)

Fire emissions (PgCyr−1) 2.7 2.5 2.5 2.2e (Mieville et al., 2010),

1.5–2.7 (Mouillot et al., 2006)

1.92 (Mu et al., 2011)

Annual area burnt (104 km2 yr−1) 425.3 604.7 560.7 510f (Mouillot and Field, 2005) 342 (Mu et al., 2011),

294–374 (Giglio et al., 2006),

a MODIS-derived LAI driven with NCEP reanalysis. b Estimate for modern period including the effect of anthropogenic land use and elevated CO2 concentrations. c Based on eight reanalyses for the period

2002–2008, except ERA-40, which was for the 1990s (Trenberth et al., 2011). d Interpolated to the same resolution and land mask as CTEM. e For the year 1900 using the burnt area estimate of Mouillot and

Field (2005). f For the year 1900.

LVCOMP simulations is better simulated at high latitudes

than in the PRES simulation but their simulated vegetation

biomass in the equatorial region is too high. Site-level obser-

vations from the Large-scale Biosphere–Atmosphere (LBA)

experiment in Amazonia, however, indicate total vegetation

biomass values closer to those simulated in the CTCOMP

and LVCOMP simulations (e.g. Keller et al., 2001). The far

southern latitudes, including the southern tip of South Amer-

ica and New Zealand, have higher tree cover in the CTCOMP

and LVCOMP simulations, which leads to an overestimated

vegetation biomass in these regions compared to the PRES

simulation and observation-based estimate of Ruesch and

Holly (2008). Similarly the high northern latitude tree cover

is somewhat less than that in the PRES simulation and this

brings the amount of estimated vegetation biomass lower in

the CTCOMP and LVCOMP simulations. We believe, how-

ever, that the estimates of vegetation biomass from Ruesch

and Holly (2008) are too low at high latitudes as discussed

by Peng et al. (2014) for British Columbia, Canada.

The zonal distribution of soil carbon (Fig. 6 bottom row)

is broadly similar to the observation-based estimate from

the HWSD (FAO/IIASA/ISRIC/ISS-CAS/JRC, 2012) for all

three simulations.

Annual fire emissions are the highest in the CTCOMP sim-

ulation even though it has the lowest annual burned area

(24.1 % less than in the PRES simulation) while the LV-

COMP has the largest burned area (7.8 % more than in the

PRES simulation) but the same amount of emissions as the

PRES simulation (Table 3). The lowest annual burned area

in the CTCOMP simulation, however, compares best with

contemporary observation-based estimates (Table 3). Fire in

CTEM influences the vegetation biomass differently in the

simulations with prescribed (PRES) and dynamically mod-

elled (CTCOMP and LVCOMP) fractional coverage of PFTs.

In the PRES simulation, biomass burning associated with fire

reduces vegetation biomass density since the fractional cov-

erage is not allowed to change, essentially causing thinning

of the vegetation biomass. In the CTCOMP and LVCOMP

simulations, fire additionally creates bare ground, which re-

duces PFT fractional cover and is subsequently available for

colonization.

4.4.2 Geographical distributions

The geographical distribution of GPP, vegetation biomass,

soil carbon mass and burned area from the PRES, CTCOMP

and LVCOMP simulations are compared in Figs. 7 and 8 with

available observation-based estimates.

The geographical distribution of GPP (Fig. 7a) shows

somewhat higher productivity in the tropics for the CT-

COMP and LVCOMP simulations compared to PRES sim-

ulation, as also seen in the zonally averaged values. Sim-

ulated GPP is also marginally higher in the CTCOMP and

LVCOMP simulations in the Arctic region than in the PRES

simulation due to the overestimated grass cover. Modelled

GPP in all three simulations (LVCOMP, CTCOMP, PRES) is

generally lower than observation-based estimates in arid re-

gions including the Atacama desert, the Australian outback

and the deserts of the central Asian region.

The geographical distribution of vegetation biomass be-

tween the three simulations (Fig. 7b) differs the most in the

mixed forests of the north-eastern United States and east-
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CTCOMPLVCOMP PRES
a) GPP

b) Vegetation biomass

Observation 
-based

Figure 7. Geographical distribution of modelled GPP (a), and vegetation biomass (b) from simulations that use dynamically modelled

fractional coverage of PFTs based on the original L–V equations (LVCOMP, leftmost column), and the modified L–V equations (CTCOMP,

second column). The third column shows simulation results that use prescribed PFT fractional cover based on the modified Wang et al.

(2006) data set (PRES). The fourth column has observation-based data sets of GPP (Beer et al., 2010) and vegetation biomass (Ruesch and

Holly, 2008).

ern Canada with a lower biomass in the CTCOMP and LV-

COMP simulations compared to the PRES simulation. Parts

of Scandinavia and north-western Russia show higher vege-

tation biomass in the PRES simulation compared to the CT-

COMP and LVCOMP simulations. The revised model pa-

rameters (see tables in the Appendix) yield lower and more

realistic vegetation biomass in some high-latitude regions in

the CTCOMP simulation, while in the PRES simulation the

vegetation biomass in these high-latitude regions is unreal-

istically as high as in the tropics. However, the model per-

formance in the CTCOMP and LVCOMP simulations is ad-

versely affected in the tropics where the simulated vegeta-

tion biomass is high compared to the PRES simulation and

observation-based estimates (Saatchi et al., 2011). As with

simulated GPP, modelled vegetation biomass is lower than

observation-based estimates in arid regions.

As with the zonally averaged values, the geographical dis-

tribution of soil carbon (Fig. 8a) is broadly similar in the

PRES, CTCOMP and LVCOMP simulations. Differences ex-

ist in areas where the grassland extent differs between the

simulations (e.g. the US Plains/Canadian Prairies and the

high Arctic) because in CTEM grasses are characterized by

low soil decomposition rates, which result in high below-

ground carbon amounts. Compared to the geographical dis-

tribution of observation-based estimates of soil carbon, mod-

elled values are generally higher over the forested areas in-

cluding the Amazonian region, central Africa, and south-

eastern China.

The geographical distribution of annual burned area is

broadly similar in the PRES, CTCOMP and LVCOMP sim-

ulations. All three simulations show higher area burned in

savanna regions of the tropics (Fig. 8b) and lower values

in extra tropical regions. CTEM, however, generally under-

estimates area burned in the savanna regions compared to

observation-based estimates (e.g. GFED v. 3 Giglio et al.,

2010). The simulations differ as area burned is especially

sensitive to grassland extent. Larger fractional coverage of

grasses in a grid cell implies a higher fire spread rate (see

Appendix A9) and lower grid-averaged root-zone soil mois-

ture content (since grasses are shallow rooted compared to

trees), both of which increase area burned.

Overall the impact of dynamically modelling fractional

coverage of PFTs in the CTCOMP simulation yields the

largest differences for simulated vegetation biomass and an-

nual area burned by fire, while other simulated primary car-

bon pools and fluxes remain similar to those in the PRES

simulation and to observation-based estimates.

5 Discussion and conclusions

Modelling vegetation spatial dynamics explicitly in DGVMs

overcomes the limitations inherent in prescribing a vegeta-

tion cover that is unable to respond to changes in climate,

atmospheric CO2 concentration and other forcings. Current

approaches used in global-scale DGVMs include (i) the use

of unmodified L–V equations (e.g. as in TRIFFID Cox, 2001

and USCM Brentnall et al., 2005), (ii) simple approaches

that assume the best performing PFT can occupy more space

(typically ranked by their NPP, e.g. LPJ; Sitch et al., 2003)
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a) Soil carbon

b) Annual burned area

CTCOMPLVCOMP PRES Observation 
-based

Figure 8. Geographical distribution of modelled soil carbon mass (a), and percentage of annual burned area (b) based on simulations that

use dynamically modelled fractional coverage of PFTs based on the original L–V equations (LVCOMP, first column) and the modified L–V

equations (CTCOMP, second column). The third column shows the results for the simulation that uses prescribed PFT fractional cover based

on the modified Wang et al. (2006) data set simulation (PRES). The fourth column has observation-based data sets for soil carbon mass

(HWSD v. 1.2; FAO/IIASA/ISRIC/ISS-CAS/JRC, 2012) and burned area (GFED v. 3.1; Giglio et al., 2006).

and (iii) approaches that account for competitiveness via both

NPP and mortality (e.g. JSBACH; Brovkin et al., 2009).

Most of these approaches suffer from an amplified expres-

sion of dominance with the most dominant PFT occupying

an unrealistically large fraction of a grid cell, thus allow-

ing little coexistence. Examples can be seen in Cramer et al.

(2001) (see Fig. 2 for IBIS, HYBRID, LPJ and TRIFFID)

where forests tend to dominate regions, which should other-

wise be savannas, and Zeng et al. (2008) (their Fig. 7a) where

the CLM-DGVM, which uses the competition module of the

LPJ-DGVM, simulates ≥ 90 % coverage of trees where they

exist in the model. In addition to these parametrizations of

competitive interactions, global-scale models use bioclimatic

limits to impose constraints on where PFTs can attempt col-

onization.

The strength of bioclimatic limits imposed within mod-

els varies greatly. At one end of the spectrum there are bio-

geographic models where present-day geographical distribu-

tions of PFTs are used to derive climate envelopes within

which PFTs can exist. While this approach gives information

about a PFT’s areal extent under present-day conditions, the

information is essentially binary, i.e. within a grid cell the

PFTs exist or they do not. This biogeography approach nei-

ther provides any information about the fraction of a grid cell

that the PFTs occupy nor how the PFTs’ competitive success

might evolve under changing environmental conditions. At

the other end of the spectrum are parametrizations that re-

quire no bioclimatic information to limit species extent, i.e.

each PFT’s geographic extent is solely derived from its phys-

iological responses and competitive interactions with other

PFTs arising from modelled processes. We are not aware of

any competition parametrizations used within a global-scale

DGVM that does not require the use of bioclimatic con-

straints. There are, however, recent attempts at developing

models without bioclimatic limitations at the regional-scale.

Fisher et al. (2015) recently implemented the ED concept

into the CLM-DGVM to model competition between needle-

leaf evergreen and broadleaf cold deciduous trees based on

their leaf traits in the eastern United States. Their attempt at

prognostically determining biome boundaries for these two

PFTs has some success, but only for particular model traits

and structural assumptions. Attempts like these are promis-

ing but much work needs to be done to bring this concept

to the global scale, across the full suite of PFTs, and with

reasonable computational cost. At present, most models fall

somewhere in-between these two endpoints with the aim

of removing imposed bioclimatic constraints and allowing

model physiologic processes to determine PFT geographical

extents. The inability to globally model realistic geographic

distributions of PFTs without the use of bioclimatic con-

straints is not surprising given our limited understanding of

plant physiological processes that control PFT distributions

and their competitive advantages.

We believe the use of bioclimatic constraints is reasonably

moderate in CTEM. With the exception of the needleleaf de-

ciduous PFT, the model uses fairly relaxed bioclimatic con-

straints for its tree PFTs. We do not use any bioclimatic limits

for the C3 and C4 grass PFTs. The grasses’ simulated dis-

tribution, including the competition between them and their

coexistence in the tropics, is the result solely of the physio-
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Figure 9. Plot showing the maximum number of PFTs in the pre-industrial equilibrium CTCOMP and LVCOMP simulations that can

compete for space within a grid cell based upon each PFT’s bioclimatic limits. The total number of natural non-crop PFTs represented in

CTEM is seven.

logical processes that are explicitly modelled. The result is

that the number of natural, non-crop PFTs that can exist and

attempt to colonize a grid cell varies from two (in extreme

climates like the high Arctic or alpine where trees cannot sur-

vive) to a maximum of five, out of a possible total of seven

(Fig. 9). For these two to five PFTs that can exist in every grid

cell, the model uses a modified version of the L–V equations,

as introduced in Arora and Boer (2006b), to explicitly model

competition between them.

Equilibrium offline simulations corresponding to the year

1861, using the original and modified L–V equations show

that the model is able to capture the broad geographical

distributions of tree and grass cover, and the bare fraction,

when compared to the observation-based modified W2006

data set, especially when using the modified L–V equations.

The global areas covered by tree and grass PFTs, the bare

fraction, and the individual PFTs also compare reasonably

to the observation-based estimates of the modified W2006

data set and those derived from a MODIS product (Friedl

et al., 2013). Indeed, Fig. 5 demonstrates that the CTCOMP

simulation, which uses modified version of the L–V equa-

tions, is better able to reproduce the observation-based PFT

distributions of the modified W2006 data set for all PFTs,

than the LVCOMP simulation, which uses the original L–V

equations. The LVCOMP simulation is shown to suffer from

an amplified expression of dominance, which results in high

tree cover in regions where trees can exist and a sparse grass

cover except in the Arctic region where grasses do not face

competition from trees. This suggests that other models us-

ing the unmodified L–V equations would likely also suffer

from this deficiency.

Some limitations are evident in our simulations. Overall,

the simulated tree and grass cover is low in hot arid regions

and the simulated grass cover is overly high in cold arid re-

gions. As a result the model generates more bare fraction in

Australia, the Andes mountains of South America and the

Kalahari desert of Africa, and too little bare fraction in the

high Siberian Arctic. The simulated geographical distribu-

tion of individual PFTs appears reasonable although limita-

tions remain here too. The model simulates a small fractional

coverage of NDL-EVG trees in warm regions of southern

Africa, Australia and South America that is not consistent

with the observation-based estimate based on the modified

W2006 data set. The gradation in the fractional coverage

of PFTs from regions of high to low coverage is simulated

much better when the modified version of the L–V equa-

tions is used, but the simulated fractional coverage is still

not as graded as in the modified W2006 data set. These lim-

itations are due primarily to (i) the coarse resolution used in

our study, which does not allow resolution of climatic niches,

(ii) the absence of shrub and moss/lichen PFTs and (iii) the

small number of natural PFTs (seven) that are represented

in CTEM. These constraints limit the model’s ability to cap-

ture distributions of plants within the same broad functional

group but that exist in geographically and climatically dis-

tinct regions, and will be the focus of future model develop-

ment.

Modelling competition between PFTs in CTEM required

adjusting some of the model parameters in order to realis-

tically simulate the fractional coverage of its seven natural,

non-crop PFTs. These parameter changes removed the pos-

itive bias in simulated vegetation biomass in certain high-

latitude regions but yield too high vegetation biomass in the

tropics. Overall, simulated global values of GPP, NPP, vege-

tation biomass, soil carbon and area burned in the CTCOMP

simulation compare reasonably with observation-based and
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other model estimates (Table 3). The zonal distributions of

GPP and soil carbon also show reasonable comparison with

observation-based estimates although larger differences are

seen for vegetation biomass with higher simulated values in

the tropics, as mentioned above (Fig. 6).

Despite its limitations, the behaviour of the competi-

tion module that uses the modified L–V equations, in the

CLASS–CTEM modelling framework, is sufficiently realis-

tic to yield a tool with which to study the impact of changes

in climate and atmospheric CO2 concentration on the global

distribution of vegetation.

www.geosci-model-dev.net/9/323/2016/ Geosci. Model Dev., 9, 323–361, 2016



344 J. R. Melton and V. K. Arora: Competition in CTEM v. 2.0

Appendix A: Description of model components and

parametrizations

A1 The model structure

The basic model structure of CTEM includes three live veg-

etation components (leaf (L), stem (S) and root (R)) and two

dead carbon pools (litter or detritus (D) and soil carbon (H)).

The amount of carbon in these pools (CL, CS, CR, CD, CH,

kgCm−2) is tracked prognostically through the fluxes in and

out of them. The rate change equations for carbon in these

pools are summarized in Sect. A7 after the processes lead-

ing to the calculation of fluxes in and out of these pools are

introduced in the following sections.

A2 Photosynthesis and canopy conductance

A2.1 Net photosynthesis

All biogeochemical processes in CTEM are simulated at

a daily time step except gross photosynthetic uptake and as-

sociated calculation of canopy conductance, which are simu-

lated on a half hour time step with CLASS. The photosynthe-

sis module of CTEM calculates the net canopy photosynthe-

sis rate, which, together with atmospheric CO2 concentration

and vapour pressure or relative humidity, is used to calculate

canopy conductance. This canopy conductance is then used

by CLASS in its energy and water balance calculations.

The photosynthesis parametrization is based upon the ap-

proach of Farquhar et al. (1980) and Collatz et al. (1991,

1992) as implemented in SiB2 (Sellers et al., 1996) and

MOSES (Cox et al., 1999) with some minor modifications

as described in Arora (2003). Arora (2003) outlines four

possible configurations for the model based on choice of a

big-leaf or two-leaf (sunlight and shaded leaves) mode and

stomatal conductance formulations based on either Ball et al.

(1987) or Leuning (1995). The Ball et al. (1987) formula-

tion uses relative humidity while Leuning (1995) uses vapour

pressure deficit in calculation of canopy conductance. While

the model remains capable of all four possible configura-

tions, in practice, the model is usually run using the big-

leaf parametrization with the stomatal conductance formula-

tion of Leuning (1995), which is the configuration described

here. The original description of the CTEM photosynthesis

parametrization in Arora (2003) did not include discussion

of all the PFTs simulated by CTEM, which we expand upon

here and also include changes to the parametrization since

version 1.0.

The gross leaf photosynthesis rate, Go, depends upon the

maximum assimilation rate allowed by the light (Je), Ru-

bisco (Jc) and transport capacity (Js). The limitation placed

on Go by the amount of available light is calculated as

(molCO2 m−2 s−1)

Je =

{
ε (1− ν)I

[
ci−0
ci+20

]
, C3 plants

ε (1− ν)I, C4 plants,
(A1)

where I is the incident photosynthetically active radia-

tion (PAR; molphotonsm−2 s−1), ν is the leaf scatter-

ing coefficient, with values of 0.15 and 0.17 for C3 and

C4 plants, respectively, and ε is the quantum efficiency

(molCO2 (molphotons)−1; values of 0.08 and 0.04 are used

for C3 and C4 plants, respectively). ci is the partial pressure

of CO2 in the leaf interior (Pa) and 0 is the CO2 compensa-

tion point (Pa) (described below).

The Rubisco enzyme limited photosynthesis rate, Jc, is

given by

Jc =

{
Vm

[
ci−0

ci+Kc(1+Oa/Ko)

]
, C3 plants

Vm, C4 plants,
(A2)

where Vm is the maximum catalytic capacity of Rubisco

(molCO2 m−2 s−1), adjusted for temperature and soil mois-

ture, as described below. Ko and Kc are the Michaelis–

Menten constants for O2 and CO2, respectively. Oa is the

partial pressure (Pa) of oxygen.

The transport capacity (Js) limitation determines the maxi-

mum capacity to transport the products of photosynthesis for

C3 plants, while for C4 plants it represents CO2 limitation

Js =

{
0.5Vm, C3 plants

2× 104Vm

ci

p
, C4 plants

(A3)

where p is surface atmospheric pressure (Pa).

Vm is calculated as

Vm =

Vmaxf25(2.0)Sroot(θ)× 10−6

[1+ exp0.3(Tc− Thigh)][1+ exp0.3(Tlow− Tc)]
, (A4)

where Tc is the canopy temperature (◦C) and Tlow and

Thigh are PFT-dependent lower and upper temperature lim-

its for photosynthesis (Table A1). f25 is the standard Q10

function at 25 ◦C (f25(Q10)=Q
(0.1(Tc−25))
10 ) and Vmax is

the PFT-dependent maximum rate of carboxylation by the

enzyme Rubisco (molCO2 m−2 s−1; Table A1). The con-

stant 10−6 converts Vmax from units of µmolCO2 m−2 s−1 to

molCO2 m−2 s−1.

The influence of soil moisture stress is simulated via

Sroot(θ), which represents a soil moisture stress term formu-

lated as

Sroot(θ)=

g∑
i=1

S(θi)ri, (A5)

S(θi)= [1−{1−φi}]
%, (A6)
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Table A1. Parameters used in the photosynthesis module of CTEM v. 2.0. Tlow and Thigh are the lower and upper temperature limits,

respectively, used to determine the rate of carboxylation of the enzyme Rubiso (Eq. A4). Vmax is the maximum rate of carboxylation by

Rubisco (Eq. A4). % is a parameter describing the PFT sensitivity to soil moisture stress (Eq. A6). kn is the extinction coefficient describing

the profile of the nitrogen and time mean PAR along the depth of the canopy (Eq. A16).

Plant functional type Tlow Thigh Vmax kn %

short name (◦C) (◦C) (µmol CO2 m−2 s−1) (unitless) (unitless)

NDL-EVG −5 34 62 0.50 2

NDL-DCD −5 34 47 0.50 2

BDL-EVG 0 45 48 0.50 4

BDL-DCD-COLD 0 37 57 0.50 2

BDL-DCD-DRY 0 37 40 0.50 2

C3-CROP −3 42 55 0.40 2

C4-CROP 5 42 40 0.48 2

C3-GRASS −1 40 75 0.46 2

C4-GRASS 10 50 15 0.44 2

where Sroot(θ) is calculated by weighting S(θi)with the frac-

tion of roots, ri , in each soil layer i and % is a PFT-specific

sensitivity to soil moisture stress (unitless; Table A1). φi is

the degree of soil saturation (soil wetness) given by

φi(θi)=max

[
0,min

(
1,

θi − θi,wilt

θi,field− θi,wilt

)]
, (A7)

where θi is the volumetric soil moisture

(m3 water (m3 soil)−1) of the ith soil layer and θi,field

and θi,wilt the soil moisture at field capacity and wilting

point, respectively.

The CO2 compensation point (0) is the CO2 partial pres-

sure where photosynthetic uptake equals the leaf respiratory

losses (used in Eqs. A1 and A2). 0 is zero for C4 plants but

is sensitive to oxygen partial pressure for C3 plants as

0 =

{
Oa

2σ
, C3 plants

0, C4 plants,
(A8)

where σ is the selectivity of Rubisco for CO2 over O2 (unit-

less), estimated by σ = 2600f25(0.57). The CO2 (Kc) and

O2 (Ko) Michaelis–Menten constants used in Eq. (A2) are

determined via

Kc = 30f25(2.1), (A9)

Ko = 3× 104f25(1.2). (A10)

Given the light (Je), Rubsico (Jc) and transportation capac-

ity (Js) limiting rates, the leaf-level gross photosynthesis rate,

Go (molCO2 m−2 s−1), is then determined following a min-

imization based upon smallest roots of the following two

quadratic equations

Jp =
(Jc+ Je)±

√
(Jc+ Je)2− 4β1(Jc+ Je)

2β1

, (A11)

Go =

(Jp+ Js)±

√
(Jp+ Js)2− 4β2(Jp+ Js)

2β2

, (A12)

where β1 is 0.95 and β2 is 0.99. When soil moisture stress

is occurring, both the Js and Jc terms are reduced since the

Vm term (Eq. A4) includes the effect of soil moisture stress

through the S(θ) term and this reduces the leaf-level gross

photosynthesis rate.

The current version of CTEM does not include nutrient

constraints on photosynthesis and, as a result, increasing

atmospheric CO2 concentration leads to unconstrained in-

crease in photosynthesis. In natural ecosystems, however,

down regulation of photosynthesis occurs due to constraints

imposed by availability of nitrogen, as well as phosphorus.

To capture this effect, CTEM uses a nutrient limitation term,

based on experimental plant growth studies, to down regulate

the photosynthetic response to elevated CO2 concentrations

(Arora et al., 2009). The parametrization, and its rationale,

are fully described in Arora et al. (2009) but the basic re-

lations are summarized here. The leaf-level gross photosyn-

thetic rate is scaled by the down-regulation term,4N, to yield

the nutrient limited leaf level gross photosynthetic rate as

Go,N-limited =4NGo, (A13)

4N =
1+ γgd ln(ca/c0)

1+ γg ln(ca/c0)
, (A14)

where ca is the atmospheric CO2 concentration in ppm, c0 is

the pre-industrial CO2 concentration (285.0 ppm), γg is 0.95

(unitless; see Arora et al., 2009). A value of γgd lower than γg

ensures that 4N gradually decreases from its pre-industrial

value of one as ca increases to constrain the rate of increase of

photosynthesis with rising atmospheric CO2 concentrations.

CTEM v. 2.0 uses a γgd value of 0.30 (unitless).
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Finally, the leaf-level gross photosynthesis rate,

Go,N-limited is scaled up to the canopy-level, Gcanopy,

by considering the exponential vertical profile of radiation

along the depth of the canopy as

Gcanopy =Go,N-limitedfPAR, (A15)

fPAR =
1

kn

(1− exp−knLAI), (A16)

which yields the gross primary productivity (Gcanopy, GPP).

kn is the extinction coefficient that describes the nitrogen

and time-mean photosynthetically absorbed radiation (PAR)

profile along the depth of the canopy (Table A1) (Inges-

tad and Lund, 1986; Field and Mooney, 1986), and LAI

(m2 leaf (m2 ground)−1) is the leaf area index.

The net canopy photosynthetic rate, Gcanopy,net

(molCO2 m−2 s−1), is calculated by subtracting canopy

leaf maintenance respiration costs (RmL; see Sect. A3.1) as

Gcanopy,net =Gcanopy−RmL. (A17)

A2.2 Coupling of photosynthesis and canopy

conductance

When using the Leuning (1995) approach for

photosynthesis–canopy conductance coupling, canopy

conductance (gc; molm−2 s−1) is expressed as a function of

the net canopy photosynthesis rate, Gcanopy, net, as

gc =m
Gcanopy,netp

(cs−0)

1

(1+V/Vo)
+ bLAI (A18)

where p is the surface atmospheric pressure (Pa), the param-

eter m is set to 9.0 for needle-leaved trees, 12.0 for other C3

plants and 6.0 for C4 plants, parameter b is assigned the val-

ues of 0.01 and 0.04 for C3 and C4 plants, respectively. V is

the vapour pressure deficit (Pa) and the parameter Vo is set

to 2000 Pa for trees and 1500 Pa for crops and grasses. The

partial pressure of CO2 at the leaf surface, cs, is found via

cs = cap−
1.37Gcanopy,netp

gb

. (A19)

Here, cap is the atmospheric CO2 partial pressure (Pa) and

gb is the aerodynamic conductance estimated by CLASS

(molm−2 s−1). The intra-cellular CO2 concentration re-

quired in Eqs. (A1)–(A3) is calculated as

ci = cs−
1.65Gcanopy,netp

gc

. (A20)

Since calculations ofGcanopy,net and ci depend on each other,

the photosynthesis-canopy conductance equations need to be

solved iteratively. The initial value of ci used in calculation

of Gcanopy,net is the value from the previous time step or, in

its absence, ci is assumed to be 0.7cap.

Canopy (gc) and aerodynamic (gb) conductance used in

above calculations are expressed in units of molCO2 m−2 s−1

but can be converted to the traditional units of ms−1 as fol-

lows

gc(ms−1)= 0.0224
Tc

Tf

p0

p
gc(molm−2 s−1), (A21)

where p0 is the standard atmospheric pressure (101 325 Pa)

and Tf is freezing temperature (273.16 K).

A3 Respiration

Version 2.0 of CTEM calculates autotrophic respiratory

fluxes (Ra) from the living vegetation components and het-

erotrophic respiratory fluxes (Rh) from the dead litter and

soil carbon pools based on the approach described in Arora

(2003) but with some modifications.

A3.1 Maintenance and growth respiration

Autotrophic respiration (molCO2 m−2 s−1) is composed of

maintenance, Rm, and growth respirations, Rg,

Ra = Rm+Rg. (A22)

Maintenance respiration accounts for carbon consumed by

processes that keep existing plant tissues alive and is a func-

tion of environmental stresses. Maintenance respiration is

calculated on a half-hourly time step (with photosynthesis)

for the leaves, RmL, and at a daily time step for the stem,

RmS, and root, RmR, components

Rm = RmL+RmS+RmR. (A23)

Maintenance respiration is generally strongly correlated with

nitrogen content (Reich et al., 1998; Ryan, 1991). The cur-

rent version of CTEM does not explicitly track nitrogen in

its vegetation components. Therefore, we adopt the approach

of Collatz et al. (1991, 1992) in which the close relation be-

tween maximum catalytic capacity of Rubisco, Vm, and leaf

nitrogen content is used as a proxy to estimate leaf mainte-

nance respiration,

RmL = ςLVm f25(Q10d,n)fPAR, (A24)

where ςL is set to 0.015 and 0.025 for C3 and C4 plants, re-

spectively, fPAR scales respiration from the leaf to the canopy

level, similar to Eq. (A15), and the f25(Q10d,n) function ac-

counts for different temperature sensitivities of leaf respira-

tion during day (d) and night (n). Pons and Welschen (2003)

and Xu and Baldocchi (2003) suggest lower temperature sen-

sitivity for leaf respiration during the day compared to night,

and therefore we use values of Q10d = 1.3 and Q10n = 2.0

for day and night, respectively.

Maintenance respiration from the stem and root compo-

nents is estimated based on PFT-specific base respiration

rates (ςS and ςR specified at 15 ◦C, kgC (kgC)−1 yr−1; Ta-

ble A2) that are modified to account for temperature response
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Table A2. PFT-specific base respiration rates (kgC (kgC)−1 yr−1)

for the stem (ςS) and root (ςR) components (Eq. A25) used in the

autotrophic respiration module of CTEM v. 2.0. Some parameter

values differ between the model versions when PFTs’ fractional

coverage is specified and when they are dynamically modelled us-

ing competition between PFTs. If modified, the parameter values

for the dynamically modelled version are shown in parentheses.

Plant functional type short name ςS ςR

NDL-EVG 0.090 (0.070) 0.500

NDL-DCD 0.055 0.285

BDL-EVG 0.060 (0.050) 0.650 (0.400)

BDL-DCD-COLD 0.034 0.225

BDL-DCD-DRY 0.030 (0.035) 0.055 (0.150)

C3-CROP 0.037 0.160

C4-CROP 0.037 0.160

C3-GRASS – 0.100

C4-GRASS – 0.100

following aQ10 function. Maintenance respiration from stem

and root components, Rm{S,R}, is calculated as

Rm,i = 2.64× 10−6ςi lv,iCif15(Q10), i = S,R, (A25)

where lv,i is the live fraction of stem or root component,

i.e. the sapwood, and Ci is the stem or root carbon mass

(kgCm−2). The constant 2.64× 10−6 converts units from

kgCm−2 yr−1 to molCO2 m−2 s−1. The live sapwood frac-

tion, lv,i , for stem or root component is calculated following

the CENTURY model (Parton et al., 1996) as

lv,i =max(0.05,min[1.0,exp−0.2835Ci ]), i = S, R. (A26)

The Q10 value used in Eq. (A25) is not assumed to be con-

stant but modelled as a function of temperature following

Tjoelker et al. (2001) as

Q10 = 3.22− 0.046

(
15.0+ T{S,R}

1.9

)
, (A27)

where T{S,R} is stem or root temperature (◦C). Stem temper-

ature is assumed to be the same as air temperature while root

temperature is based on the soil temperature weighted by the

fraction of roots present in each soil layer (Arora and Boer,

2003). The calculated Q10 value is additionally constrained

to be between 1.5 and 4.0.

Growth respiration, Rg (molCO2 m−2 s−1), is estimated as

a fraction (εg = 0.15) of the positive gross canopy photosyn-

thetic rate after maintenance respiration has been accounted

for

Rg = εgmax[0, (Gcanopy−Rm)]. (A28)

Finally, net primary productivity (NPP) is calculated as

NPP=Gcanopy−Rm−Rg. (A29)

Table A3. PFT-specific base respiration rates (kgC (kgC)−1 yr−1)

for the litter (ςD) and soil carbon (ςH) pools (Eq. A31) and the hu-

mification factor (χ , Eq. A37) used in the heterotrophic respiration

module of CTEM v. 2.0.

Plant functional type short name ςD ςH χ

NDL-EVG 0.4453 0.0260 0.42

NDL-DCD 0.5986 0.0260 0.42

BDL-EVG 0.6339 0.0208 0.53

BDL-DCD-COLD 0.7576 0.0208 0.48

BDL-DCD-DRY 0.6957 0.0208 0.48

C3-CROP 0.6000 0.0350 0.10

C4-CROP 0.6000 0.0350 0.10

C3-GRASS 0.5260 0.0125 0.42

C4-GRASS 0.5260 0.0125 0.42

A3.2 Heterotrophic respiration

Heterotrophic respiration, Rh (molCO2 m−2 s−1), in CTEM

is based on respiration from the litter (which includes contri-

butions from the stem, leaf and root components), Rh,D, and

soil carbon, Rh,H, pools,

Rh = Rh,D+Rh,H. (A30)

Heterotrophic respiration is regulated by soil temperature

and moisture and is calculated on a daily time step. The orig-

inal heterotrophic respiration scheme is described in Arora

(2003) while the modified parametrization used in CTEM v.

2.0 is detailed in Melton et al. (2015) and is briefly described

here. Respiration from the litter and soil carbon pools takes

the following basic form

Rh,i = 2.64× 10−6 ςiCif15(Q10)f (9)i,

i = D,H. (A31)

The soil carbon and litter respiration depends on the amount

of carbon in these components (CH and CD; kgCm−2) and

on a PFT-dependent respiration rate specified at 15 ◦C (ςH

and ςD; kgC (kgC)−1 yr−1; Table A3). The constant 2.64×

10−6 converts units from kgCm−2 yr−1 to molCO2 m−2 s−1.

The effect of soil moisture is accounted for via depen-

dence on soil matric potential (f (9)), described later. The

temperature dependency of microbial soil respiration rates

has been estimated by several different formulations, rang-

ing from simple Q10 (exponential) to Arrhenius-type formu-

lations (see review by Lloyd and Taylor, 1994). In CTEM,

soil temperature influences heterotrophic respiration through

a temperature-dependentQ10 function (f15(Q10)). The value

of Q10 itself is assumed to be a function of temperature fol-

lowing a hyperbolic tan function:

Q10 = 1.44+ 0.56 tanh[0.075(46.0− Ti)],

i = D, H, (A32)

where T{D,H} is the temperature of either the litter or soil car-

bon pool (◦C), respectively. The parametrization is a compro-
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mise between the temperature-independent Q10 commonly

found in many terrestrial ecosystem models (e.g. Cox, 2001)

and the temperature-dependent Q10 of Kirschbaum (1995).

While a constant Q10 yields an indefinitely increasing res-

piration rate with increasing temperature, the formulation

of Kirschbaum (1995) gives a continuously increasing Q10

under decreasing temperature, which leads to unreasonably

high soil and litter carbon pools at high latitudes in CTEM.

The CTEM parametrization avoids these issues with a Q10

value of about 2.0 for temperatures less than 20 ◦C, while

a decreasing value of Q10 at temperatures above 20 ◦C en-

sures that the respiration rate does not increase indefinitely.

The temperature of the litter pool is a weighted average

of the temperature of the top soil layer (T1) and the root

temperature (TR) as litter consists of leaf, stem, and root lit-

ter (TD = 0.7T1+0.3TR). The temperature of the soil carbon

pool is calculated as the mean soil temperature in the rooting

zone based upon the fraction of roots in each soil layer and

their temperature. The carbon in each soil layer is not explic-

itly tracked but assumed to adopt an exponential distribution

(similar to roots; e.g. Fig. 4 of Jobbágy and Jackson, 2000).

The response of heterotrophic respiration to soil moisture

is formulated through soil matric potential (9; MPa). While

soil matric potential values are usually negative, the formu-

lation uses absolute values to allow its logarithm to be taken.

Absolute values of soil matric potential are high when soil is

dry and low when it is wet. The primary premise of soil mois-

ture control on heterotrophic respiration is that heterotrophic

respiration is constrained both when the soils are dry (due to

reduced microbial activity) and when they are wet (due to im-

peded oxygen supply to microbes) with optimum conditions

in-between. The exception is the respiration from the litter

component, which is assumed to be continually exposed to

air, and thus never oxygen deprived, even when soil moisture

content is high (0.04> |9| ≥ |9sat|, where 9sat is the soil

matric potential at saturation). The soil moisture dependence

thus varies between 0 and 1 with matric potential as follows:

for 0.04> |9| ≥ |9sat|

f (9)H = 1− 0.5
log(0.04)− log |9|

log(0.04)− log |9sat|
(A33)

f (9)D = 1;

for 0.06≥ |9| ≥ 0.04

f (9){D,H} = 1; (A34)

for 100.0≥ |9|> 0.06

f (9){D,H} = 1− 0.8
log |9| − log(0.06)

log(100)− log(0.06)
; (A35)

for |9|> 100.0

f (9){D,H} = 0.2. (A36)

Heterotrophic respiration for bare ground is treated sepa-

rately in CTEM. The carbon contributions to the bare ground

litter and soil carbon pools come via processes such as cre-

ation of bare ground due to fire, competition between PFTs

and land use change. The heterotrophic respiration is sen-

sitive to temperature and moisture in the same manner as

vegetated areas using Eqs. (A31)–(A36). The base respi-

ration rates of ςD,bare and ςH,bare are set to 0.5605 and

0.02258 kgC (kgC)−1 yr−1, respectively.

The amount of humidified litter, which is transferred from

the litter to the soil carbon pool (CD→H) is modelled as

a fraction of litter respiration (Rh,D) as

CD→H = χ Rh,D (A37)

where χ (Table A3) is the PFT-dependent humification factor

and varies between 0.4 and 0.5. For crops, χ is set to 0.1 to

account for reduced transfer of humidified litter to the soil

carbon pool which leads to loss in soil carbon when natural

vegetation is converted to croplands. Over the bare ground

fraction χ is set to 0.45.

With heterotrophic respiration known, net ecosystem pro-

ductivity (NEP) is calculated as

NEP=Gcanopy−Rm−Rg−Rh. (A38)

A4 Allocation

Positive NPP is allocated daily to the leaf, stem and root com-

ponents, which generally causes their respective biomass to

increase, although the biomass may also decrease depending

on the autotrophic respiration flux of a component. Nega-

tive NPP generally causes net carbon loss from the compo-

nents. While CTEM offers the ability to use both specified

constant or dynamically calculated allocation fractions for

leaves, stems and roots, in practice the dynamic allocation

fractions are primarily used. The formulation used in CTEM

v. 2.0 differs from that for CTEM v. 1.0 as described in Arora

and Boer (2005a) only in the parameter values.

The dynamic allocation to the live plant tissues is based

on the light, water and leaf phenological status of vegetation.

The preferential allocation of carbon to the different tissue

pools is based on three assumptions: (i) if soil moisture is

limiting, carbon should be preferentially allocated to roots

for greater access to water, (ii) if LAI is low, carbon should

be allocated to leaves for enhanced photosynthesis and fi-

nally (iii) carbon is allocated to the stem to increase vegeta-

tion height and lateral spread of vegetation when the increase

in LAI results in a decrease in light penetration.

The vegetation water status, W , is determined as a linear

scalar quantity that varies between 0 and 1 for each PFT and

calculated by weighting the degree of soil saturation (φi(θi),

Eq. A7) with the fraction of roots in each soil layer

W = φroot =

g∑
i=1

φi(θi)ri . (A39)
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The light status, L, is parametrized as a function of LAI

and nitrogen extinction coefficient, kn (PFT-dependent; see

Table A1), as

L=

{
exp(−knLAI), trees and crops

max
(

0,1− LAI
4.5

)
, grasses.

(A40)

For PFTs with a stem component (i.e. tree and crop PFTs),

the fractions of positive NPP allocated to stem (afS), leaf

(afL) and root (afR) components are calculated as

afS =
εS+ωa(1−L)

1+ωa(2−L−W)
, (A41)

afR =
εR+ωa(1−W)

1+ωa(2−L−W)
, (A42)

afL =
εL

1+ωa(2−L−W)
= 1− afS− afR. (A43)

The base allocation fractions for each component (leaves –

εL, stem – εS, and roots – εR) are PFT-dependent (Table A4)

and sum to 1, i.e. εL+εS+εR = 1. The parameter ωa, which

varies by PFT (Table A4), determines the sensitivity of the

allocation scheme to changes in W and L. Larger values of

ωa yield higher sensitivity to changes in L and W .

Grasses do not have a stem component (i.e. afS = 0) and

the allocation fractions for leaf and root components are

given by

afL =
εL+ωa L

1+ωa(1+L−W)
, (A44)

afR =
εR+ωa(1−W)

1+ωa(1+L−W)
. (A45)

The above equations ensure that the allocation fractions add

up to one (afL+ afR+ afS = 1).

The dynamic allocation fractions are superseded under

three conditions. First, during the leaf onset for crops and de-

ciduous trees, all carbon must be allocated to leaves (afL = 1,

afS = afR = 0). Second, the proportion of stem plus root

biomasses to leaf biomass must satisfy the relationship:

CS+CR = ηC
κ
L, (A46)

where CS, CR and CL are the carbon in the stem, root and

leaves, respectively. The parameter η is PFT-specific (Ta-

ble A4) and parameter κ has a value of 1.6 for trees and

crops and 1.2 for grasses. Both parameters are based on the

Frankfurt Biosphere Model (FBM) (Lüdeke et al., 1994).

This constraint (Eq. A46) is based on the physical require-

ment of sufficient stem and root tissues to support a given

leaf biomass. As grasses have no stem component, Eq. (A46)

determines their root to shoot ratio (i.e. the ratio of below-

ground to aboveground biomass). The final condition ensures

that a minimum realistic root to shoot ratio is maintained for

all PFTs (lrmin, listed in Table A4). Root mass is required for

nutrient and water uptake and support for the aboveground

biomass. If the minimum root to shoot ratio is not being

maintained, carbon is allocated preferentially to roots.

A5 Leaf phenology

The leaf phenology parametrization used in CTEM v. 1.0 is

described in detail by Arora and Boer (2005a). Changes be-

tween version 1.0 and 2.0 are limited to parameter values

and the parametrization is briefly described here. There are

four different leaf phenological states in which vegetation

can be at a given instant: (i) no leaves or dormant, (ii) maxi-

mum growth, (iii) normal growth and (iv) leaf fall or harvest.

PFTs may go through only some, or all, of these phenologi-

cal states depending on their deciduousness. A broadleaf cold

deciduous tree, for example, transitions through all these four

states in a year. In winter, the broadleaf cold deciduous trees

are in the no leaves/dormant state; favourable climatic con-

ditions in spring trigger leaf growth and the tree enters the

maximum leaf growth state when all the NPP is allocated to

leaves to accelerate leaf out; when the LAI reaches a thresh-

old (described below) the tree enters the normal leaf growth

state and NPP is also allocated to stem and root components;

finally the arrival of autumn triggers leaf fall and the trees

go into the leaf fall mode where no carbon is allocated to

leaves (but it continues for roots and stems). When all the

leaves have been shed, the trees go into the no leaves or

dormant state again and the cycle is repeated the next year.

The evergreen tree PFTs and the grass PFTs do not enter the

leaf fall state and maintain a leaf canopy as long as environ-

mental conditions are favourable. Although drought and cold

stress cause accelerated leaf loss compared to the normal leaf

turnover from these PFTs, they do not explicitly go into the

leaf fall mode where the intent is to lose all leaves in a spec-

ified amount of time.

The leaf phenological state transitions are dependent upon

environmental conditions. In particular, the transition from

no leaves/dormant state to the maximum growth state is

based on the carbon-gain approach. CTEM uses virtual

leaves to assess favourable meteorological conditions for leaf

out. The virtual leaves photosynthesize and respire in a man-

ner similar to normal leaves except the carbon gain or loss is

not taken into account in vegetation’s carbon balance. A pos-

itive net leaf photosynthesis rate (Gcanopy,net, Eq. A17) for

the virtual leaves over seven consecutive days indicates the

arrival of favourable growth conditions and triggers leaf on-

set and the associated transition from the no leaves/dormant

state to the maximum leaf growth state, when the entire

positive NPP is allocated to leaves (afL = 1, afS = afR = 0).

When LAI reaches LAIthrs then the vegetation switches to

the normal growth mode and positive NPP is allocated to

all three vegetation components – leaves, stem and roots

(afL,afS,afR > 0). LAIthrs is calculated as

LAIthrs = Lf

[
SLA

(
CS+CR

η

)1/κ
]
. (A47)

The PFT-specificLf term (see Table A5) calculates LAIthrs to

be typically between 40 and 50 % of the maximum LAI that
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Table A4. PFT-specific base allocation fractions for leaf (εL), stem (εS) and root (εR) components (Eqs. A41 to A43), the parameter ωa,

which determines the sensitivity of allocation to light and water status, the parameter η (Eq. A46), which determines proportion of stem plus

wood biomass to leaf biomass and the minimum root : shoot ratio lrmin used in the allocation module of CTEM v. 2.0. Some parameter values

differ between the model versions when PFTs’ fractional coverage is specified and when they are dynamically modelled using competition

between PFTs. If modified, the parameter values for the dynamically modelled version are shown in parentheses.

Plant functional type εL εS εR ωa η lrmin

short name

NDL-EVG 0.20 (0.19) 0.15 (0.40) 0.65 (0.41) 0.8 10.0 0.16

NDL-DCD 0.06 (0.45) 0.05 (0.34) 0.89 (0.21) 0.5 30.8 0.16

BDL-EVG 0.35 (0.39) 0.05 (0.21) 0.60 (0.40) 0.8 31.0 0.16

BDL-DCD-COLD 0.35 (0.50) 0.10 (0.35) 0.55 (0.15) 0.8 (0.45) 50.0 0.16

BDL-DCD-DRY 0.25 (0.30) 0.10 0.65 (0.60) 0.8 70.0 0.32

C3-CROP 0.80 0.15 0.05 0.05 7.0 0.16

C4-CROP 0.80 0.15 0.05 0.05 7.0 0.16

C3-GRASS 0.01 (0.10) – 0.99 (0.90) 1.0 3.0 0.5

C4-GRASS 0.01 (0.10) – 0.99 (0.90) 1.0 3.0 0.5

a given amount of stem and root biomass can support (based

on the terms in the square brackets and Eq. (A46). SLA is the

specific leaf area (Eq. A56). This rule for transition from a

maximum to a normal growth state is also used for evergreen

tree PFTs and grass PFTs. Similar to LAIthrs, the LAI of vir-

tual leaves is 7.5 % of the maximum LAI a given amount of

root and stem biomass can support for tree and crop PFTs and

2.5 % for grass PFTs. In addition, the LAI of virtual leaves

is constrained to be, at least, 0.3 m2 m−2 for tree PFTs and

0.2 m2 m−2 for crop and grass PFTs.

The transition from the normal growth state to the leaf fall

state is triggered by unfavourable environmental conditions

and shorter day length. Broadleaf deciduous trees transition

to the leaf fall state when either: (i) day length is less than

11 h and the rooting zone temperature drops below 11.15 ◦C

or (ii) when the rooting zone temperature drops below 8 ◦C

regardless of the day length. Needleleaf deciduous tress be-

gin leaf fall after seven consecutive days with daily mean air

temperature below −5 ◦C. Leaf fall occurs over a period of

15 days. In the leaf fall state, the vegetation continues carbon

allocation to its root and stem components, but not to leaves

(afL = 0, afS+ afR = 1). Evergreen trees and grasses do not

enter the leaf fall state and neither do the broadleaf drought

deciduous trees. The implication for the latter PFT is that if

the climate changes and the dry season becomes shorter, then

the trees will keep their leaves on for a longer period of time

since broadleaf drought deciduous trees lose leaves due to

soil moisture stress (described below).

The model vegetation is able to transition between the dif-

ferent leaf phenological states in response to changing con-

ditions. For example, a leaf out in spring for broadleaf cold

deciduous trees can be interrupted by a cold event when the

vegetation goes into a leaf fall state until the return of more

favourable conditions.

Leaf litter generation is caused by normal turnover of

leaves (�N, day−1) and also due to cold (�C, day−1) and

drought (�D, day−1) stress, both of which contribute to sea-

sonality of LAI. For example, the leaf loss associated with

drought and reduced photosynthesis during the dry season

are the principal causes of the seasonality of LAI for the

broadleaf drought deciduous tree PFT.

The conversion of leaf carbon to leaf litter (DL,

kgCm−2 day−1) is expressed as

DL = CL[1− exp(−�N−�C−�D)], (A48)

where (�N,C,D, day−1) are the leaf loss rates associated with

normal turnover of leaves and the cold and drought stress.

The rate of normal turnover of leaves is governed by PFT-

specific leaf lifespan (τL, yr) as�N = 1/365τL (See Table A6

for PFT specific values of τL). The leaf loss rate associated

with cold stress (�C) is calculated as

�C =�C,maxL
3
cold, (A49)

where �C,max (day−1, Table A5) is the maximum cold stress

loss rate. Lcold is a scalar that varies between 0 and 1 as

Lcold =


1, Ta <

(
T leaf

cold − 5
)

1−
Ta−

(
T leaf

cold−5
)

5
,

T leaf
cold > Ta > (T

leaf
cold − 5)

0, Ta > T
leaf

cold,

(A50)

where T leaf
cold is a PFT-specific temperature threshold below

which a PFT experiences damage to its leaves promoting leaf

loss (Table A5) and Ta is the daily mean air temperature (◦C).

The leaf loss rate due to drought stress is calculated in a sim-

ilar manner

�D =�D,max (1−φroot)
3, (A51)

where �D,max (day−1, Table A5) is the maximum drought

stress loss rate and φroot (Eq. A39) is the degree of soil satu-

ration in the rooting zone.
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Table A5. PFT-specific parameters used in the phenology module of CTEM v. 2.0: maximum cold (�C,max, day−1, Eq. A49) and drought

(�D,max, day−1, Eq. A51) stress loss rates, T leaf
cold

(◦C) temperature threshold for determining cold stress scalar Lcold (Eq. A50) and the

fraction Lf (Eq. A47) used to determine threshold LAI for switching from maximum growth to normal growth leaf phenology mode. Also

shown in the table are the turnover timescales for the stem (τS, yr, Eq. A52) and root (τR, yr, Eq. A52) components. Some parameter values

differ between the model versions when PFTs’ fractional coverage is specified and when they are dynamically modelled using competition

between PFTs. If modified, the parameter values for the dynamically modelled version are shown in parentheses.

Plant functional type �C,max �D,max T leaf
cold

Lf τS τR
short name

NDL-EVG 0.15 (0.10) 0.0025 (0.006) −45.0 (−50.0) 0.4 86.0 13.8

NDL-DCD 0.30 0.005 −5.0 0.4 86.0 13.2

BDL-EVG 0.30 (1.5) 0.005 (0.010) 5.0 0.4 80.0 12.7

BDL-DCD-COLD 0.15 (0.40) 0.005 (0.025) 5.0 (8.0) 0.5 80.0 10.9

BDL-DCD-DRY 0.15 0.025 (0.030) 5.0 0.5 76.0 9.8

C3-CROP 0.15 0.005 5.0 0.5 20.0 3.0

C4-CROP 0.15 0.005 5.0 0.5 20.0 3.0

C3-GRASS 0.15 0.050 (0.020) 0.1 0.4 – 3.0

C4-GRASS 0.15 0.050 (0.020) 5.0 0.4 – 3.0

A6 Stem and root turnover

The turnover of stem and root components is modelled via

their PFT-dependent specified lifetimes. The litter genera-

tion (kgCm−2 day−1) associated with turnover of stem (DS)

and root (DR) components is calculated based on the amount

of biomass in the respective components (CS,CR; kgCm−2)

and their respective turnover timescales (τS and τR; yr; see

Table A5) as

Di = Ci

[
1− exp

(
−

1

365τi

)]
, i = S, R. (A52)

A7 Rate change equations for carbon pools

With gross canopy photosynthesis rate (Gcanopy, Eq. A15),

maintenance and growth respirations (Rm and Rg, Eqs. A23

and A28), and heterotrophic respiration components (Rh,H

and Rh,D, Eq. A30) determined, it is possible to estimate the

change in carbon amount of the model’s five pools.

When the daily NPP (Gcanopy−Rm−Rg) is positive, car-

bon is allocated to the plant’s live carbon pools and the rate

of change is given by

dCi

dt
= afi

(
Gcanopy−Rm−Rg

)
−Di −Hi −Mi,

i = L, S, R (A53)

where afi is the corresponding allocation fractions for each

pool (stem, root and leaves) and Di is the litter produced

from these components as explained in Sect. A5. Hi is the

loss associated with fire that releases CO2 and other trace

gases to the atmosphere and Mi is the mortality associated

with fire that contributes to the litter pool as explained in

Sect. A9.

If the daily NPP is negative (Gcanopy <Rm, Rg = 0), the

rate of change is given by

dCi

dt
= afiGcanopy−Rm,i −Di −Hi −Mi,

i = L, S, R. (A54)

Negative NPP causes the plant to lose carbon from its live

carbon pools due to respiratory costs in addition to the losses

due to litter production (Di) and disturbance (Hi , Mi).

The rate change equations for the litter and soil carbon

pools are given by

dCD

dt
=DL+DS+DR+ML+MR+MS−HD

−CD→H−Rh,D

dCH

dt
= CD→H−Rh,H, (A55)

where CD→H represents the transfer of humified litter to the

soil carbon pool (Eq. A37) and HD is loss associated with

burning of litter associated with fire that releases CO2 and

other trace gases to the atmosphere.

A8 Conversion of biomass to structural vegetation

attributes

The time-varying biomass in the leaves (CL), stem (CS) and

root (CR) components is used to calculate the structural at-

tributes of vegetation for the energy and water balance calcu-

lations by CLASS.

Leaf biomass is converted to LAI using specific leaf area

(SLA, m2 (kgC)−1), which itself is assumed to be a function

of leaf lifespan (τL; Table A6)
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SLA= γLτ
−0.5
L (A56)

LAI= CLSLA

where γL is a constant with value equal to

25 m2 (kgC)−1 yr0.5.

The vegetation height (H ; m) is calculated for tree, crop

and grass PFTs as

H =


min

(
10.0C0.385

S ,45
)

trees

(CS+CL)
0.385 crops

3.5(CL,g+ 0.55CL,b)
0.5 grasses,

(A57)

where CL,g is the green leaf biomass and CL,b is the brown

leaf biomass that is scaled by 0.55 to reduce its contribu-

tion to the plant height. CTEM explicitly tracks brown leaf

mass for grass PFTs. The turnover of green grass leaves, due

to normal aging or stress from drought and/or cold, does

not contribute to litter pool directly as the leaves first turn

brown. The brown leaves themselves turnover to litter rela-

tively rapidly (τL,b = 0.1τL).

CTEM dynamically simulates root distribution and depth

in soil following Arora and Boer (2003). The root distribu-

tion takes an exponential form and roots grow and deepen

with increasing root biomass. The cumulative root fraction

at depth z is given by

fR(z)= 1− exp(−ιz). (A58)

Rooting depth (dR; m), which is defined to be the depth con-

taining 99 % of the root mass, is found by setting z equal to

dR and fR = 0.99, which yields

dR =
− ln(1− fR)

ι
=
− ln(1− 0.99)

ι
=

4.605

ι
. (A59)

The parameter ι that describes the exponential root distribu-

tion is calculated as

ι= ι

(
CR

CR

)0.8

, (A60)

where ι represents the PFT-specific mean root distribution

profile parameter and CR the average root biomass derived

from Jackson et al. (1996) (Table A6). Equation (A60) yields

a lower (higher) value of ι than ι when root biomass CR is

higher (lower) than the PFT-specific mean root biomass CR,

resulting in a deeper (shallower) root profile than the mean

root profile.

The rooting depth dR is checked to ensure it does not ex-

ceed the soil depth. If so, dR is set to the soil depth and ι is

recalculated as ι= 4.605/dR (see Eq. A59 for derivation of

4.605 term). The new value of ι is used to determine the root

distribution profile adjusted to the shallower depth. Finally,

the root distribution profile is used to calculate fraction of

roots in each of the model’s soil layers.

Table A6. PFT-specific leaf lifespans (τL, yr, Eq. A56) and mean

root distribution profile (ι, dimensionless) and average root biomass

(CR, kgCm−2) used to determine root distribution profile in

Eq. (A60) for conversion of biomass to structural vegetation at-

tributes in CTEM v. 2.0. Some parameter values differ between the

model versions when PFTs’ fractional coverage is specified and

when they are dynamically modelled using competition between

PFTs. If modified, the parameter values for the dynamically mod-

elled version are shown in parentheses.

Plant functional type short name τL ι CR

NDL-EVG 5.0 4.70 1.85

NDL-DCD 1.0 5.86 1.45

BDL-EVG 1.75 (1.5) 3.87 2.45

BDL-DCD-COLD 1.0 3.46 2.10

BDL-DCD-DRY 1.0 3.97 2.10

C3-CROP 1.75 3.97 0.10

C4-CROP 1.75 3.97 0.10

C3-GRASS 1.0 5.86 0.70

C4-GRASS 1.0 4.92 0.70

A9 Fire

CTEM v. 2.0 represents disturbance as both natural and

human-influenced fires. The original fire parametrization

corresponding to CTEM v. 1.0 is described in Arora and

Boer (2005b). The parametrization has since been adapted

and used in several other DGVMs (Kloster et al., 2010, 2012;

Migliavacca et al., 2013; Li et al., 2012). CTEM v. 2.0 incor-

porates changes suggested in these studies as well as several

new improvements.

Fire in CTEM is simulated using a process-based scheme

of intermediate complexity that accounts for all elements of

the fire triangle: fuel load, combustibility of fuel, and an ig-

nition source. CTEM represents the probability of a fire oc-

currence (Pf), for a representative area of 500km2 (arep), as

Pf = PbPiPm, (A61)

where the right hand side terms represent the fire probabili-

ties that are conditioned on (i) the availability of biomass as

a fuel source (Pb), (ii) the combustibility of the fuel based on

its moisture content (Pm), and (iii) the presence of an ignition

source (Pi). The probability of fire and the subsequent calcu-

lations are performed for each PFT present in a grid cell (but

the PFT index α is omitted for clarity in Eq. A61). Since the

CTEM parametrization is based on one fire per day per rep-

resentative area, the representative area has to be sufficiently

small that the requirement of only one fire per day is reason-

able, yet sufficiently large such that it is not possible to burn

the entire representative area in 1 day. Based on MODIS ob-

served fire counts in Fig. 1 of Li et al. (2012), 500 km2 is an

appropriate size to not have more than one fire per day and

still be a large enough area to be assumed representative of

the grid cell as a whole.
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The Pb term depends on the aboveground biomass (Bag)

available for sustaining a fire (which includes the green and

brown leaf mass, stem mass and litter mass, Bag = CL+CS+

CD). Below a lower threshold of aboveground biomass (Blow;

0.2 kgCm−2; similar to Moorcroft et al., 2001, and Kucharik

et al., 2000), fire is not sustained and thus has a probability

of 0. Above a biomass of 1.0 kgCm−2 (Bhigh), Pb is set to

1 as the amount of fuel available is assumed sufficient for

fire. Pb is then calculated using the aboveground biomass,

Bag (kgCm−2) with a linear variation between the upper and

lower thresholds as

Pb =max

[
0,min

(
1,
Bag−Blow

Bhigh−Blow

)]
. (A62)

The linear decrease of Pb from Bhigh to Blow reflects the frag-

mentation of fuel that occurs as biomass decreases. Fuel frag-

mentation impacts upon area burned as it impedes the fire

spread rate (Guyette et al., 2002).

The probability of fire based on the presence of ignition

sources (Pi) is influenced by both natural (lightning) and an-

thropogenic agents (either intentional or accidental). An ini-

tial lightning scalar, ϑF , that varies between 0 and 1 is found

as

ϑF =max

[
0,min

(
1,
Fc2g−Flow

Fhigh−Flow

)]
, (A63)

where Flow and Fhigh represent lower and up-

per thresholds of cloud-to-ground lightning strikes

(Fc2g, flasheskm−2 month−1), respectively. Simi-

lar to Eq. (A62), below the lower threshold (Flow;

0.25 flasheskm−2 month−1), ϑF is 0 implying lightning

strikes are not sufficient to cause fire ignition, above the

upper threshold (Fhigh; 10.0 flasheskm−2 month−1) ϑF is 1,

as ignition sources now do not pose a constraint on fire. The

amount of cloud-to-ground lightning, Fc2g, is a fraction of

the total lightning based on the relationship derived by Price

and Rind (1993) (approximation of their Eqs. 1 and 2) as

Fc2g = 0.22exp(0.0059× |8|)Ftot, (A64)

where 8 is the grid cell latitude in degrees and Ftot is the

total number of lightning flasheskm−2 month−1 (both cloud-

to-cloud and cloud-to-ground). The probability of fire due to

natural ignition, Pi,n, depends on the lightning scalar, ϑF , as

Pi,n = y(ϑF )− y(0)(1−ϑF )+ϑF [1− y(1)]

y(ϑF )=
1

1+ exp
(

0.8−ϑF
0.1

) . (A65)

Fire probability due to ignition caused by humans, Pi,h, is

parametrized following Kloster et al. (2010) with a depen-

dence on population density, pd (number of peoplekm−2)

Pi,h =min

[
1,

(
pd

pthres

)0.43
]
, (A66)

where pthres is a population threshold (300 peoplekm−2)

above which Pi,h is 1. The probability of fire conditioned on

ignition, Pi, is then the total contribution from both natural

and human ignition sources

Pi =max[0,min{1,Pi,n+ (1−Pi,n)Pi,h}]. (A67)

The population data used to calculate probability of fire ig-

nition caused by humans and anthropogenic fire suppres-

sion (discussed further down in this section) is based on the

HYDE 3.1 data set (Goldewijk et al., 2010)

The probability of fire due to the combustibility of the fuel,

Pm, is dependent on the soil moisture in vegetation’s root

zone and in the litter layer. The root-zone soil wetness (φroot,

Eq. A39) is used as a surrogate for the vegetation moisture

content and the soil wetness of the top soil layer as a surro-

gate for the litter moisture content. If a grid cell is covered by

snow, Pm is set to zero. The probability of fire conditioned on

soil wetness in vegetation’s rooting zone, Pm,V, is then

Pm,V = 1− tanh

[(
1.75 φroot

EV

)2
]
, (A68)

where EV is the extinction soil wetness above which Pf,V is

reduced to near zero and is set to 0.30.

The probability of fire based on the moisture content in the

duff layer, Pm,D, which includes the brown leaf mass (grasses

only) and litter mass (Bduff = CL,b+CD; kgCm−2), is calcu-

lated in a similar way but uses the soil wetness of the first soil

layer, (φ1, Eq. A7), as a surrogate for the moisture in the duff

layer itself as

Pm,D = 1− tanh

[(
1.75φ1

ED

)2
]
, (A69)

where the extinction soil wetness for the litter layer, ED, is

set to 0.50, which yields a higher probability of fire for the

litter layer than for the vegetation for the same soil wetness.

Pm is then the weighted average of Pm,V and Pm,D given by

Pm = Pm,V(1− fduff)+Pm,Dfduff

fduff =
Bduff

Bag

(A70)

where fduff is the duff fraction of aboveground combustible

biomass.

The area burned (a) is assumed to be elliptical in shape for

fires based upon the wind speed and properties of an ellipse

a(t)= π
l

2

w

2
=
π

2
(vd+ vu)vpt

2, (A71)

where l (m) and w (m) are the lengths of major and minor

axes of the elliptical area burnt; vd (kmh−1) and vu (kmh−1)

are the fire spread rates in the downwind and upwind direc-

tions, respectively; vp (kmh−1) is the fire spread rate perpen-

dicular to the wind direction and t is the time (h).
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The fire spread rate in the downwind direction (vd) is rep-

resented as

vd = vd,max g(u)h(φr, d) (A72)

where vd,max (km h−1) is the PFT-specific maximum fire

spread rate from Li et al. (2012), which is set to zero for

crop PFTs (Table A7). The functions g(u) accounts for the

effect of wind speed and h(φr,d) accounts for the effect of

rooting zone and duff soil wetness on the fire spread rate, as

discussed below.

The wind speed (u; kmh−1) is used to determine the length

(l) to breadth (w) ratio, Lb, of the elliptical area burned by

fire

Lb =
l

w
=
vd+ vu

2vp

= 1+ 10[1− exp(−0.06u)] (A73)

and its head to back ratio, Hb, following Li et al. (2012), as

Hb =
vd

vu

=
Lb+ (L

2
b− 1)0.5

Lb− (L
2
b− 1)0.5

, (A74)

which help determine the fire spread rate in the direction per-

pendicular to the wind speed and in the downward direc-

tion. Equations (A73) and (A74) are combined to estimate

the wind scalar g(u) as

g(u)= g(0)
2.0Lb

(1+ 1/Hb)

g(u)

g(0)
=
vd

vp

=
2.0Lb

(1+ 1/Hb)
, (A75)

which varies between 0.05 and 1. The lower limit is imposed

by the g(0) term, which has a value of 0.05 and represents

the fire spread rate in the absence of wind (u= 0); the upper

limit is assigned a maximum value of 1. The fire spread rate

in the absence of wind is essentially the spread rate in the

direction perpendicular to the wind speed (vp). The value of

the g(0) term is derived by considering the case where the

wind speed becomes very large. As u→∞ then Lb→ 11

and Hb→ 482, while g(∞)= 1 due to its definition, which

yields g(0)= 0.0455≈ 0.05.

The dependence of fire spread rate on the rooting zone and

duff soil wetness, h(φr, d) is represented as

h(φr, d)= h(φroot)(1− fduff)+h(φ1)fduff

h(φroot)=

(
1−min

(
1,
φroot

EV

))2

h(φ1)=

(
1−min

(
1,
φ1

ED

))2

. (A76)

Both h(φroot) and h(φ1) gradually decrease from 1 (when soil

wetness is 0 and soil moisture does not constrain fire spread

rate) to 0 when soil wetness exceeds the respective extinction

wetness thresholds, EV and ED.

With fire spread rate determined, and the geometry of

the burned area defined, the area burned in 1 day, a1d

(km2 day−1), following Li et al. (2012), is calculated as

a1d =
πv2

d t
2

4Lb

(
1+

1

Hb

)2

=
πv2

d(242)

4Lb

(
1+

1

Hb

)2

(A77)

by setting t equal to 24 h.

The fire extinguishing probability, q, is used to calculate

the duration (τ , days) of the fire, which in turn is used to

calculated the area burned over the duration of the fire, aτd.

q is represented following Kloster et al. (2010) as

q = 0.5+
max

[
0,0.9− exp(−0.025pd)

]
2

, (A78)

which yields a value of q that varies from 0.5 to 0.95 as

population density, pd (number of people km−2), increases

from zero to infinity. Higher population density thus implies

a higher probability of fire being extinguished. q represents

the probability that a fire will be extinguished on the same

day it initiated and the probability that it will continue to the

next day is (1− q). Assuming individual days are indepen-

dent, the probability that the fire will still be burning on day

τ is (1− q)τ . The probability that a fire will last exactly τ

days, P(τ), is the product of the probability that the fire still

exists at day τ and the probability it will be extinguished on

that day hence P(τ)= q(1−q)τ . This yields an exponential

distribution of fire duration whose expected value is

τ = E(τ )=
∞∑
τ=0

τ q(1− q)τ =
1− q

q
. (A79)

Based on this fire duration and the area burned in 1 day

(Eq. A77), the area burned over the duration of the fire (aτd)

(but still implemented in 1 day since the model does not track

individual fires over their duration, km2 day−1) is calculated

as

aτd = E(a1dτ
2)=

∞∑
τ=0

a1d τ
2q(1− q)τ (A80)

= a1d

(1− q)(2− q)

q2
.

Finally, and reintroducing the PFT index α, the area burned

is extrapolated for a PFT α (Ab,α , km2 day−1) to the whole

grid cell as

Ab,α = Pf,α aτd,α

Agfα

arep

, (A81)

where Ag is area of a grid cell (km2), fα the fractional cover-

age of PFT α and arep the representative area of 500 km2, as
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Table A7. PFT-specific parameter values used in the fire module of CTEM v. 2.0. The maximum fire spread rate, vd,max (kmh−1), is used in

Eq. (A72). The combustion factors for leaf (0L), stem (0S), root (0R) and litter (0D) components are used in Eq. (A83), and the mortality

factors (2L,2S,2R) in Eq. (A85). A PFT’s resistance to stand-replacing fire events is expressed via ζr and is used in Eq. (A87). 0, 2 and

ζr are all expressed as a fraction.

PFT short name vd,max 0L 0S 0R 0D 2L 2S 2R ζr

NDL-EVG 0.54 0.21 0.06 0.0 0.15 0.06 0.15 0.03 0.20

NDL-DCD 0.54 0.21 0.06 0.0 0.15 0.06 0.15 0.03 0.20

BDL-EVG 0.40 0.21 0.06 0.0 0.18 0.06 0.15 0.03 0.50

BDL-DCD-COLD 0.40 0.21 0.03 0.0 0.18 0.06 0.09 0.03 0.20

BDL-DCD-DRY 0.40 0.21 0.03 0.0 0.18 0.06 0.09 0.03 0.15

C3-GRASS 0.72 0.24∗ – 0.0 0.21 0.03∗ – 0.08 0.25

C4-GRASS 0.72 0.24∗ – 0.0 0.21 0.03∗ – 0.08 0.25

∗ For brown grass leaves 0L is set to 0.24 and 2L to 0.02.

mentioned earlier. Area burned over the whole grid cell (Ab,

km2 day−1) is then calculated as the sum of area burned for

individual PFTs,

Ab =

N∑
α=1

Ab,α. (A82)

Fire emits CO2, other trace gases, and aerosols as

biomass is burned while plant mortality and damage

due to fire contribute to the litter pool. The emis-

sions of a trace gas/aerosol species j from PFT α,

Eα,j (g species (m−2 grid cell area) day−1) are obtained

from a vector of carbon densities Cα = (CL,CS,CR,CD)α
(kgCm−2) for its leaf, stem, root and litter compo-

nents, multiplied by a vector of combustion factors 0α =

(0L,0S,0R,0D)α , which determines what fraction of leaf,

stem, root and litter components gets burned, multiplied

by a vector of emissions factors ϒj = (ϒL,ϒS,ϒR,ϒD)j
(g species (kgCdry organic matter)−1), and by the area

burned Ab,α for that PFT.

The dot product of Cα , ϒj and 0α thus yields emissions

per unit grid cell area of species j from PFT α,

Eα,j = ((Cα ·0α) ·ϒj )
Ab,α

Ag

1000

450
, (A83)

where the constant 1000 converts Cα from kgC m−2 to

gCm−2 and the constant 450 (gC (kg dry organic matter)−1)

converts biomass from carbon units to dry organic mat-

ter (Li et al., 2012). The corresponding loss of carbon

(kgCm−2 day−1) from the three live vegetation components

(L, S, R) and the litter pool (D) of PFT α is given by

Hα,i = Cα,i0i

(
Ab,α

Ag

)
i = L, S, R, D. (A84)

The PFT-specific combustion factors for leaf (0L), stem

(0S), root (0R) and litter (0D) components are summarized

in Table A7. Emission factors for all species of trace gases

and aerosols (CO2, CO, CH4, H2, NHMC, NOx , N2O, to-

tal particulate matter, particulate matter less than 2.5 µm in

diameter, and black and organic carbon) are based on an up-

dated set by Andreae and Merlet (2001) listed in Tables 3 and

4 of Li et al. (2012).

Litter generated by fire is based on similar mortality fac-

tors, which reflect a PFT’s susceptibility to damage due to

fire 2α = (2L,2S,2R)α (fraction). The contribution to lit-

ter pool of each PFT due to plant mortality associated with

fire (kgCm−2 day−1) is calculated as

Mα = (Cα ·2α)
Ab,α

Ag

, (A85)

which is the sum of contribution from individual live vegeta-

tion pools

Mα,i = Cα,i2α,i

(
Ab,α

Ag

)
i = L, S, R. (A86)

The carbon loss terms associated with combustion of vegeta-

tion components and litter (Hα,i, i = L, S, R, D) and mortal-

ity of vegetation components (Mα,i, i = L, S, R) due to fire

are used in Eqs. (A53) and (A55), which describe the rate of

change of carbon in model’s five pools (however, listed there

without the PFT subscript α). The PFT-specific mortality fac-

tors for leaf (2L), stem (2S) and root (2R) components are

listed in Table A7.

When CTEM is run with prescribed PFT fractional cover,

the area of PFTs does not change and the fire-related emis-

sions of CO2, other trace gases and aerosols, and genera-

tion of litter act to thin the remaining biomass. When com-

petition between PFTs for space is allowed, fire both thins

the remaining biomass and through plant mortality creates

bare ground, which is subsequently available for coloniza-

tion. The creation of bare ground depends on the suscepti-

bility of each PFT to stand replacing fire (ζr, fraction) (Ta-

ble A7) and the PFT area burned. The fire-related mortality

rate, mdist (day−1), used in Eq. (19), is then
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mdist,α = ζr,α

Ab,α

fαAg

. (A87)

After bare ground generation associated with fire, the thinned

biomass is spread uniformly over the remaining fraction of

a PFT. However, it is ensured that the carbon density of the

remaining biomass does not increase to a value above what

it was before the fire occurred.

A10 Treatment of agricultural crop PFTs

CTEM explicitly simulates C3 and C4 crops using a simple

approach. Crops increase their biomass depending on envi-

ronmental conditions similar to other PFTs; however, unlike

other PFTs they are explicitly harvested. Harvesting is ini-

tiated when the daily mean air temperature remains below

8 ◦C for 5 consecutive days, or when the crop LAI reaches

a threshold (3.5 m2 m−2 for C3 crops and 4.5 m2 m−2 for C4

crops) signifying that the crops have matured (Arora and

Boer, 2005a). Harvesting occurs over a period of 15 days

and the harvested biomass contributes to the litter pool. The

above environmental criteria typically lead to one annual

crop cycle in mid- to high-latitude regions while multiple

crop cycles may be realized in tropical regions depending

on the precipitation seasonality. Harvesting ensures that veg-

etation biomass does not keep increasing on croplands and,

unlike natural vegetation, this prevents croplands from se-

questering carbon as atmospheric CO2 increases. Some car-

bon may still be sequestered in the soil carbon pool but crops

have a higher soil carbon decomposition rate and lower hu-

mification factor compared to other PFTs (ςH and χ , respec-

tively, in Table A3) to account for tillage, which prevents soil

carbon sequestration in croplands.

A11 Land use change

The land use change (LUC) module of CTEM is based on

Arora and Boer (2010) and briefly described here. When the

area of crop PFTs changes, CTEM generates LUC emissions.

In the simulation where fractional coverage of PFTs is spec-

ified, the changes in fractional coverage of crop PFTs are

made consistent with changes in the fractional coverage of

natural non-crop PFTs. That is, an increase or decrease in

the area of crop PFTs is associated with a corresponding

decrease or increase in the area of non-crop PFTs. This ap-

proach is taken by Wang et al. (2006), which allows one to

reconstruct historical land cover given a spatial data set of

changes in crop area over the historical period and an es-

timate of potential natural land cover for the pre-industrial

period (as described in Sect. 3). When competition between

PFTs for space is allowed, only the fractional coverage of

crop PFTs is specified. Similar to a simulation with pre-

scribed PFT fractions, when the area of crop PFTs increases,

the fractional coverage of non-crop PFTs is decreased in pro-

portion to their existing coverage (i.e. the linear approach of

Wang et al., 2006). Alternatively, and in contrast to the sim-

ulation with prescribed PFT fractions, when the area of crop

PFTs decreases then the generated bare fraction is available

for recolonization by non-crop PFTs.

A decrease in the area of natural non-crop PFTs, associ-

ated with an increase in area of crop PFTs, results in de-

forested biomass (while the term deforested implies clear-

ing of forests, the same processes can occur in grasslands as

well and is meant here to imply removal of the biomass).

The deforested biomass is divided into three components:

(i) the component that is combusted or used for fuel wood

immediately after natural vegetated is deforested and which

contributes to atmospheric CO2, (ii) the component left as

slash or used for pulp and paper products and (iii) the com-

ponent that is used for long-lasting wood products. The frac-

tions allocated to these three components depend on whether

the PFTs are woody or herbaceous and on their aboveground

vegetation biomass density (see Table 1 of Arora and Boer,

2010). To account for the timescales involved, the fraction

allocated to slash or pulp and paper products is transferred

to the model’s litter pool and the fraction allocated to long-

lasting wood products is allocated to the model’s soil car-

bon pool. Land use change associated with a decrease in the

area of natural vegetation thus redistributes carbon from liv-

ing vegetation to dead litter and soil carbon pools and emits

CO2 to the atmosphere through direct burning of the defor-

ested biomass. The net result is positive LUC carbon emis-

sions from land to the atmosphere.

When croplands are abandoned, the area of natural PFTs

increases. In simulations with prescribed fractional cover-

age of PFTs this results in a decreased carbon density for

all model pools as the same amount of carbon is spread over

a larger fraction of the grid cell. This reduced density implies

that natural vegetation is able to take up carbon as it comes

into equilibrium with the driving climate and atmospheric

CO2 concentration. This creates the carbon sink associated

with abandonment of croplands as natural vegetation grows

in its place. In simulations with competition between PFTs,

the abandoned land is treated as bare ground, which is sub-

sequently available for recolonization, as mentioned above.

As natural vegetation expands into bare ground it takes up

carbon, again creating the carbon sink associated with aban-

donment of croplands. The net result is negative LUC carbon

emissions as carbon is taken from atmosphere to grow vege-

tation over the area that was previously a cropland.
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Code availability

Fortan code for CLASS–CTEM modelling framework

is available on request and upon agreeing to Environ-

ment Canada’s licensing agreement available at http://

collaboration.cmc.ec.gc.ca/science/rpn.comm/license.html.

Please contact the first author (joe.melton@canada.ca) to

easily and rapidly obtain the model code.
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