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Abstract. This research incorporates the correlatedistri- simulations, and also indicate that more detailed real-world
bution BCC-RAD radiation model into the climate model information on cloud structures should be obtained to con-
BCC_AGCMZ2.0.1 and examines the change in climate sim-strain cloud settings in MclICA in the future.

ulation by implementation of the new radiation algorithm. It
is shown that both clear-sky radiation fluxes and cloud radia-

tive forcings (CRFs) are improved. The modeled atmosphericl
temperature and specific humidity are also improved due to

changes in radiative heating rates, which most likely stemgagiation process is crucial for climate simulations. Over the
from the revised treatment of gaseous absorption. past 2 decades, a lot of progress has been made in atmo-
Subgrid cloud variability, including vertical overlap of - spheric radiation. For example, in most radiation schemes the
fractional clouds and horizontal inhomogeneity in cloud con-agitional band model for gaseous transmittance has been re-
densate, is addressed by using the Monte Carlo Indeperyjaced by the correlatet distribution (CKD) method (Fu
dent Column Approximation (McICA) method. In McICA, 54 Liou, 1992; Mlawer et al., 1997; Zhang et al., 2003;
a cloud-type-dependent function for cloud fraction decorre-| j and Barker, 2005; Shi et al., 2009, and others). In prin-
lation Iength_, which gives zonal mean rgsults very close t0¢ciple, CKD can be applied to a single absorption line while
the observations of CloudSat/CALIPSO, is developed. Comyand models utilize mean values for entire bands. Thus, CKD
pare_d to utilizing ag!obally constant decorrelation length, theghows considerable promise in simulating atmospheric radi-
maximum changes in seasonal CRFs by the new scheme cafjion accurately and efficiently. The breakthrough in non-
be as large as 10 and 20 W rfor longwave (LW) and short-  gpnerical scattering makes it possible to accurately calcu-
wave (SW) CRFs, respectively, mostly located in the tropics.|ate ice cloud optical properties (Mishchenko et al., 2002).
The |'nclu3|on of an observation-based hon.z.ontalllnhomo—m an ice cloud optical property parameterization, the full
geneity of cloud condensate has a|3023 significant |mp2act ORet of single-scattering properties is provided by consider-
CRFs, with global means ot 1.5Wn1 = and~ 3.7 Wnm- ing three-dimensional random orientations for multiple ice
for LW and SW CRFs at the top of atmosphere (TOA), re- ¢rysta] habits following the observations of CALIPSO (Yang
spectively. Generally, incorporating McICA and horizontal ¢ al., 2005, 2013; Baum et al., 2011). All this progress
inhomogeneity of cloud condensate in the BCC-RAD modelp a5 peen included in the Beijing Climate Center Radiation
reduces global mean TOA and surface SW and LW flux bi-yransfer model (BCC-RAD), which is used in the general
ases in BCC_AGCM2.0.1. o circulation model (GCM) of Beijing Climate Center (i.e.,
These results demonstrate the feasibility of the new modeg ¢ AGCM2.0.1).
configuration to be used in BCC_AGCM2.0.1 for climate -
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738 H. Zhang et al.: Application and evaluation of a new radiation code

How to deal with cloud vertical overlap and cloud internal the McICA scheme and a stochastic cloud generator (SCG;
inhomogeneity has been a very difficult task for atmosphericRaisanen et al., 2004) into the BCC_AGCM2.0.1 model with
radiation. This arises mostly from the relatively coarse spa-the BCC-RAD radiation algorithm.
tial resolution of GCMs (dozens to hundreds of kilometers), This work contains two parts: first, we report the improve-
which leaves cloud-relevant processes and inherent subgrichents on climate simulation by introducing the new BCC-
variations of clouds unresolved (Barker and Raisdnen, 2005RAD radiation algorithm. Second, we analyze the impact
Zhang et al., 2013). Typically, cloud condensate (water andof cloud overlap assumption and cloud condensate inhomo-
ice) is treated as horizontally homogeneous (the plane paralgeneity through the McICA scheme. Most attention will be
lel homogeneous, or PPH, assumption) within a GCM gridpaid to the cloud-type-related decorrelation length by com-
cell. Additionally, certain predetermined assumptions aboutparing with the results of using a globally constant value.
the vertical overlap of fractional clouds are required (tra- This preliminary work aims to document the impact of the
ditionally maximum-random overlap, or MRO) (Tian and modifications in cloud-radiation process on simulated cli-
Curry, 1989). Computing on a cloud system resolving modelmate and the model response to these changes and thereby
(CSRM) data set, Barker and Raisanen (2005) found thatprovide suggestions for future development. In Sect. 2, the
by a small change to the standard deviation of cloud conBCC_AGCMZ2.0.1 model, the BCC-RAD radiation scheme
densate distribution, zonal mean shortwave (SW) cloud raand the McICA scheme are briefly described. The design of
diative forcing (CRF) could change up to 25Wat cer-  experiments is given in Sect. 3. Results of the simulations
tain latitudes (with a global mean 68 Wm~=2). The radia-  with various model configurations are described in Sect. 4.
tive sensitivity to cloud overlap is of similar magnitude for In Sect. 5, we conclude with a brief summary.
global averages. Oreopoulos et al. (2012) included a beta dis-
tribution function and a latitude-/day-dependent cloud over- o
lap function, both derived from CloudSat/CALIPSO data, in 2 Model description
the GEOS-5 atmospheric general circulation model. SW an -
longwave (LW) CRFs showed significant changes comparega'1 Description of BCC_AGCM2.0.1

to the traditional PPH and maximum-random overlap setupgcc AGCM2.0.1 was developed by the Beijing Climate
but the magnitude of changes depends also on the clougenter (BCC) at the China Meteorological Administration
scheme utilized. All of these studies have emphasized th?CMA) based on the Community Atmosphere Model Version
?mportance of faithfully addressing subgrid cloud variability 3 (CAM3) of the National Center for Atmospheric Research
in GCMs. . . . (NCAR) (Wu et al., 2010). The model runs at T42 spectral
To make the representation of subgrid cloud propertiesegqiytion (approximately 298« 2.8°) horizontally, and it
f!e_X|bIe and modularized and to maintain computational ef- s vertical hybrid-pressure coordinates including 26 lay-
ficiency, a scheme named the Monte Carlo Independentg yth the top located at about 2.9 hPa. An additional layer
Column Approximation (McICA) method was developed s 4qded above the topmost layer in the radiative calculation
(Pincus etal., 2003). McICA is a method that does fast Specyy preyent excessive heating. The default timestep is 20 min,
tral integration over given cloudy subcolumns within & do- 54 the radiation code is invoked every three timesteps.
main. The cloud subcolumns required by MCICA can be sup- - gejative to CAM3, several revisions have been made to
plied from certain subgrid cloud generators (Raisanen andmnroye the physics of the model. These include new refer-

Barker, 2004) or cloud-resolving models (Hill et al., 2011). gnce aimosphere and surface pressures; a revised convection
The advantages of McICA are that it facilitates adjustment org.heme (Zhang and Mu, 2005) that significantly improves
alteration of both cloud structure and radiative transfer a”dthe tropical rainfall simuléltion' a different function for cal-

thus accelerates future development of GCM_S' culating the snow-cover fraction that influences the resulting
Though McICA has been extensively studied, there lacksgrtace albedo, especially in polar and plateau regions (Wu
a detailed de_scr|pt|0r_1 on f:loud-type-related vertical over-54 Wu, 2004): a new adiabatic adjustment originated by
lap. An e-folding relationship of cloud overlap has been de-y,p, (1987): and new methods for calculating turbulent fluxes
veloped to quantitatively represent cloud overlap for differ- 5 e ocean surface that remove the systematic biases in the
ent types of clouds and over different regions (Hogan andying stress and sensible and latent heat fluxes in CAM3. A
lllingworth, 2000; Mace and Benson-Troth, 2002). In cur- 416 detailed description of BCC_AGCM2.0.1 can be found
rent GCMs, a global mean constant value of decorrelation, \ et al. (2010). In the present research, the interactive
length (h.erelnz_iftemcf), a critical parameter in this over- Canadian Aerosol Module (CAM) (Gong et al., 2003) with
lap algorithm, is often used. Usually, convective cloud has,sqated aerosol emission sources (Zhou et al., 2012) is used

well-organized structures with large vertical correlation due;q predict atmospheric aerosol burdens (Zhang et al., 2012).
to strong upward motion. Thereforkgs for convective cloud ’

should be larger than for the other types of clouds. To address
the climate impact by distinguishing the cloud-type-related
L¢s in MclICA is one goal of this work. We here incorporate
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H. Zhang et al.: Application and evaluation of a new radiation code 739

Table 1. Comparison of the new and old schemes.

Old New

Absorbing gases in LW pD, COy, and 3 The same as in Old
CHy, N2O, CFC11, CFC12

Absorbing gases in SW 4D, COy, O3, and & H>0, COy, O3, N2O, and @

Range of LW 0-2000 cmt 0-2680cm?!

Range of SW 2000-50 000 cth 2110-49 000 cmb-*

Band transmittance scheme Band model (LW: Kiehl and Briegleb, 1992KD scheme (Zhang et al., 2003, 2006a, b)
(SW: Briegleb, 1992)

RT solver in LW Absorptivity/emissivity formulations Two-stream approximation (Nakajima et al.,
(Ramanathan and Downey, 1986) 2000)

RT solver in SW 5-Eddington method (Briegleb, 1992) §-Eddington method (Coakley et al., 1983)

Cloud fraction parameterization Diagnostic scheme (Rasch and Kristjanssdme same as in Old
1998)

Cloud optics LW: emissivity formulations (Ebert and Curry/ce cloud: computed using data from Fu (1996),
1992); SW: formulas of Slingo (1989) for liquid Yang et al. (2005), and Hong et al. (2009);
and of Ebert and Curry (1992) for ice liquid cloud: Nakajima et al. (2000)

Cloud effective radius Ice cloud: Kristjansson et al. (2000); Liquitte cloud: Wyser (1998); Liquid cloud: the
cloud: Kiehl et al. (1994) same as in Old

Cloud overlap Maximum random overlap (MRO) (CollinsMcICA (Réaisdnen and Barker, 2004; Barker et
2001) al., 2008)

Aerosol-radiation coupling scheme BCC_AGCM2.0.1_CAM (Zhang et al., 2012) BCC_AGCM2.0.1_CAM (Zhang et al., 2012)

* In the new scheme, contributions from the solar spectrum and terrestrial emission are mixed within 2110=2680 cm

2.2 Description of radiation schemes compared the line parameters in different HITRAN versions
and found that the difference in the simulated radiative fluxes
between the updated HITRAN2008 and HITRAN2000 is

In this work, we incorporate the CKD model by Zhang et yery small, so the use of HITRAN2000 should not affect

al. (2003, 20064, D), i.e., the Beijing Climate Center Radi-the final modeled climates in this research. In BCC-RAD,

ation transfer model (BCC-RAD), into BCC_AGCM2.0.1. the effective absorption coefficients of CKD are calculated

The BCC-RAD model is substantially different from the pre- pased on the line-by-line radiative transfer model (LBLRTM;

vious radiation scheme used in BCC_AGCM2.0.1. To €X-Clough and lacono, 1995) with a spectral interval of one-

plain the importance of this radiation scheme in modulatingsgyrth the mean half-width and a 25 cfh cutoff for line
climate simulation, it is necessary to describe this revisionwings over each band (Clough and lacono, 1995). The ther-
in advance. A detailed comparison between the old and newng radiation transfer calculation is solved with a two-stream
schemes is provided in Table 1. algorithm developed by Nakajima et al. (2000), and the so-
The previous radiation scheme in BCC_AGCM2.0.1is ba- |5y radiation transfer is solved with tiseEddington method
sically a band model. Although some band models simu-(coakley et al., 1983). SW radiation model comparisons, in-

lated well the broadband fluxes and heating rates, this may|uding BCC-RAD, are given in Randles et al. (2013).

have been partly fortuitous because of band overlap effects c|gud and aerosol optical properties in BCC-RAD are also

(Ellington et al., 1991). Another defect of band models is gjfferent from those in the original scheme. The optical prop-

the use of a scaling procedure to account for inhomogeneougties of cloud droplets are from Nakajima et al. (2000), and

atmospheric paths, although these can be made arbitrarily agnose of ice crystals are calculated based on several data sets:
curate for a homogeneous atmosphere (Kratz, 1995). Therespseryational size distribution data from Fu (1996), optical
fore, there has .been a trend over the past decades to rep'%?operties of single particles of different shapes from Yang
band models with CKD methods in GCMs. ~etal. (2005), and the fractional mixing of particles of vari-
The 10-49000 cm' (0.204-1000 um) spectral range in g shapes suggested by Baum et al. (2005). Aerosol opti-

BCC-RAD is divided into 17 bands (8 LW and 9 SW). Five ¢a| properties are from Wei and Zhang (2011) and Zhang et
major greenhouse gases (GHGs)2CHCQ,, 03, N2O, and 5y (2012).

CH4 — as well as chlorofluorocarbons (CFCs) are consid-

ered. The major absorbers in the solar bands a@ K- 2.3 Description of the McICA scheme

cluding continuum absorption), GON2O, Oz, and Q. The

HITRANZ2000 database (Rothman et al., 2003) was used td’he McICA scheme is based on the ICA algorithm for the
provide line parameters and cross sections. Lu et al. (2012¢omputation of domain mean radiation fields. It greatly and
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740 H. Zhang et al.: Application and evaluation of a new radiation code

effectively reduces computation time while maintaining the 3 Experimental design
accuracy of ICA from a statistical perspective. The basic
principles of McICA were first explained in detail by Pincus We now have considered two model configurations: the
et al. (2003); Raisanen and Barker (2004) then provided adneéw one with MclCA and BCC-RAD to handle the cloud-
ditional ways to diminish the induced noise. For C|arity and radiative procedure and the old one with the traditional over-
completeness, we provide a brief summary here. lap treatment by Collins et al. (2001) and radiation scheme
Conceive a domaitR (a GCM grid). The subgrid clouds described in Briegleb (1992). The details of these are listed
could be represented by a certain number of subcolumngh Table 1. Experiments were designed to reveal (a) the dif-
which contain individual cells in each layer that are either ferences in simulated climate between the two configura-
clear or overcast. Moreover, the domain mean of these subtions and (b) the impact of changing subgrid cloud struc-
columns should hold the cloud profile provided by the GCM. tures on simulated climate within the new configuration. For
Given these subcolumns, radiative computation can be liberall the following experiments, the sea surface temperature
ated from the description of partial clouds and their vertical (SST) data are from the global Hadley Centre Sea Ice and
overlap. The required subcolumns could be derived througtSea Surface Temperature (HadISST) data set (Rayner et al.,
SCG with consideration of certain overlap and horizontal dis-2003) for years up to 1981 and the Reynolds et al. (2002)
tribution rules for clouds. For a thorough methodology of for years after 1981; the greenhouse gases are set the same
SCG, one can refer to Raisanen et al. (2004). by using the current values; aerosols are produced by a cou-
Within the domain R composed of subcolumns, the pled aerosol model (named CAM) that is described in detail

domain-averaged radiative fluxes can be accurately given by Zhang et al. (2012). All of the experiments are integrated

ICA as from September 1979 to December 1990, and the results of
the last 10 years are used for analysis.
ica\ _
<F >_/S()‘) //F(x’y’)‘)dmy dr, @ 3.1 Experiments comparing the new and old
R

model configurations
wherex andy are subcolumn counters along the zonal and _ .
meridional axis, respectiveh& ) is the Spectra| We|ght at First, an experiment with the old scheme, denoted OLD, was

wavelength, and F (x, y, ») denotes the radiative flux at Performed as a control run. Second, a McICA experiment de-
location(x, y) and wavelength. noted N_MRO, utilizing PPH and the MRO assumptions to

If R is partially cIoudy(F'CA) can be split into C|ea(rpclr) be consistent with the OLD run, was dqne. The cgmparispn
and C|OUCMFcId> parts weighted by the cloud fraction Ac: between N_MRO and OLD illustrates differences in the cli-
mate response due to changes in radiation scheme other than
<F'CA> =(1-Ac) <F°"> + Ac<F°'d>. (2)  subgrid cloud variation.

The most time-consuming part of Eq. (259 due tothe 3.2 Experiments exploring the impacts of subgrid

full spectral integration in all cloudy subcolumns. To dimin- cloud structures

ish the computational burden, Pincus et al. (2003) reduced

the two-dimensional integration to a single dimension by in-As the McICA scheme is flexible in depicting subgrid cloud

troducing a Monte Carlo (random sampling) process: structures, three more experiments were implemented to test
the model’s sensitivity to cloud-structure variations.
<Fc'd> %/S(A) F (syng, A) dA, 3) First, the impact of changing cloud overlap assumption

was tested by including the so-called general overlap (here-
wheresmg is a randomly selected cloudy subcolumn num- after GenO) (Mace and Benson-Troth, 2002). In GenO, the
ber for radiative calculation at. Equation (3) tremendously vertically projected cloud fraction of the two cloud layérs
reduces computation time compared with Eq. (2) and repreand (C; ;) is defined as the linear combination of maximum

sents the kernel of McICA. (C") and random overlapd(a"):
It should be noted that the random selections@f in ’ ’
Ed. (3) inevitably introduces random noise. Although this ¢, =Otk,1C;TlaX+(1—ozk,z)C,£a,”, (4)

may yield deviated results for a single calculation, averag-

ing over a number of calculations generates almost unbiasedhere

results with respect to ICA (Barker et al., 2008). One method

for reducing the noise is to increase the numbersgf C;TfXImaX(Ck,Cz)y (5)
for optically critical spectral intervals (Raisdnen and Barker,
2004). To date, the McICA scheme has already been OPEr.ran
ationally utilized in several climate models and numerical ~%.!
weather prediction models (Morcrette et al., 2008; Raisanen
and Jarvinen, 2010; Neale et al., 2010).

=Cr+C; — C(Cy, (6)

Geosci. Model Dev., 7, 737754, 2014 www.geosci-model-dev.net/7/737/2014/
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and the overlap parametey ; is prescribed via an exponen- wherec is the layer mean cloud condensate ignoring the
tial decay function of altitude separation between cloud lay-cloud phase, and, is the standard deviation of the con-

ers: densate. In this workf was set to be 0.75 for both the lig-
Z uid and ice phases, as was obtained by Shonk et al. (2010)
dz from an extensive collection of observations. This inhomo-
Akl = €Xp _/ La@ | (") geneity setup was tested withy given as Eq. (8), denoted
Z as N_GOF_IH. Because the cloud overlap assumptions are

consistent for N_GOF and N_GOF_IH, any discrepancies il-
ﬁfstrate the impact of including horizontally inhomogeneous
o)

louds.

In this study, the decorrelation length for cloud conden-
sate in GenO is set to be 1km in all tests. The variation of
the decorrelation length for cloud condensate has smaller in-

ally constantL.qf = 2km as N_GO2. I.n realithf is highly fluence and is less important than that for the overlap of cloud
related to cloud type and atmospheric dynamics (Naud et al'fractions (Barker and Réisanen, 2005)

2008). Usually, convective cloud has well-organized struc-

ture (convective tower) with large vertical correlation due to

strong upward motion. Thereforé.s for convective cloud 4 Results

should be larger than for other types of clouds. Generally,

Lt is about 5km to 10 km for convective cloud and is much This section reports the results in two parts: (i) first, results
smaller (around 1km) for other types of clouds (H. Barker, from OLD and N_MRO are provided to clarify the differ-
personal communication, 2013). In a GCM grid cell, we sim- ences between the new and old model configurations; (ii)

The Eq. (4) is applied to both continuous and discontinuou
clouds as in Mace and Benson-Troth (2002). The lapse rate
the decay oty ; is controlled by the “decorrelation length”

(L¢s in Eq. 7), which has a global mean value of about
2km (Barker, 2008). We term the scheme of using a glob-

ply define the grid-scale mean result as second, results from N_GO2, and N_GOF and N_GOF_IH
are presented to show the impacts of cloud overlap variations
Let=[Lety X feon+ Let, X (frot— feon)] / frots (8)  and changing the horizontal distribution of cloud condensate

where L¢, and Let, are the decorrelation lengths for deep within the McICA scheme.

convective cloud and all other types of clouds, giggh and

fiot are the cloud fractions for deep convective cloud and to-

tal cloud in a model layer. Though both deep and shallow

convective clouds are diagnosed in the BCC_AGCM2.0.14.1.1 Radiation budget

model, we reservd.c, to deep convective cloud, because

the decorrelation length for shallow convective cloud (mostly We first investigate the difference between the old and new

near the boundary layer) is likely to be very small as schemes under the same subgrid cloud structure setups. Fig-

demonstrated by previous studies (Neggers et al., 2011)re 1 shows the global annual mean radiation fields for var-

Besides deep and shallow convective clouds, stratiformious simulations at the top of atmosphere (TOA) and at the

cloud and marine stratocumulus are also diagnosed in thgurface (SFC) with a comparison against the satellite-derived

BCC_AGCM2.0.1 model, based on relative humidity. As 11-year (2000-2010) mean CERES_EBAF data detp:(

fcon depends directly on updraft mass flux in the diagnosis,//ceres.larc.nasa.gov/order_data)fiyoeb et al., 2009). We

the new cloud overlap scheme is also related to updraft mastocus on the results of OLD and N_MRO in this section.

flux. The test studies show thatifet, = 10 km andLcs, = The central column of Fig. 1 shows that the new scheme

1km, the global meaf is ~ 1.7 km (see Sect. 4.2 for more obtains much improved net all-sky LW and SW TOA radia-

details), which is close to the result of Barker (2008). We tive fluxes. This is due to improvements in both the revised

term the scheme of Eq. (8) as N_GOF. This can also be calledloud optics and the net clear-sky fluxes calculated by the

as convective—stratiform contrast scheme, since the stratinew radiation scheme.

form cloud dominates all the other types of cloud in cloud Compared with CERES_EBAF data, the OLD run shows

fraction. notable discrepancies in TOA LW and SW CRFs (right col-
Additionally, the impact of breaking the default PPH as- umn of Fig. 1), which are overestimated 5y3 W m~2 and

sumption is addressed by perturbing the horizontal distribu—~ 7 W m~2, respectively. The N_MRO run shows large re-

tion of cloud condensate (water and ice) with an ideal dis-ductions in these biases, with TOA LW and SW CRFs errors

tribution function. The gamma function of cloud condensatereduced to~ 1.5 and~ 3 W m 2, respectively. As the same

applied by Shonk et al. (2010) is used here. In such distribucloud overlap assumptions are used, the improved CRFs in

tion, the magnitude of inhomogeneity is constrained by theN_MRO should come mainly from the revised cloud optics

4.1 Comparison between the new and old
model configurations

fractional standard deviatiory'§, which is defined as (see Table 1).
o, As for the clear-sky net fluxes at TOAE", the left col-
f==, (9)  umnin Fig. 1), the OLD run overestimates LW and SW/

c

www.geosci-model-dev.net/7/737/2014/ Geosci. Model Dev., 7, 734-2014
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Fig. 1. Global annual mean clear-sky net fluxde{, left panels),  Fig. 2. FCI" (top), F"®{central), and CRFs (bottom) at the TOA for
all-sky net fluxes £, central panels), and CRFs (right panels) for LW (left) and SW (right) from OLD, N_MRO, and CERES_EBAF
TOA LW (upmost row), surface LW (second row), TOA SW (third observations.
row), and surface SW (bottom row) from the various simulations
and CERES_EBAF observations. The error bars are the ranges be-
tween the maximum and minimum annual mean values for the simmuch closer to observations, especially at mid—low latitudes
ulated or observed decades. (Fig. 2c, d). This occurs mainly because the vast overestima-
tion of LW and SW CRFs by the OLD scheme is reduced
overall by the new scheme (Fig. 2e, f). Moreover, N_MRO
by ~ 5 and~ 1.5 W 2, respectively. The biases at the sur- also shows notable improvement in L¢" in the subtropics
face are also large, up to 4Wm 2 for SW F". Again,  and mid-latitudes (Fig. 2a). The SWF" is calculated well at
N_MRO produces clear-sky fluxes much closer to the obsermost latitudes in all experiments, except at the polar regions
vations (except for LWFC" at surface). The differences be- where there are noticeable underestimations. This may be
tween the simulated TOA LW and SWFC" and those linked to the enhanced solar albedo over snow surfaces com-
from CERES_EBAF observations are reduced~td and  pared with observations in the Community Land Model ver-
~0.5W 2, respectively, for N_MRO. sion 3 (CLM3) used in the BCC_AGCMZ2.0.1 model (Oleson
The improvements in bot°" and CRFs suggest that et al., 2003), which results in an overestimated solar energy
the implementation of the new radiation scheme fares mucHoss to space.
better at modeling the inner balance between the radiation Figure 3 shows the global distribution of errors in annual
components from clear and cloudy regimes. Thus, the newnean SW and LW CRFs relative to CERES_EBAF, as well
configuration behaves in a more physically coherent manneas the differences between N_MRO and OLD. The OLD run
than the original one in BCC_AGCMZ2.0.1, and it predictably exhibits negative biases in SW CRF at most low and mid-
yields more reasonable all-sky net fluxgg™f., central col- latitudes (see Fig. 3a). The N_MRO run significantly re-
umn of Fig. 1). duces these errors (see Fig. 3c), but the enhanced positive
Figure 2 displays zonal annual meBf", F"¢{ and CRFs  biases appear over subtropical oceans near the west coasts
at the TOA from the OLD, and N_MRO runs, as well as the of continents and over East Asia. Figure 3e shows that the
CERES_EBAF data set. The simulated zonal distributions ofdifferences in SW CRF between the new and old config-
these variables are all in reasonable agreement with obsenrations are located mainly in the intertropical convective
vations. However, the N_MRO run gives LW and Skt zone (ITCZ), with maximum values of over 14 W as
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Fig. 3. The annual mean differences in SW CRF (left) and LW CRF (right). Differences larger (smaller) that @0y m~2 are shaded in
yellow (blue). The global mean and root mean square values of each figure are also shown.

abundant high-level ice clouds exist in all the ITCZ regions. in the tropical east Pacific. Again, variations in ice cloud op-
Differences in SW CRF over mid-high latitudes are muchtics play a critical role in causing these differences.

smaller. There are only minor differences in areas with large The cooling effect by SW CRF and heating effect by LW
SW CRF along 69S, where a large number of low-level CRF at the TOA in tropical deep convective regions have
clouds (mostly liquid) exist, because the liquid cloud optics been shown to be nearly linearly correlated and generally
in the two configurations are almost equivalent for CRF cal-compensate for each other (Kiehl and Ramanathan, 1990),
culation. Consequently, the changes in ice cloud optical propwhich means that the (SW CRF) /(LW CRF) ratio is about
erties are the main cause of the changes in SW in the run with-1. This ratio is often used as a criterion for showing the
the new configuration when maximum-random overlap of performance of modeled CRF. The (SW CRF)/(LW CRF)
plane-parallel horizontally homogeneous clouds is assumedatios in the Indonesian region (18-20 N, 110-160 E)

In the OLD run, LW CRF is overestimated over most of for the OLD and N_MRO simulations and CERES_EBAF
the tropical and subtropical oceans with very few exceptionsobservations are given in Table 2. The table shows that the
but it is underestimated over intensively convective tropicalOLD run overestimates the (SW CRF)/( LW CRF) ratios
regions such as the central Africa, the west Pacific warmfor the annual and seasonal means. N_MRO shows a gen-
pool, and the Amazon forests of South America (Fig. 3b).erally noticeable decrease in SW CRF, especially for the an-
The N_MRO run produces similar distributions of these bi- nual and summer (JJA) means. This results in decreased (SW
ases; however, the positive biases in the tropical and sub€RF)/(LW CRF) ratios (Table 2). However, previous offline
tropical oceans are reduced, whereas the negative biases artemparisons (not shown here) give very similar results for
enhanced somewhat (Fig. 3d). The differences in LW CRFthe new and old schemes. Thus, it can be inferred that the
between the new and old configurations (see Fig. 3f) showwo versions of radiation scheme are comparable for diag-
a quite similar geographic distribution to those of SW CRF nosing the (SW CRF) /(LW CRF) ratio, whereas the climate
(see Fig. 3e), with a maximum value of more tha®W m—2 feedback evidently changes the simulated cloud fractions or

cloud condensate.
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Fig. 4. Zonal annual mean clear-sky and all-sky LW heating rates for @d,[@), N_MRO (b, e) and the differences between N_MRO and
OLD (c, f) (units: Kday™1).

Table 2. The modeled and observed (SW CRF/LW CRF) ratios in
the tropical warm pool region (26-20 N, 110-160 E).

——N_MRO-OBS
—OLD-OBS

OLD N_MRO OBS o250 ] < 204
ANN —117 094 -113 2 o0 | o £ o]
DJF -155 —134 -1.14 o e
JJA  -183 -151 -1.09 240 20 1

Radiative heating/cooling within the atmosphere is a crit-
ical driving factor in climate simulations. Figure 4 compares
the clear-sky and all-sky LW heating rates (HRs) of N_MRO
and OLD, respectively. The differences in SW HR are much
smaller than those in LW HR (figure not shown). For the
clear-sky condition, N_MRO shows a remarkable (more than
10%) increased radiative cooling in the lower troposphere
within 60° S—60 N and a reduced radiative cooling in most
of the middle troposphere. These may be related to the differ-

ent treatments of greenhouse gases, especialpnd water

vapor. The difference in the all-sky LW HR (see Fig. 4f) is
similar to the pattern shown in Fig. 4c, indicating that the dif-
ferences in the HR of clouds are less important for determin-
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Fig. 5. Zonal annual meafe) surface temperature arfd) precipi-
tation from N_MRO, OLD, and observation data, as wel(lasd)
the differences between N_MRO and observations (red solid lines)
and between OLD and observations (blue solid lines). The observa-

. - ) . . tion data for temperature are from the ERA-Interim reanalysis, and
ing the all-sky HR differences in this case. This pattern tendshose for precipitation are from the Xie and Arkin (1997) data set.
to increase the stability of the atmosphere below 600 hPa but

enhance vertical mixing above 600 hPa.
As shown above, the application of the BCC-RAD radia- 4.1.2 Surface climatology
tion scheme, without tuning the subgrid cloud structures, re-
markably influences the radiation budget at both boundariedn this subsection, the simulated surface temperature and pre-
and within the atmosphere. These changes will extensivelipitation are evaluated.
affect the final simulated climate.
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Fig. 6. Biases in zonal annual mean atmospheric temperature and specific humidity compared with the ERA-Interim rean@ysips for
OLD and(b, €)N_MRO simulations andc, f) the differences between N_MRO and OLD.

Zonal comparisons of surface temperature (ST, for landfrom the altered atmospheric thermodynamics and dynamics
only) and precipitation rate are shown in Fig. 5. There caused by the changes in radiation budget. The increases and
are substantial differences between the simulations and thdecreases in precipitation often coincide with the decreases
ERA-Interim reanalysis (Uppala et al., 2005), which is av- and increases in surface temperature (figures not shown), re-
eraged over the same period as the simulations. For inspectively; thus, the changes in precipitation also obviously
stance, simulated STs are underestimated by about 1.5K imfluence the surface energy balance.
the mid-latitudes and by about 3K around the North Pole
(see Fig. 5b), but overestimated by about 2K and 4K over4.1.3 Atmospheric states
the tropics and South Pole, respectively. The global distribu-_ i . .
tions of surface temperature biases for the N_MRO and oLD>Mmulated atmospheric temperature and specific humidity
runs are quite similar (figures not shown), with local maxi- '€ analyzed in this subsection. _ o
mum differences between the N MRO and OLD runs reach- igure 6 shows the comparisons of the latitude—height dis-
ing +2-4 K. The differences between the simulations and 0b_tribution of atmospheric temperature and specific humidity.

servations are much larger than the differences between th,%IOtabIe COld_ biases relative tq ERA-Interim, about 1-2K
N_MRO and OLD simulations. It should be noted that the N the low—mid troposphere, exist throughout almost the en-

SSTs used here are prescribed, which limited the model reli'® troposphere in the OLD case (see Fig. 6a). The N_MRO
simulation inherits most of these biases, but the relative

sponse. : e :
Similar to Fig. 5a and b, Fig. 5¢ and d show comparisonsW&rming (up to 0.4-0.8K) within the middle troposphere

of the precipitation rate. Both the N_MRO and OLD simula- (800~ _500 hPa) IS a desw.aple change compared with OLD
tions capture the main features of the meridional distribution(S€€ Fig- 6¢). This is definitely related to the reduced LW
of precipitation, such as the maximum in the tropics and sec00ling rate in the middle troposphere, as shown in Fig. 4.
ondary maxima at the mid-latitude storm tracks. However, er- " @ddition to the improvements in tropospheric tempera-
rors are also clear relative to the observation, especially in théure. there are favorable changes in specific humidity. Com-
tropics. The two simulations are comparable in the simula—p,aer with ERA—Interilm, the OI,‘D run is subject to con-
tion of the zonal mean distribution of precipitation, but there siderable dry biases in the tropical lower troposphere (see

are noticeable local differences in the tropical and subtropicaf 19- 8d)- This is likely caused by LW heating rate biases re-

regions (figures not shown). These differences probably sterftéd o the LW parameterization of water vapor (Collins et

al., 2002). Due to changes in heating rate, as shown in Fig. 4,
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the N_MRO run notably increases the specific humidity in
the tropics, typically reducing the original biases by about
30 %.

The changes in atmospheric temperature and specific hu
midity exert influences on the formation and maintenance
of cloud water and ice (figures not shown), affecting the
modeled local radiation budget, such as altering the (SW
CRF) /(LW CRF) ratio mentioned above.

Overall, the incorporation of the new scheme influences
radiative fluxes and heating rates remarkably. Due to these
changes, the simulated surface and atmospheric climate ar
comparable or improved relative to the old model configura-
tion. Therefore, the new scheme used here has been demor
strated to be a viable option for long-term climate simulation.

It should also be mentioned that the differences in simu-
lated climate between the two model configurations are rela-
tively smaller than those between the simulations and obser-
vations. Nevertheless, the much more flexible cloud structure
and internal consistency of the new configuration will benefit
further development of model physics. In regard to the conve-
nience of the McICA scheme for modifying subgrid clouds,
the impacts of the cloud structure variations are assessed a
follows.

4.2 The impacts of altering subgrid cloud structures

In this subsection, we discuss the impacts of altering overlap-
ping scheme of fractional clouds and breaking the traditional
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4.2.1 The impact of altering cloud overlap
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In Fig. 7, the top panels show the zonal mean distributions of
the fractional contribution by deep convective cloud to total rig 7. zonal annual meafa, b) fractional contribution by deep
cloud (fcon/ ftot) i GCM grid cells. feon/ fiot has the maxi-  convective cloud fractionfeon/ fiot) and(c, d) L¢t calculated using
mum value in the upper tropics, then decreases sharply witlEq. (8) from the N_GOF run, as well &, f) the vertically averaged
latitude. There is a seasonal variation as shown in DJF and.¢s for N_GOF (solid lines) and that used by Shonk et al. (2010)
JJA. In the second row of Fig. 7, the latitude—height distribu- (dashed lines), for DJF (left) and JJA (right).
tions of the grid-cell mear.¢; calculated using Eq. (8) are
shown. In generalL¢ reaches its maximum value in upper
tropics, and decreases with latitude, similar to the distribu-the standard scheme of N_GO2, the impact of cloud-type-
tion of fcon/fiot- That the decorrelation length tends to in- relatedL¢ can be explored.
crease upwards has also been alluded by Barker (2008) and In the upper panels of Fig. 8, the changes in total cloud
Raisanen et al. (2004). fraction between N_GOF and N_GO2 are shown for DJF and
In the bottom panels of Fig. 7, the zonal mean vertically JJA. Compared to N_GO2, N_GOF yields fewer clouds in
averaged._ s (solid lines) is shown. Also shown is the Shonk low latitudes of the summer hemisphere, and generally pro-
et al. (2010) function result based merely on latitude (dashedluces more clouds in the middle and high latitudes. This
lines). It is found thatL¢s not only depends on geographi- is clearly seen in the zonal mean results presented in the
cal location but also has seasonal variation as indicated itower panels (black lines). In the regions with more strongly
DJF and JJA. Therefore, it is difficult to parameterizg convective clouds, the largdt.s causes a larger possibil-
only based on latitude. Though the scheme of N_GOF is nofty for maximum overlap, which leads to less cloud frac-
directly from observations, the result shown is very closetion. The same argument applies to the regions with fewer
to that derived from CloudSat/CALIPSO observations (seeconvective clouds. In the lower panels, the changes in zonal
Fig. 1 in Oreopoulos et al., 2012). Through comparison withmean cloud fraction by N_GOF-N_GO2 for low, middle and
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Fig. 8.Differences ina, b) total cloud fraction between N_GOF and N_GO2, émdl) zonal mean differences in total'tot), low (CLow).,
middle (Cmep), and high CxgH) cloud fractions between N_GOF and N_GO2, for DJF (left) and JJA (right).

high clouds are presented separately. For the low and mid- The middle panels of Fig. 9 show the differences in LW
dle clouds, it is found that the cloud fraction generally de- CRF between N_GOF and N_GO2. In the regions with more
creases in the tropics and increases in the middle and high latonvective clouds, the smaller cloud fraction shades less
itudes, which is consistent with the total cloud fraction. How- longwave radiation from reaching outer space, thereby caus-
ever, for high clouds, N_GOF generally produces a largering less LW CRF. Similarly, in the regions of fewer convec-
cloud fraction compared to N_GO2 even in the tropics. Astive clouds, LW CRF is increased. The zonal mean results
the cloud fractions in individual layers do not change no- show that the LW CRF is generally increased by N_GOF
tably, the increased high cloud fraction is mostly becausein the middle and high latitudes. However the change in
the decorrelation length in the upper troposphere is smallethe tropics is small. LW CRF is strongly dependent on high
in N_GOF than in N_GO2. Fewer low/middle clouds in the clouds. As shown in Fig. 8, the change in high cloud fraction
tropics causes more solar radiation to reach the lower atmoin the tropics is different from that in low/middle clouds.
sphere and surface, because high clouds have smaller impact The changes of SW and LW CRFs are generally opposite.
on solar radiation compared to the low/middle clouds. TheFor example, over the summer northern Indian Ocean and
extra solar heating in the lower atmosphere and surface catropical Atlantic Ocean, a positive SW CRF difference corre-
enhance the surface evaporation and atmospheric convesponds to a negative LW CRF difference. However, the solar
tion, which then can produce more cirrus clouds (Emmanuelgffect is generally stronger than that of longwave. The net ef-
1994). fect in the total CRF does not cancel out. In the lower panels
In the top panels of Fig. 9, the differences in SW CRF of Fig. 9, the differences in total CRF are shown. From the
between N_GOF and N_GO2 are shown. The differences ireonal mean result, a more strongly positive CRF in the sum-
SW CRF can exceed 15WTA over a large domain in the mer Arctic is clearly seen. Despite the obvious differences of
tropical regions. In the regions with more convective cloudsCRFs at the TOA in different latitudes, the global mean dif-
(for instance, the summer northern Indian Ocean and tropicalerences in net fluxes are small (Fig. 1b, h) at the TOA, due
Atlantic Ocean), the larger chance of maximum overlap leadg¢o compensation between latitudes.
to less cloud solar reflection, and thereby less SW CRF (pos- By using diagnostic calculations, Shonk and Hogan (2010)
itive differences between N_GOF and N_GO2). Similarly, and Oreopoulos et al. (2012) found that more maximum-
in the regions with fewer convective clouds (for instance, thelike cloud overlap leads to decreases in the magnitude of
summer Arctic and winter Southern Hemisphere oceans), th&W and LW CRFs with local maximum shift on an or-
difference between the two schemes becomes negative. Thaer of 10 W nT2, which is consistent with our convective—
zonal mean results show that SW CRF generally increases istratiform contrast scheme. One advantage of the cloud-
the tropics and decreases in the middle and high latitudes. dependent decorrelation length described in this article is
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Fig. 9. Differences ina, b) SW CRF,(c, d) LW CRF, (e, f) net CRF at the TOA between N_GOF and N_GO2, for DJF (left) and JJA (right).

that it can respond to climate change (i.e., if the distribu-shown in Fig. 10c and d over land. For DJF, most land sur-
tion of convective cloud changes in a climate change experfaces are simulated warmer by N_GOF than by N_GO2, as
iment, so will the decorrelation length). This is not the casenet CRF over these areas is more positive for N_GOF. The
for the latitude-dependent and Julian-day-dependent decot3JA season sees more negative differences between N_GOF
relation parameterizations of Shonk and Hogan (2010) anc&and N_GO2. The range of differences is generally between
Oreopoulos et al. (2012). —3and 3K.

In Fig. 10, the top panels show the change in net radiative
flux at the TOA, which is equivalent to the change in energy4-2.2  The impact of breaking the PPH assumption
balance at the TOA. It is found that the energy balance atthe . ) ) ) _
TOA has been considerably affected by addressing the cloud! this subsection, we briefly consider the impact of break-
type-related.cr. N_GOF leads to an obvious increase of net ing the tra_dltlonal PPH assymptlon on the simulated radia-
flux in the tropics (especially for the JJA season) and high—tlon and climate by comparing the N_GOF_IH and N_GOF

latitude regions. In the subtropical high-pressure regions, thdests, where N_GOF_IH employs the same vertical overlap

change in net flux is relatively small because the cloud frac-_s'cheme as N_GOF but with consideration of the horizontal

tion is low there. The change in energy balance from the trop"NoMogeneity in cloud condensate as discussed in Sect. 3.
From a global mean perspective, the changes in CRFs and

ics to the subtropical high regions can influence Hadley cir- . X . .
culation. The same as the result at TOA, the largest change@et fluxes caused by including horizontally inhomogeneous
in surface energy balance occur in the tropics and high jaticloud condensate (Eq. 9) are as large as or even larger than

tudes. It is worth emphasizing that the change in energy bal;he changes from altering the cloud overlap assumptions (see

ance in Arctic is large, which should have very strong impactIN—_GOF—IH ianigd. 1. Wlh?Ch hasdallso beell;] shovgn by c?lcu-
on the evolution of sea ice. Investigating the impact on polar2atlons frrc])m ?%u I-reso V'n% moade s_(Bar er zn Raisanen,
climate by N_GOF will be a subsequent work for us. 005). The global mean reductions in LW and SW CRFs at

Figure 11a and b are the land surface temperature differEhe TOA are about 1.5 and 3.7 W respectively. These

ences between N_GOF and N_GO?2. The patterns are sim@'€ 2 little smaller than the 2.02 and 6.15 Wirin Shonk
lar to those of the differences in net CRF at the surface a?nd Hogan (2010) u5|r_lg th?_E_RA"lO data set, but Ia_rger than
the 0.7 and 2.2 W ¢ in Raisanen et al. (2007) using the
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Fig. 10.Differences in net radiative budggt, b) at the TOA andc, d) at the surface between N_GOF and N_GO2, for DJF (left) and JJA
(right).
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Fig. 11. Differences in simulated surface temperat(aeb) between N_GOF and N_GO2 afg d) between N_GOF_IH and N_GOF, for
DJF (left) and JJA (right).

ECHAMDb data set. Both of these two are offline calculations; not only the radiation scheme but also the other parts of the
thus no climate interactions are included. The consideratiormodel.
of horizontally inhomogeneous clouds here brings the global Figure 13 shows the differences in LW and SW CRFs be-
mean CRFs an#"®'much closer to observations. In general, tween N_GOF_IH and N_GOF for DJF and JJA. It is seen
N_GOF _IH is the best among all the simulations in terms ofthat the inclusion of cloud horizontal inhomogeneity weak-
the global mean radiative fluxes. However, the spatial distri-ens the negative SW CRF nearly everywhere, with local max-
butions of CRF biases of N_GOF _IH are similar to those ofimum increase of more than 20 Wrhover the western Pa-
other simulations (see Fig. 12), which requires revision ofcific warm pool region. This is qualitatively consistent with
the well-accepted conclusion that the PPH assumption of
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Fig. 13.Differences in(a, b) SW CRF andc, d) LW CRF between N_GOF_IH and N_GOF, for DJF (left) and JJA (right).

cloud condensate generally overestimates solar reflectance The magnitude of the local change of CRFs by address-
(Carlin et al., 2002). The zonal mean results show that ening cloud inhomogeneity is about the same as chandifg
hancements of SW CRF mostly happen in high latitudes(compared with Fig. 10). Thus, it is of great importance to
for both the boreal summer and austral summer. Barker an@ddress the cloud water/ice horizontal distribution together
Raisanen (2005) got very similar zonal distribution of SW with the overlap of fractional clouds in GCMs.
sensitivity to cloud inhomogeneity by computingona CSRM  The consideration of cloud horizontal inhomogeneity has a
data set, with zonal maximum of as large a®5W m2 noticeable influence on surface temperature (see Fig. 11c, d).
around 60 S. In the middle and high latitudes of the Northern Hemisphere,
The inclusion of horizontal inhomogeneity of cloud con- there is a remarkable decrease in surface temperature during
densate generally reduces LW CRF all over the globeDJF and an increase during JJA. These changes arise mainly
(Fig. 13c, d). This is because the PPH assumption of cloudrom competition between LW cooling and SW heating.
condensate generally overestimates the LW emissivity upWhen inhomogeneous clouds succeed homogeneous ones,
wards (Pomroy and lllingworth, 2000). The patterns of more LW flux is emitted outward, and more SW flux pen-
change in SW and LW CRFs are very similar. However, theetrates to the surface (see Fig. 1). The surface energy budget
zonal mean results of LW CRF do not show very special fea-is then the net effect of the two fluxes.
tures in the boreal or austral summer. This is also similar to In general, the modifications of cloud subgrid configura-
results of Barker and Raisanen (2005). LW CRF shows lesgions have distinct impacts on the simulated radiation budget
dependence on season probably because LW CRF does nahd surface temperature. Considering the improved LW and
increase proportionally with the incoming solar flux at the SW budget for clear-sky and all-sky conditions, the new
TOA.
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model configuration can be used in BCC_AGCM2.0.1 to im- Generally, more net energy reaches surface around the trop-
prove physical processes and perform climate simulations. ics while less reaches the surface in mid—high latitudes. This
It should be noted that, in this work, we altered only could enhance the simulated Hadley circulation. Therefore,
the subgrid cloud structures used in the radiation calculaa constant value of.¢s could lead to large biases in climate
tion, whereas those in precipitation parameterization weresimulations.
not changed. Physically, cloud overlap assumptions in the ra- The effect of the horizontal inhomogeneity of cloud con-
diation and precipitation processes should be consistent witllensate was then considered by including an observation-
each other, but the latter may have a larger effect on the simbased gamma function in an additional test. The changes
ulated precipitation (Morcrette and Jakob, 2000). However,compared with its PPH counterpart were strikingly signifi-
this is beyond the scope of this study. cant, with decreases in the global mean TOA LW and SW
CRFs of~1.5WnT2 and~ 3.7 W n72, respectively, mak-
ing the simulation much closer to observations. This empha-
5 Discussion and conclusions sizes the importance of addressing the cloud horizontal dis-
tribution in GCMs along with the cloud overlap issue.
In this work, the BCC-RAD radiation algorithm was incorpo- ~ For simulated climate, the changes in cloud structures
rated into the BCC_AGCM2.0.1 GCM as a replacement forshowed a notable effect on surface temperatures in mid—high
the original radiation algorithm. The new radiation is entirely latitudes, with the largest zonal mean differences being about
distinct from the original one, by including the advanced 1K, exceeding the differences between the new and old radi-
treatments of gaseous absorption, cloud optics and radiatioation scheme configurations when both use the maximum-
transfer. The results show that the new scheme markedly imrandom overlap and PPH assumptions. This will exert an
proves the representation of the SW and LW radiation bud-effect on the evolution of sea ice. In this work, we did not
get for both clear-sky and all-sky conditions, whether in theinclude sea—atmosphere interaction, which could enlarge the
global mean or in geographic distribution. The simulated re-effect of the signal imposed by the changing cloud structures.
lationship between SW and LW CRFs in deep convective re- This study shows that N_GOF _IH is the current best
gions is improved by the new scheme as well. The modelecthoice for climate simulations, and it will be adopted in
temperature and specific humidity benefited from changes iBCC_AGCM2.0.1.
the LW heating rate, resulting in a reduction in temperature This study also provided a direction for future improve-
biases by 0.4-0.8K at the middle troposphere and a reduament of the McICA. More realistic cloud overlap assump-
tion in moisture biases by one-third in the tropical lower tro- tion or cloud horizontal distribution, achieved from satellite
posphere relative to the ERA-Interim reanalysis. This showsobservations or any other objective sources, could be used
the superiority of a CKD radiation algorithm to the band- to constrain the generation of cloud-type-relaiegland the
model-based CAM3 radiation scheme. All these results in-horizontal distribution of cloud condensate.
dicate that using the BCC-RAD radiation scheme makes the
cloud-radiation process more intrinsically coherent and rea-
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